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Abstract 

 
Paper 1 investigates how birth order and having siblings affect positional concerns in 

terms of success at work and of income. We find that only-children are the most 

positional, but that number of siblings increases the concern for their position among 

those who grew up together with siblings. Furthermore, people whose parents often 

compared them with their siblings have stronger positional concerns in general. 
  

Paper 2 analyzes whether an introduction of an entrance fee affects visitor 

composition at a Swedish state-funded museum, namely the Museum of World 

Culture. We conducted two surveys in order to collect information about the visitors’ 

socio-economic backgrounds, one before and one after the introduction of the 

entrance fee. While the entrance was still free, we asked visitors about their 

willingness to pay (WTP) for a visit, using the Contingent Valuation (CV) method. 

The results of the CV survey show that several target group visitors that the museum 

wishes to reach are less likely to visit the museum even at a very low fee level. By 

comparing the CV results and the observed post-introduction change in visitor 

composition, we conclude that CV does predict a majority of the changes 

successfully.  

 

In Paper 3 we use a choice experiment to study whether Swedish Environmental 

Protection Agency (EPA) administrator preferences regarding improvements in 

environmental quality differ from citizen preferences. The EPA administrators were 

asked to choose the alternatives they would recommend as a policy, while the citizens 

were asked to act as private persons. We find that the attribute rankings and the WTP 

levels for particular attributes differ between the two groups. We also find that 

ecological sustainability is more important for the administrators than the preferences 

of ordinary people regarding changes in environmental quality. 
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Paper 4 analyzes the marginal willingness to pay (MWTP) for changes in noise levels 

related to changes in the volume of take-offs and landings at a city airport in 

Stockholm, by using a choice experiment. When estimating MWTP for different times 

of the day and days of the week, we find that these vary with temporal dimensions: 

mornings and evenings have higher values. 

  

Paper 5 investigates whether women have correct perceptions about the age-related 

risk of female infertility, whether the perceptions of the personal and the general risk 

in the own age group differ, and if so, which factors can explain the difference. The 

results show that women overestimate the general risks for women older than 34, and 

that mothers in general have a too optimistic picture of their own fertility while non-

mothers do not.  

 

Paper 6 analyzes from which channels of information women get information about 

the general risks of age-related female infertility and how the different channels of 

information affect women’s risk perceptions. We find that media reaches women of 

all ages, while only about one-fourth have received information from the health care 

system. Furthermore, information from friends and relatives makes women more 

likely to overestimate the risks. Since women are most interested in receiving 

information from the health care system, we argue that system authorities should 

inform women earlier than what is being done today. 

 

Keywords: administrators, aircraft, airports, birth order, choice experiment, citizens, 
environmental policy, female infertility, free entrance, general risk, health care, 
information, media, museum, natural experiment, noise, only-child, optimistic bias, 
personal risk, positional concern, relative income, siblings, stated preferences, visitor 
composition. 
 
JEL Classification: D12, D31, D61, D63, D81, D83, H41, I10, J13, Q51, Q58, Z11 
 
Contact information: Department of Economics, University of Gothenburg, Box 
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Preface 
 

When my father died at the end of my first year as a PhD student, I decided to 

dedicate my thesis to him. He was always my biggest supporter, encouraging me in 

whatever I decided to do. At the time when I was working with dance he recorded all 

dance performances shown on Finnish TV and saved dance articles from newspapers 

so that I could follow the dance life in Finland while living in Stockholm. When I 

changed my career he began discussing economics with me. He was very happy when 

I became a PhD student, somehow finishing his own dream. Isä, I have your licentiate 

theses in chemistry from 1961, typed with a typewriter, in my bookcase. It is a black 

bound book, a lot bigger and thicker than this small yellow soft-covered book. Isä, I 

promise, this thesis is for real and it’s for you. I know that you would have been both 

happy and proud to see it. 

 

That my loving mother passed away only a few months ago is very difficult for me. 

All these years you followed my studies as a PhD candidate. As a mother of three, 

you nodded in agreement when I told you about the paper by Katarina and I about 

siblings and birth order. And as a cultural person you liked that Matilda and I wrote 

about a museum. I wanted so dearly to share this experience with you as I have 

always shared everything else. Dear Äiti, I know how you would have looked on the 

day I defend my thesis; you would have been very nervous on my behalf, but still 

enjoyed of the atmosphere. Äiti, this thesis is also for you. I miss you so much! 

 

When I was forced to change my career I thought I would never find an occupation I 

would love as much as I loved dancing. Despite the hard working conditions, lots of 

training, little money, and never-ending grant applications, the moments of freedom 

and creativity when you are dancing are difficult to replace. However, I have found 

that working with research can also be creative and highly rewarding as well as that I 

still write a lot of grant applications to be able to send out surveys…. It is a real 

privilege to have a job where you are able to investigate and try to find answers to the 

questions you want to know more about. That there are so many different interesting 

research questions might partly explain why I have written my articles about such a 

variety of issues. Moreover, I have always been interested in human behavior and 
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preferences in areas where no register data exists, which explains why my thesis 

consists of five different surveys.  

 

Several people have helped me throughout the work on this thesis. First of all I want 

to thank my two supervisors, Katarina Nordblom and Peter Martinsson. Katarina has 

always been there for me, taking time for my questions, supporting me, and reading 

my papers. You have simply been great! In addition to reading and commenting on 

my papers, Peter has taught me many different kinds of tests and stated preference 

methods, forcing me to be careful in my research. I am a persistent person and 

certainly may not always have listened to the two of you, but thank you for trying! I 

also like to thank all my co-authors: Fredrik Carlsson, Mitesh Kataria, Peter 

Martinsson, Katarina Nordblom, and Matilda Orth. I have not only learned a lot from 

working with all of you, I have also had great fun along the way. My papers have also 

been greatly improved by the comments by Håkan Eggert, Olof Johansson Stenman, 

Åsa Löfgren, Katarina Steen Carlsson, Nils-Olov Ståhlhammar, Maria Vredin-

Johansson, and several seminar participants at the department. I also want to thank my 

teachers at Södertörn University College, where I received my undergraduate degree: 

Magnus Arnek, Stig Blomskog, and Karl-Markus Modén. It is thanks to your support 

I kept studying economics. Thanks also to Runar Brännlund who was my supervisor 

during my first year as a PhD student at Umeå University as well as Lennart Flood 

and Roger Wahlberg for help with econometrics here in Gothenburg. Many thanks 

also to Elisabeth Földi, Gerd Georgsson, Eva-Lena Neth-Johansson and Jeanette 

Saldjoughi for all your help and for being the great persons you are.  

 

There are also two other persons I would like to especially thank. Professor Sakari 

Orava in Finland and Dr. Johan Träff in Stockholm. Thank you for not giving up but 

finding what causes the pain. You have helped me a lot, making it possible for me to 

better concentrate on my work. 

 

Life at the department would not have been the same without my friends who make 

me feel that Gothenburg is my home: Anders Boman, Olof Drakenberg, Anders 

Ekbom, Gustav Hansson, Marcela Ibanéz, Innocent Kabenga, Annika Lindskog, Åsa 

Löfgren, Florin Maican, Carl Mellström, Andreea Mitrut, Matilda Orth, Ping Qin, 
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Daniel Slunge, Björn Sund, Sven Tengstam, Precious Zikhali, and Anna Widerberg. 

Thank you for the lunches, the laughter and the many discussions.  

 

And to my dear friends outside the department, most of them in Stockholm and 

Finland: I am both happy and privileged to have you guys as my friends. Thank you 

for keeping in touch all these years, first when I moved from Finland to Sweden and 

then from Stockholm to Gothenburg. I also miss my sister Minna and my brother 

Hannu and their families, even if I don’t feel that you really are as far away as you 

really are geographically. Finally, Figge, the finest person I know: Thank you for 

sharing your life with me and thanks especially for “vapaapäivistä” – they gave me 

energy to work with my thesis. 

 

 

Elina Lampi 

Göteborg, April 2008  
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Summary of the thesis 
 

”Economists have long been hostile to subjective data. Caution is prudent, but 

hostility is not warranted. The empirical evidence cited in this article shows that, by 

and large, persons respond informatively to questions eliciting probabilistic 

expectations for personally significant events. We have learned for me to recommend, 

with some confidence, that economists should abandon their antipathy to 

measurement of expectations. The unattractive alternative to measurement is to make 

unsubstantiated assumptions.” (Manski, 2004) 

 

This thesis consists of six articles. They can be divided into four different areas of 

economics: behavioral economics, cultural economics, environmental economics, and 

health economics. All six papers are based on survey data, and three use stated 

preferences methods such as Contingent Valuation and Choice Experiments.  

 

Paper 1:  

Money and success – Sibling and birth-order effects on positional concerns 

This paper utilizes unique Swedish survey data to increase our understanding of the 

extent to which birth order and other family variables affect a person’s positional 

concerns. By positional concern we mean the concern that people have with their own 

position compared to that of others in terms of, e.g., income, successfulness, and 

consumption of certain goods. We analyze whether positional concerns differ 

depending on whether the issue at hand is relative income or relative successfulness. 

We have three reference groups, namely parents, siblings, and friends, and analyze 

whether positional concerns differ depending on the reference group. We are able to 

distinguish between biological, adoptive, and half- and step-siblings and between 

siblings one lived with and others. Most previous sibling studies have used register 

data about current households; we have not found any other study that controls for 

growing up in these kinds of “new families.”  

  
Our results show that although people are generally not very concerned about relative 

income or relative successfulness at work, there are variations in the degree of 

positional concern depending on the reference group and on the issue at hand: 

positional concern is the strongest in relation to friends, and the weakest in relation to 
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siblings. We also found that only-children and those who did not live with their 

siblings have the strongest positional concerns. For those who grew up with siblings, 

the number of siblings increases positional concern regardless of reference group. 

Moreover, a person cares substantially more about relative position if he/she perceives 

that he/she was compared with siblings during childhood. Except for the family and 

sibling effects, we found that both education and income strongly affect positional 

concerns, which is in line with previous research (see, e.g., McBride, 2001, and 

Kingdon and Knight, 2007). Moreover, we found a very strong age effect: the 

younger respondents are far more positional than the older ones.  

 

Paper 2:  
Who visits the museums? A comparison between stated preferences and observed 

effects of entrance fees 

All public museums in Sweden have policy directives from the Swedish government 

to reach more visitors and especially those who rarely visit museums (Swedish 

Government, 1996). A similar policy document exists for example in the UK 

(Falconer and Blair, 2003). The Swedish public funded museums offered free 

admission for a few years until January 1st, 2007, when due to a change in government 

regime, the free entrance for adults was abolished. Each museum was permitted to 

decide over its fee levels, while the policy directives to reach certain target groups 

remained.  

 

The first objective of this study is to investigate whether one of the public free-

entrance museums, namely the Museum of World Culture in Sweden, is able to follow 

the government directive to attract target visitors after introducing an entrance fee. 

While entrance to the museum was still free, we conducted a survey to collect 

information about visitor characteristics and used the Contingent Valuation (CV) 

method to measure visitors’ willingness to pay (WTP) for a visit to the museum. 

Using the results we can predict possible changes in visitor composition at several 

potential fee levels. The second objective is to evaluate what actually happened after 

the introduction of the fee. We therefore conducted another survey to obtain 

information about socio-economic characteristics of those who actually ended up 

paying the entrance fee to the museum. The third objective is to test the validity of the 

CV method in the context of a cultural good. We do that by investigating whether the 
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predicted changes in visitor composition based on the results of the CV survey differ 

from the actual changes observed after the introduction of the entrance fee.  

 

The findings of the CV survey predict that an introduction of even a low entrance fee 

(40 SEK) should result in that men, immigrants, those who live in suburb areas, and 

visitors with low income should become less likely to visit the museum. The validity 

test of the CV method shows that a majority of the changes in visitor composition 

were correctly predicted. Our type of quasi-public good, a museum visit, seems very 

appropriate for the CV method in terms of the degree to which correct predictions are 

made. As free entrance reforms and various policy objectives exist in several 

countries, the conclusions of the present paper are of interest in a broader international 

context, especially for cultural policy makers.  

 

Paper 3: 

Do EPA administrators recommend environmental policies that citizens want? 

Very little attention is given in economics to whether the policy recommendations of 

those who work with policy and management of the environment relate to citizen 

preferences. There is also a lack of knowledge regarding similarities and differences 

between citizens and administrators in terms of willingness to pay (WTP) for 

environmental improvements. In Sweden, just as in many other countries, the 

Environmental Protection Agency (EPA) is one of the main responsible authorities in 

managing environmental resources, and hence plays a crucial role in determining 

environmental policy. The main objective of this paper is to investigate whether 

administrators at the Swedish EPA recommend environmental policies that the 

citizens prefer. This is done by conducting two identical choice experiments (CEs): 

one on a random sample of Swedish citizens and one on a random sample of EPA 

administrators. The citizens were asked to choose their preferred environmental 

policy, and the EPA administrators were asked to choose which policy they would 

recommend. The CE concerns two of the environmental objectives in Sweden: a 

Balanced Marine Environment and Clean Air. The main purpose of these objectives is 

to provide a framework for obtaining a sustainable environment (SEPA, 2006).1 We 

also investigate on what grounds administrators make their policy recommendations 
                                                 
1 In Sweden, there are 16 so-called environmental quality objectives, adopted by the Swedish 
Parliament in 1999 and 2005. 
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and whether they feel that certain people should have more to say when deciding on 

environmental policy.  

 

We found that the rankings of attributes by citizens and EPA administrators are not 

the same. We also found significant differences in the levels of WTP for particular 

attributes. The administrators’ motives for their CE choices show that ecological 

sustainability is more important than the preferences of ordinary people regarding 

changes in environmental quality. A majority of the administrators have also a 

paternalistic approach; they think that individuals with environmental education 

should have more say in shaping environmental policy in Sweden than other groups in 

society. 

 

Paper 4: 

The marginal values of noise disturbance from air traffic: does the time of the day 

matter? 

Wherever an airport is located, residents nearby will be disturbed, and whenever an 

airport expands, the disturbance and the number of people disturbed will increase. 

How residents perceive disturbance from air traffic is therefore an important issue for 

decisions regarding both the location and the size of airports. In this paper we focus 

on noise damages from air traffic that can vary with the time of the day and the day of 

the week. We use a choice experiment (CE) to estimate the welfare effects via 

changes in the number of take-offs and landings at Bromma Airport, a city-center 

airport in Sweden. Since there has been a discussion on both an increase and a 

decrease in the size of the airport, two separate versions of the CE were designed: one 

describing an increase in the number of landings and take-offs and another describing 

a decrease. Moreover, half of the choice sets concern the stated situation during 

weekdays and the other half during weekends.  

 

We found for both versions of the survey that a large share of the respondents do not 

seem to want a change in the number of take-offs and landings at the airport. 

However, people are sensitive to noise, and the time of the day does matter. Some of 

the residents living close to the airport have a significant willingness to pay (WTP) for 

a decrease in the number of aircraft movements in mornings and evenings. Women 

and those who do not use the airport are less likely to want to increase the number of 
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take-offs and landings and more likely to want to decrease them compared to men and 

households where someone flies from the airport on a regular basis. 

 

Paper 5: 

Age-related risk of female infertility: A comparison between perceived personal and 

general risks 

Women’s desire to have children has not changed during the last decades, while the 

average age of first-time mothers has increased steadily in several Western countries 

(Council of Europe, 2004). This hints that women may believe that the risk of not 

becoming pregnant is lower than it really is. We approach this issue by investigating 

(1) whether women have correct perceptions of the age-related risk of female 

infertility, (2)  whether the perceptions of the personal and the general risk in the own 

age group differ, and if so, (3) what factors can explain this difference. In order to 

answer the objectives, the respondents were asked to estimate the average risks for 

women in four different age groups (20-24, 25-29, 30-34, and 35-40 years) of not 

becoming pregnant during a one-year period despite regular unprotected sexual 

intercourse. The respondents were also asked whether they have children, whether 

(and if so when) they would like to have a/another biological child, and how 

important they perceive being fertile is, regardless of whether they want to have 

children or not. 

 

The results show that Swedish women are well aware of the risk levels for young 

women but clearly overestimate the risks for women older than 34. We also found that 

a large majority of mothers, regardless of age, believe they are at lower risk than an 

average same-age woman, while childless women do not. Hence, there is an 

optimistic bias among mothers, even if we account for the fact that mothers generally 

have a lower than average risk than non-mothers. It also seems that risk perceptions of 

infertility are affected by psychological factors; a woman who perceives that being 

fertile per se is important is also more likely to perceive that she is more fertile than 

other same-age women. We also found that a woman who does not want to have 

(more) children is more likely to believe that her own risk is lower than average 

compared to a woman who does want (more) children. 
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Paper 6: 

What do friends and the media tell us? How different information channels affect 

women’s risk perceptions of age-related female infertility  

A woman’s risk of not being able to become pregnant increases with age. Since no 

available medical test can tell a woman her personal risk, it is important for women to 

have knowledge about the general risk levels of age-related female infertility and how 

they change with age. One interesting question is therefore how women obtain 

information about this risk and how the different information channels affect their risk 

perceptions. A biased risk perception is undesirable for a woman who wishes to 

become pregnant; overestimation creates an unnecessary worry and underestimation 

may result in serious disappointments if it becomes difficult to become pregnant.  

 

The objectives of this paper are to investigate: (1) from what sources women receive 

information about the general risks of age-related female infertility, (2) how different 

information channels affect risk perception, and (3) who would like to have more 

information, and from what source(s)? We also tested the effect of media information: 

does a peak in the media coverage of the general risks of age-related female infertility 

affect women’s risk perceptions? This was possible because only two days before our 

survey had been planned to be mailed out, Swedish newspapers reported that 

university students in Sweden have overly optimistic perceptions of women’s chances 

of becoming pregnant, especially women 35 years or older. If there is such an effect, 

then those who answered the questionnaire directly after the large media coverage 

should have stated higher risks than those who received the questionnaire two months 

later. 

 

The results show that the media reaches women of all ages, but that more of the older 

women receive information from the health care system than younger women do. We 

also found that those who receive information from the media are more likely to state 

correct risks. On the other hand, both reading articles in magazines about women who 

became pregnant in their late 30s and information coming from friends and relatives 

make women more likely to overestimate the risks. Moreover, we found effects of the 

peak in media coverage on people’s risk perceptions, although the effects are not 

always significant. 
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Although the empirical evidence in this paper comes from Sweden, the risks of age-

related infertility concern all women and our results are therefore of general interest. 

The results can for example be useful for health care systems in other countries to 

reflect on who they give information to and whether they reach those with biased risk 

perceptions.  
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Money and success –  

Sibling and birth-order effects on  

positional concerns* 
 

 
Elina Lampi and Katarina Nordblom¤ 

 

 

Abstract 

Survey data is used to investigate how birth order and having siblings affect positional con-
cerns in terms of success at work and of income. We find that only-children are the most con-
cerned with relative position, but that number of siblings increases the concern among those 
who grew up together with siblings. Furthermore, people whose parents often compared them 
with their siblings have stronger positional concerns in general. We find differences depend-
ing on whether the issue is relative income or relative successfulness, and that people gener-
ally have stronger positional concern in relation to friends, but less so in relation to parents 
and least in relation to siblings. We also find that younger respondents are far more concerned 
with relative position than older in all studied situations. 
 

Keywords: birth order, positional concern, only child, relative income, siblings. 

 

JEL Classification: D31, D63  

                                                 
* The paper has benefited from comments by Fredrik Carlsson, Olof Johansson-Stenman, Peter Martinsson, and 
Andreea Mitrut and from seminar participants at the University of Gothenburg and the Second Nordic Workshop 
in Behavioural and Experimental Economics, 2007. Generous financial support from the Royal Swedish Acad-
emy of Sciences, the Helge Ax:son Johnson Foundation, and the Wilhelm and Martina Lundgren Foundation is 
gratefully acknowledged. 
¤ Department of Economics, University of Gothenburg, P.O. Box 640, SE 405 30 Göteborg, Sweden; Phone: +46 
31 786 00 00; e-mail: Elina.Lampi@economics.gu.se or Katarina.Nordblom@economics.gu.se 
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1. Introduction 
This paper utilizes unique Swedish survey data to increase our understanding of the extent to 

which birth order and other family variables affect a person’s positional concerns in terms of 

income and successfulness at work. By positional concern we mean the concern that people 

have with their own position compared to that of others in terms of e.g. income, successful-

ness, and consumption of certain goods. Ever since the seminal work by Easterlin (1974), 

many studies have indicated that relative issues affect people’s well-being and are therefore 

important to investigate.1 Yet, almost no work has been done to understand what in our back-

grounds and childhood can explain the existence of positional concern. To our knowledge, 

this is the first study that links the potential effects of family variables, such as birth order and 

being the only child, to positional preferences.  

 

Most of us have a sense that our siblings (or absence of siblings) affect us throughout our 

lives. From popular media we have for instance heard that if you are the oldest child you are 

orderly and likely to become a leader. One might also think that an only- child, who during 

childhood was always used to being the foremost (never surpassed by any brothers or sisters) 

would be eager to be more successful than others also as an adult, while a youngest child, who 

through his/her entire upbringing could not achieve as much as the older siblings, would not 

be equally concerned with relative position. Sulloway claims in a highly debated article from 

1996 that first-borns are more conscientious than later-borns, and later-borns are more agree-

able and extraverted, while Freese et al. (1999) find very small differences between first-borns 

and later-borns on social attitudes. However, Saroglou and Fiasse, (2003) argue that it is im-

portant to distinguish between middle-borns and the youngest, and not simply regard them 

both as later-borns.2 Moreover, Beck et al. (2006) find in a within-family study that first-

borns score higher on dominance and later-borns on sociability. Blake (1991) investigates 

whether only-children and others raised in small families are less social, more egocentric, 

and/or more goal-oriented but concludes that this is not the case.  There are also quite a few 

studies that have found that birth order and/or family size affect educational and wage level.3  

                                                 
1 See e.g., Frank (1985a), Easterlin (1995), Solnick and Hemenway (1998), McBride (2001), Johansson-Stenman 
et al. (2002), Alpizar et al. (2005), Ferrer-i-Carbonell (2005), Torgler et al. (2006), and Carlsson et al. (2007). 
2 They find that last- and first-borns are similar in conscientiousness, religion, and educational achievement, 
while middle-borns are less conscientious, less religious, and have lower school performance. 
3 Hanushek (1992) finds that first-borns have better educational attainment, because being a first-born increases 
the likelihood of coming from a small family. Black et al. (2005) and Kantarevich and Mechoulan (2006) ex-
plain it with birth order rather than with family size. Booth and Kee (2008) find that both family size and birth 
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We specifically analyze how birth order and the presence or absence of siblings affect posi-

tional concerns. Thanks to our survey data, we can also check whether different siblings have 

different impacts on preferences, e.g. we make a distinction between the siblings one grew up 

with and those one did not grow up with, and we also analyze whether growing up with step- 

and half-siblings matters for positional concern. Since most previous sibling studies have used 

register data, this is, as far as we know, the first study that controls for growing up in these 

kinds of “new families.”  

 

Previous research has pointed to the importance of sibship sex composition,4 so we examine 

whether gender-composition also affects positional concerns. According to Tesser (1980), a 

person’s self-esteem is threatened by sibling comparison; the closer in age two siblings are 

and the better one performs compared to the other, the more the friction increases between 

them. It is also possible that comparisons between siblings enhance the degree of positional 

concern, so we analyze whether people who feel that their parents used to compare them with 

their siblings care more about their relative position than others. 

 

Although most previous studies on positional concerns have focused on comparisons with 

“people in general,” Kingdon and Knight (2007) found that a person can have several refer-

ence groups,5 and Frank (1985b) argues that people compare themselves with those they 

compete with for important resources. We regard three specific reference groups, namely par-

ents, siblings, and friends, and analyze whether positional concerns differ depending on the 

reference group and on the issue at hand. Moreover, Solnick and Hemenway (2005) find that 

positional concern varies widely across issues. Therefore, we do not consider relative income 

to be the only measure of position, but also look at relative successfulness at work, something 

that has not been done before.  

 

                                                                                                                                                         
order matter for educational attainment, while Kessler (1991) finds no effects of either birth order or family size 
on wage level.  
4 Kidwell (1982) finds that middle-born males have lower self-esteem but that being a sole brother among sisters 
clearly increases it; Argys et al. (2006) find that for smoking, drinking alcohol or belonging to a gang, younger 
brothers are more affected by their oldest sibling if this is a girl; Butcher and Case (1994) show that women who 
have grown up with only brothers have received more education than women with only sisters, while the sex 
composition of siblings does not affect men’s education. Kaestner (1997) finds that those who grew up with 
sisters received more education. 
5 E.g., one’s own past, family members, others with similar characteristics, and people at one’s workplace.  
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The notion of positional concern has important policy implications since it affects, e.g., opti-

mal taxation and optimal public goods provision.6 According to Fisher and Torgler (2006), 

positional concern per se is undesirable because people with lower income perceive frustra-

tion over not being able to keep up with the Joneses, which may decrease trust in society. 

Relative status seeking also affects wage formation (Agell and Lundborg, 1995, 2003) and 

labor-force participation (Neumark and Postelwait, 1998).7 Our paper shows that childhood 

matters for people’s relative concerns for work related issues. The results can therefore in-

crease knowledge about what affects people’s educational and occupational choices.  
 
The remainder of this paper is organized as follows. Section 2 describes the design of our sur-

vey. Section 3 reports the descriptive statistics and empirical results from the analyses. We 

study the positional concerns both descriptively depending on birth order and in regressions 

where we first analyze the whole sample and then the sub-sample of respondents who were 

brought up together with siblings. In this section we also investigate whether the degree to 

which a person perceives having been compared with siblings is affected by the person’s birth 

order. Finally, Section 4 concludes the paper. 

 

 

                                                 
6 Boskin and Sheshinski (1978), Oswald (1983), Persson (1995), Ireland (2001), and Aronsson and Johansson-
Stenman (2008) all study the effects on optimal taxation and Ng (1987) those on public goods provision. 
7 Neumark and Postlewaite (1998) find that a woman’s labor-market decision depends on the labor-market status 
of her sisters and on the relative income of her sisters and their spouses; if a woman’s spouse earns less than her 
sister’s, and the sister is non-working, the woman is more likely to join the labor force in order to achieve a 
higher family income than her sister.  
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2. Design of survey 
Our survey includes five different questions about concerns for relative successfulness at 

work and for relative income. The respondents were asked to state how important it is for 

them to be more successful at work than their parents, friends, and the siblings they grew up 

with. They responded on a 1-5 scale, where 1 means Of no importance and 5 means Very im-

portant. We also asked them how important it is for them to not earn less than their friends 

and the siblings they grew up with. The formulation in the survey was the following: 

 
Box 1. The questions about positional concerns. 

Mark the box that best describes how important the statement is to you. Number “1” means Of no importance 
and “ 5” means Very important. You can also mark the alternative Not applicable if you do not have any sib-
lings. 

 Of no 
impor-
tance 

   Very 
impor-

tant 

Not appli-
cable 

 1 2 3 4 5  
To be more successful at work than my parents ⁪ ⁪ ⁪ ⁪ ⁪  
To be more successful at work than my friends ⁪ ⁪ ⁪ ⁪ ⁪  
To be more successful at work than my siblings 
(with whom I grew up)* 

⁪ ⁪ ⁪ ⁪ ⁪ ⁪ 

To earn no less than my friends ⁪ ⁪ ⁪ ⁪ ⁪  
To earn no less than my siblings (with whom I 
grew up) 

⁪ ⁪ ⁪ ⁪ ⁪ ⁪ 

* = To be able to know which sibling(s) the respondents compared themselves with when answering the survey, 
we asked them to compare themselves with the siblings they grew up with. According to the results of our pilot 
survey, the siblings who a person grew up with have the strongest influence on that person. 
 

We also asked whether the respondents grew up as only-children or if they had siblings, and if 

they did, when their siblings were born and which of them they were brought up with. Since 

family size has proven to be very important in birth-order studies (see e.g. Kidwell, 1981, and 

Booth and Kee, 2008), we also use information about the number of each respondent’s sib-

lings. Due to new family make-ups, people grow up with different types of siblings or they 

might have siblings they do not live with. For example, it is possible that step- and half-

siblings affect positional concerns differently than biological siblings, and that those who did 

not grow up with their siblings are different than both only-children and those who grew up 

with their siblings. In this study we are able to distinguish between biological, adoptive, and 

half- and step-siblings and between siblings one lived with and others. Since most previous 

sibling studies have used register data about current households, we have not found any other 

study that controls for growing up in these kinds of “new families.”  
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We then asked for the respondents’ subjective perception of their birth order, i.e. whether they 

feel like an oldest-, a middle-, or an only-child, etc. Thus, our questions give information 

about birth order in three different ways: (1) by including all the siblings a respondent had as 

a child, (2) by including only the siblings he/she shared at least half his/her childhood with, 

and (3) his/her subjective perception of his/her birth order. We also tested which of (1) and (2) 

that corresponds best to (3). We find that the distribution of those a person grew up with (re-

gardless of whether the siblings were biological or not) corresponds better to his/her subjec-

tive perception than to the distribution of all the siblings he/she had, or to the narrower defini-

tion of including biological and adopted siblings only. In this paper we therefore define sib-

lings as the siblings with whom a person shared at least half of his/her childhood.  

 

In order to disentangle birth-order effects from other family effects, we asked the respondents 

about several family-specific characteristics such as economic standard during childhood, and 

whether their parents lived together at least until the respondent turned 15. These are both 

factors that affect a person’s childhood and possibly positional concern. To control for 

whether one’s parents lived together is also important for us since we want to distinguish the 

effect of living with step- and half-siblings from the effect of broken families. The question of 

birth-order effects is closely related to that of the mother’s age; the youngest children tend to 

have older mothers than the oldest children. While the oldest child in a family might receive 

more parental attention, the standard of living is often better for the youngest child. This 

might boost the effects of being born last and underestimate the effects of being a first-born 

(Kantarevic and Mechoulan, 2006). We therefore also asked for the age of each respondent’s 

mother.  

 

In addition to several questions about socio-economic characteristics, we included a number 

of subjective questions related to childhood and family. For example, we asked whether the 

respondents think they have been affected by their birth order or by being an only-child. Since 

we believe that comparison during childhood increases positional concern, we also asked the 

respondents whether they perceive that their parents compared them with their siblings during 

childhood. The question read:8 

 

                                                 
8 In order to not affect the answers to the positional concern questions, the comparison question was placed two 
pages and several questions before the positional concern questions. 
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Box 2. The question about perceived comparison during childhood. 
Do you perceive that your parents compared you with your siblings during your childhood? 

⁫ No 
⁫ Yes, but seldom 
⁫ Yes, quite often 
⁫ Yes, very often 
 
 

As indicated by Johansson-Stenman and Martinsson (2006) and Falk and Knell (2004), posi-

tional concern could decline with age. Therefore, we look at two age groups: one consisting of 

25-year-olds and one consisting of 40-year-olds. 

 

 

3. Results 
We use survey responses from a mail questionnaire sent out in March 2007 to a random sam-

ple of 6,000 Swedes – men and women, with and without siblings. Three thousand were born 

in 1967 and the rest in 1982.9 A single reminder was sent out three weeks after the main sur-

vey. The response rate of the study was 42 percent after correcting for those who had moved 

or for other reasons had not received the questionnaire. 

 
 

                                                 
9 The main questionnaire was revised after we had analyzed the answers from the pilot survey conducted in De-
cember 2006. 
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3.1 Descriptive statistics of background variables 
 
Table 1 presents the descriptive statistics of the variables used in the analyses.  
 
Table 1. Descriptive statistics of independent variables. Full sample. 
Variable Explanation Mean St. Err. 
Oldest = 1 if respondent is an oldest-child 0.348 0.477 
Middle = 1 if respondent is a middle-child 0.186 0.389 
Youngest = 1 if the respondent is a youngest-child 0.346 0.476 
Twin =1 if respondents is a twin 0.021 0.142 
Only child =1 if respondent is an only-child 0.062 0.241 
Lived alone =1 if respondent had siblings but did not grow up with 

them 0.038 0.190 
No. of siblings = number of siblings a respondent has grown up with 1.711 1.256 
Siblings; grew up/not 
grew up with 

=1 if respondent who had siblings he/she grew up with 
also had siblings he/she didn’t grow up with 0.143 0.350 

Space; 2 years = if respondent had siblings within 1-2 years of age 0.281 0.450 
Space; 5 years or more = if respondent‘s closest siblings were at least 5 years 

older or younger 0.197 0.398 
Step/half sibling(s) =1 if respondent had half-siblings 0.100 0.301 
Woman with only sis-
ters 

=1 if respondent is a female and only lived with sisters 
0.176 0.388 

Woman with only 
brothers 

=1 if respondent is a female and only lived with broth-
ers 0.185 0.388 

Man with only sisters =1 if respondent is a male and only lived with sisters 0.111 0.314 
Man with only brothers =1 if respondent is a male and only lived with brothers 0.115 0.319 
Parents income lower 
than average 

=1 if economic standard was lower than average during 
childhood 0.231 0.422 

Parents lived together = 1 if respondent’s parents lived together at least until 
he/she was 15 0.774 0.418 

Mother’s age = age of the mother when respondent was born 27.248 5.430 
Grew up in big city =1 if respondent grew up in one of the three biggest 

cities in Sweden 0.195 0.396 
Grew up in small town =1 if respondents grew up in small town ≤ 20,000 habi-

tants/countryside 0.404 0.491 
Woman =1 if respondent is female 0.601 0.490 
Age group 25 =1 if respondent is 25 years old 0.461 0.499 
Income = respondent’s personal monthly income level today 19.606 11.335 
University =1 if respondent has university education > 3 years 0.257 0.437 
Often compared during 
childhood* 

=1 if respondent has often been compared with her/his 
siblings during childhood 0.255 0.436 

No. of individuals 2,291   
* The mean is from the sub sample, excluding only-children and those who lived alone. 
 

About 35 percent of the respondents are first-borns, about 19 percent are middle-borns, and 

nearly 35 percent are last-borns according to our definition where we include only siblings 

with whom one grew up. About 2 percent are twins and 6 percent are only-children. Further-

more, the share of respondents who had siblings but did not grow up with any of them is 

about 4 percent. On average, each respondent grew up with 1.71 siblings. Ten percent had 

step-siblings and/or half-siblings they grew up with, while 14 percent had both siblings they 
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grew up with and siblings they did not grow up with.10 Finally, because we are interested in 

whether sibling comparison affects positional concern, it is interesting that nearly 26 percent 

of the respondents who grew up with siblings perceive that their parents quite or very often 

compared them with their siblings. When comparing the descriptive statistics of the respon-

dents with national statistics, we find that in terms of the share of respondents with university 

education, this study corresponds very well with the national level shares (Statistics Sweden 

2007).11 However, the share of women is significantly higher in our study (namely 60 per-

cent), and the net response rate is slightly higher for the older cohort than for the younger. 

Unfortunately, there are no statistics available regarding the shares of first-/middle-/last-borns 

and only-children born in 1967 and 1985; we are therefore not able to test whether our shares 

of the different birth orders are representative or not. However, the shares of first- and last-

borns are about equal in our sample. 

 

3.2 Descriptive statistics of the responses on positional concerns 

When it comes to the questions that capture positional concerns, the respondents were asked 

to state how important they think it is to be more successful at work than their parents, 

friends, and siblings, respectively, and to not have lower income than friends and siblings (see 

Box 1, Section 2). Table 5 shows that most people are not very concerned with relative suc-

cessfulness at work and income, but there are differences among the questions. 

 
Table 2. Breakdown of responses (in percent) to the questions. Full sample. 
 Of no im-

portance 
(1) 

 
 

(2) 

 
 

(3) 

 
 

(4) 

Very im-
portant 

(5) 

Not 
relevant 

To be more successful at work 
than my parents 

62.7 12.2 14.5 6.7 3.9  

To be more successful at work 
than my friends 

49.3 18.8 20.8 8.2 2.9  

To be more successful at work 
than my siblings (with whom I 
grew up) 

59.1 14.2 12.7 4.5 1.7 7.8 

To earn no less than my friends 45.3 21.5 21.3 8.5 3.4  
To earn no less than my siblings 
(with whom I grew up) 

59.5 14.0 12.8 4.0 1.5 8.1 

                                                 
10 We also divided the sample between those who are 25 and those who are 40 years old. We find that according 
to the Chi-square tests, the share of middle-borns is significantly (at 5 % level) lower among the 40-year-olds 
than among the 25-year-olds, while the share of only-children is higher. Compared to the older age group, those 
in the younger age group had significantly more siblings who they lived with. The shares of the respondents do 
not differ between the two age groups in terms of having lived with half- and step-siblings, not having lived with 
any siblings, and having had both siblings one lived with and siblings one did not live with. 
11 Percentile tests show that at the 5 % significance level, the level of higher education among the respondents in 
this study does not differ from the corresponding distribution of all people living in Sweden. About 24 % of 
people aged 25-44 years have at least 3 years of university education (Statistics Sweden, 2007). 
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Solnick and Hemenway (2005) find that people are positional in different respects, and that 

no-one in their sample was altogether positional or non-positional. In our sample, three per-

cent stated “of no importance” for all questions, and only a handful stated “very important” 

for all questions. The distributions of the responses are statistically different among the ques-

tions according to the Chi-square tests. We also find rather low correlations between ques-

tions (Appendix A presents a correlation matrix). However, the correlations are higher con-

cerning the same reference group than concerning the same relative issue, and the strongest 

correlation is found between the two questions relating to siblings. Table 3 shows the mean 

values of the responses to each question, separated into birth-order groups and whether the 

respondent was an only-child or did not live with their siblings. Tables showing the complete 

distributions for these groups are presented in Appendix B.   
 
Table 3. Mean values of responses (1-5), depending on birth order among siblings, and on whether the respon-
dent was an only-child or did not live with his/her siblings.  Full sample. 

 All Oldest Middle Youngest Twin Did not live 
with  sib-

lings 

Only 
child 

To be more successful at 
work than my parents 

1.77 1.81 1.69 1.72 2.15 1.99 1.83 

To be more successful at 
work than my friends 

1.97 2.02 1.93 1.91 1.96 2.02 2.10 

To be more successful at 
work than my siblings 
(whom I grew up with) 

1.65 1.64 1.69 1.63 1.91   

To earn no less than my 
friends 

2.03 2.02 2.08 2.02 1.98 1.94 2.13 

To earn no less than my 
siblings (who I grew up 
with) 

1.63 1.61 1.68 1.63 1.59   

No. of individuals 2, 291 797 426 793 47 86 142 
 

The mean values of all responses show that people are generally more concerned about rela-

tive successfulness in relation to their friends than in relation to their parents. Overall, people 

are significantly more concerned with how well their incomes measure up to the incomes of 

their friends than about how their level of success compares to the success of friends, al-

though the mean values are very similar.12 Those who were not brought up with their siblings 

are more concerned with being more successful than their parents than the other categories 

are, and the differences between this group and youngest-children and middle-borns, respec-

tively, are significant according to the Wilcoxon test. When it comes to being more successful 

than one’s friends, only-children are the most concerned, but only the difference between 

them and youngest-children is statistically significant. There are no significant birth order-

                                                 
12 Both comparisons are tested with one-tailed t-tests. 
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related differences in positional concern in relation to siblings with one exception: Twins are 

more concerned with relative success than others, but since they are so few, the result should 

be interpreted with care. People with siblings are significantly less positional in relation to 

their brothers and sisters than in relation to parents and friends.13 This could either be com-

pletely true or could reflect that it is not really acceptable to be positional in relation to sib-

lings. 

 

3.3 Positional concern in relation to parents and friends, full sample 

So far, we have only looked at descriptive statistics on positional concerns. To be able to see 

whether the differences in positional concern due to birth order prevail when we control for a 

number of family and socio-economic variables, we turn to a regression analysis. In this sec-

tion, we analyze positional concerns in relation to parents and friends. Table 4 presents the 

results of least square regressions of relative success at work and relative income for the full 

sample.14 In the next section and in Table 5, we present results of OLS regressions for a rela-

tive comparison with siblings for the sub-sample of those who grew up together with siblings. 

In all the OLSs, the standard errors are White-heteroskedasticity adjusted. 

 

                                                 
13 According to a one-tailed t-test. 
14 The questions were also investigated with ordered probit. The signs and significance of the coefficient of OLS 
and ordered probit do not differ substantially between these models. In the next section we show the OLS results, 
which allow us to compare the coefficients between the different regressions. 
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Table 4. The results of ordinary least square. The dependent variable is how important it is to be more successful 
at work and to not earn less than the reference group, on a 1-5 scale, where 1 means Of no importance and 5 
means Very important. Full sample.  
 To be more successful at work than my… To earn no less than 

my… 
 Parents Friends Friends 
Variable Coeff. P-value Coeff. P-value Coeff. P-value 
Intercept 1.552 0.000 1.327 0.000 1.358 0.000 
Oldest 0.028 0.654 0.094 0.117 0.005 0.941 
Middle -0.241 0.002 -0.062 0.423 -0.017 0.834 
Twin 0.219 0.334 -0.004 0.981 -0.088 0.639 
Only-child 0.337 0.012 0.381 0.005 0.262 0.048 
Lived alone 0.399 0.009 0.255 0.081 -0.003 0.981 
No. of siblings 0.126 0.000 0.090 0.005 0.082 0.008 
Siblings; grew up/not grew up 
with 

0.077 
 

0.314 
 

0.045 
 

0.524 
 

0.057 
 

0.426 
 

Space; 1-2 years  -0.041 0.498 0.008 0.889 -0.024 0.677 
Space; 5 years or more -0.007 0.918 -0.031 0.633 -0.097 0.150 
Step-/half-sibling -0.089 0.338 -0.195 0.030 -0.271 0.003 
Woman with only sisters 0.074 0.386 0.099 0.232 0.145 0.087 
Woman with only brothers 0.042 0.637 0.102 0.216 0.088 0.305 
Man with only sisters 0.019 0.850 -0.005 0.962 -0.064 0.511 
Man with only brothers 0.033 0.730 0.056 0.580 0.041 0.696 
Parents income lower than 
average 0.282 0.000 0.015 0.797 0.025 0.670 
Parents lived together 0.025 0.723 0.021 0.739 -0.045 0.490 
Mother’s age -0.010 0.058 -0.001 0.919 0.004 0.469 
Grew up in big city -0.015 0.830 0.043 0.503 0.027 0.684 
Grew up in small town -0.150 0.004 -0.126 0.013 -0.144 0.006 
Woman -0.110 0.159 -0.196 0.010 -0.071 0.345 
Age group 25 0.399 0.000 0.586 0.000 0.528 0.000 
Income 0.003 0.282 0.010 0.000 0.013 0.000 
University 0.209 0.000 0.337 0.000 0.206 0.000 
R2 0.059  0.090  0.068  
No. of individuals 2,291 

  
2,278  2,289  

 

We interpret the dependent variables as the degree of positional concern on a 1-5 scale. We 

find that only-children and especially those who had siblings but did not live with them are 

the most concerned about their success at work in relation to that of their parents, which was 

also suggested in Table 3. The latter effect is not due to divorced parents, since this is con-

trolled for in the regression. Thus, it appears that those who grew up without siblings compare 

themselves with their parents more than those who did live with siblings. Middle-borns are 

less positional in relation to their parents than last-borns.15 The effect of being a twin is also 

large, but insignificant, possibly due to the very few observations. Moreover, the higher the 

number of siblings one grew up with, the more one cares about success in relation to both 

                                                 
15 The effects of the birth order variables are valid for a given number of siblings. However, first-borns on aver-
age grew up with 1.57 siblings, while last-borns grew up with 1.59 and the middle-borns grew up with 2.96 
siblings. Thus, even when we account for the fact that middle-borns on average grew up with 1.37 more siblings 
than last-borns, the middle-borns are less positional in relation to parents.  
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parents and friends. That the number of siblings increases positional concern is in line with 

the results by Johansson-Stenman et al. (2002).  

 

When it comes to the importance of being more successful than friends, only-children distin-

guish themselves as by far the most positional. Also those who did not live with their siblings 

perceive it to be important to be more successful than friends, although less so than only-

children. Oldest children are also more positional than youngest children, but the effect is 

insignificant.16 On the other hand, those who grew up with step- or half-siblings are signifi-

cantly less concerned about position relative to their friends, both in terms of successfulness 

and income; however, the effect in terms of income is the largest. Kantarevic and Mechoulan 

(2006) do not find any effects of half-siblings when studying education but contrary to us, 

they do not distinguish whether a respondent has lived together with his/her half sibling(s) or 

not. We, however, find that half- and step-siblings really have an effect on positional concern 

if one grew up with them.  

 

The results regarding the importance of not earning less than friends show once again that 

only-children care more about relative position than others, but the more siblings a person 

grew up with the more he/she cares about his/her income relative to that of friends. Conse-

quently, all regressions show that only-children distinguish themselves as those who care the 

most about relative issues. Thus, not having siblings is more important for positional concern 

than birth order per se. A woman who lived with only sisters is clearly more concerned about 

not earning less than her friends compared to women who lived with only brothers or with 

both brothers and sisters. When dividing the sample into the two age groups, some differences 

become apparent:17 Only-children have substantially stronger positional concerns in the older 

age group than in the younger. Moreover, having grown up with step- and/or half-siblings 

reduces positional concerns in both age groups, but when the reference group is friends the 

reduction is insignificant for the older age group. 

 

If the parents had a lower than average income during a respondent’s childhood, he/she is 

more eager to surpass them, which could be interpreted at least partly as an income effect 
                                                 
16 The p-value is 0.117. However, there is a birth order effect of being the oldest sibling. When dividing the 
sample between the two age groups we find that an oldest sibling is significantly and substantially more con-
cerned about his/her success relative to friends than a last-born is (the value of the coefficient is 0.184 and p-
value is 0.020) among 40-year-old respondents. On the other hand, there is no oldest-child effect among the 25-
year-olds (p-value is 0.967).  
17 The results are not presented, but are available on request.  
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(successfulness and income are likely to be correlated) and not necessarily as a pure relative 

comparison effect. On the other hand, the age of one’s mother decreases positional concern in 

relation to parents. Thus, a larger age gap between a child and her mother decreases the level 

of relative comparison. As pointed out by Kanarevic and Mechoulan (2006), there could be a 

positive correlation between the mother’s age and economic standard, which might bias the 

results. However, this is not the case in our study.18  

 

In addition to the birth order and other family related results, there are some other interesting 

findings. The 25-year-old respondents are more positional than the 40-year-olds regardless of 

what is compared and of the reference group. We actually find that respondent age is the most 

important variable in terms of explaining differences in positional concern. This effect is es-

pecially large in terms of friends, i.e. friends are a much more important reference groups for 

young adults than for those who are older. Previous literature also indicates that age affects 

positional concern: Falk and Knell (2004) find a negative but insignificant effect of age on 

positional concern and according to Johansson-Stenman and Martinsson (2006), age affects 

own status concern negatively. However, we cannot be certain whether it is mainly an age or 

a cohort effect.19  

 

Furthermore, McBride (2001) and Kingdon and Knight (2007) find that relative income is 

more important for people with high income than for low-income earners, while we find that 

people with higher incomes perceive both income and successfulness in relation to friends and 

siblings to be important, but not in relation to parents. Thus, also here the reference group 

matters. People who grew up in small places are generally less positional than others, while 

those with university education have stronger positional concerns than others, two effects that 

are stable across all regressions. Although the sign of the coefficient “Woman” is negative in 

all regressions, women are only significantly less positional than men in terms of being more 

successful than their friends. Johansson-Stenman et al. (2002) and Alpizar et al. (2005) find 

women to be more positional than men. However, Solnick and Hemenway (2005) do not find 

any significant difference between men and women in terms of positional concerns. 

 
                                                 
18 We do not find significant correlation between mother’s age and economic standard during childhood. More-
over, excluding one or both of the variables has no effect on the signs and significance of the other, which im-
plies that we should not have this kind of problem in our study. 
19 To be able to distinguish the age effect from the cohort effect we need to do a follow up study after 15 years. It 
would be interesting to investigate whether people born in 1982 will have stronger positional concern when they 
turn 40 than those born in 1967 currently have. 
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According to the birth-order literature, first-borns are likely to have higher levels of education 

and income (see e.g. Hanushek, 1992; Black et al., 2005; Kantarevic and Mechoulan, 2006, 

and Booth and Kee, 2008). Thus, the variables capturing whether a respondent has a univer-

sity education and/or a higher income might include indirect effects of the birth-order vari-

ables. We test this by re-estimating all the regressions without the income and university vari-

ables, and the coefficient of the variable “oldest” increases slightly. However, the effect on 

positional concerns of being the oldest sibling is still far smaller than the effects of being an 

only-child or a person who had siblings but did not grow up with them.  

 

Summarizing the results, we see that birth order and being an only-child affect positional con-

cerns differently depending on the issue and the reference group, which is in line with the 

results by Solnick and Hemenway (2005) who find that positional concern varies widely 

across issues. The socio-economic variables are on the other hand very stable across the re-

gressions. Our results give a very clear picture that only-children and those who did not live 

with their siblings care more about relative issues than others. However, Table C1 in Appen-

dix C shows that only-children perceive that they are affected by birth order/being an only-

child the least. Our finding that only-children care the most about both relative successfulness 

and relative income indicates that they are affected more by growing up without siblings than 

they believe.  

 

3.4 Positional concern in relation to siblings, sub sample 

We are also interested in positional concern in relation to siblings. Table 3 suggests that peo-

ple with siblings are the least concerned about their position in relation to their sisters and 

brothers and that there are no significant birth-order differences in this regard. Moreover, as 

mentioned before, while envy and rivalry among siblings are common, it might be less com-

mon to admit to. We therefore want to investigate whether people care about successfulness 

and income in relation to the siblings they grew up with, and whether the fact that parents 

often compared their children affects positional concern. Table 5 shows the results of two 

least square models where only respondents who grew up with siblings are included. Also 

here, the dependent variable is the 1-5 scale, where five means very important. 
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Table 5. The results of ordinary least square. The dependent variable is how important (on a 1-5 scale, where 1 
means Of no importance and 5 means Very important) it is to be more successful at work and to not earn less 
than siblings. Subsample: respondents with siblings. 
 To be more successful at work 

than my siblings…. 
Not to earn less than my sib-

lings…. 
Variable Coeff. P-value Coeff. P-value 
Intercept 1.103 0.000 1.108 0.000 
Oldest -0.017 0.762 -0.024 0.662 
Middle -0.054 0.454 -0.001 0.988 
Twin 0.209 0.286 -0.032 0.833 
No. of siblings 0.078 0.004 0.049 0.078 
Siblings; grew up/not grew up with 0.063 0.322 0.094 0.143 
Space; 2 years 0.046 0.378 0.057 0.277 
Space; 5 years or more 0.048 0.417 0.069 0.220 
Step-/half-sibling -0.119 0.146 -0.187 0.016 
Woman with only sisters 0.160 0.039 0.175 0.020 
Woman with only brothers 0.017 0.816 0.003 0.995 
Man with only sisters -0.063 0.480 -0.101 0.251 
Man with only brothers -0.079 0.390 -0.005 0.965 
Often compared 0.346 0.000 0.320 0.000 
Parents income lower than average 0.061 0.271 -0.011 0.836 
Parents lived together 0.100 0.103 0.012 0.847 
Mother’s age -0.001 0.854 -0.001 0.917 
Grew up in big city -0.027 0.659 0.039 0.524 
Grew up in small town -0.125 0.009 -0.066 0.160 
Woman -0.200 0.013 -0.092 0.242 
Age group 25 0.419 0.000 0.435 0.000 
Income 0.008 0.001 0.010 0.000 
University 0.108 0.045 0.031 0.557 
R2 0.081  0.074  
No. of individuals 2,033  2,035  
 

No birth-order variables are significant for the relative comparisons with siblings. (Being a 

twin clearly increases the positional concern in terms of successfulness, but the effect is insig-

nificant). The family-specific variables seem to be more important in determining positional 

concerns in relation to siblings than one’s place in the sibship. For example, the concern both 

for relative successfulness at work and for relative income increases with the number of sib-

lings. Women who lived with only sisters care more about relative successfulness and income 

than respondents with other sibling gender compositions. This finding confirms that positional 

concern is larger when people compare themselves with others who are similar to them, as 

found by McBride (2001).  

 

We also find that living together with half- and/or step-siblings decreases positional concern 

for income in relation to siblings (as well as decreases positional concern in relation to 

friends, as shown in Table 4). One explanation might be that it could be more sensitive for 

parents if step- or half-siblings do not get along than if the same happens between biological 

siblings. It is therefore possible that parents more actively try to decrease the friction between 
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step- or half-siblings, leading to less positional concerns between them. The perception of 

often being compared with one’s siblings increases positional concerns substantially in both 

regressions. The coefficients capturing this effect are very large and highly significant. Con-

sequently, the birth-order variables are not important in explaining the relative comparison 

with siblings. Rather the characteristics of the sibship, such as the number of siblings, their 

gender composition, and especially whether a respondent perceives that he/she has often been 

compared with his/her siblings, are of greater importance. This result partly differs from those 

found for positional concern in relation to parents and friends. Thus, people do not only differ 

in positional concerns in relation to a reference group, these concerns also have different de-

terminants for different reference groups.  

 

In addition to the birth-order and family-related results, we find that people with higher in-

come care more about both income and successfulness in relation to their siblings, compared 

to people with lower income. And as before, the younger respondents perceive both relativity 

issues to be far more important than the older respondents do. 

 

3.5 Birth order and sibling comparison during childhood 

Table 5 shows that parental comparison between siblings clearly increases positional concerns 

among siblings. It is therefore of interest to investigate what makes respondents perceive that 

they were often compared with their siblings by their parents during childhood, and whether 

there are differences in this perception depending on birth order. To analyze this we use a 

binary probit model, where the dependent variable is one if a respondent stated that his/her 

parents quite or very often compared him/her with siblings (The question in Box 2). Those 

who are only-children and those who did not grow up with their siblings are excluded from 

this analysis. Table 6 shows the results.  
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Table 6. The results of binary probit. The dependent variable is one if a respondent perceives that his/her  
parents often compared him/her with the siblings. Subsample: respondents with siblings. 
Variable Marginal effect P-value 
Intercept -0.406 0.000 
Oldest 0.054 0.038 
Middle -0.002 0.954 
Twin 0.016 0.816 
No. of siblings 0.018 0.091 
Siblings; grew up/not grew up 
with 

0.029 0.320 

Space; 2 years 0.033 0.156 
Space; 5 years or more -0.022 0.401 
Step-/half-sibling 0.037 0.315 
Woman with only sisters 0.040 0.241 
Woman with only brothers -0.071 0.019 
Man with only sisters -0.030 0.459 
Man with only brothers 0.069 0.114 
Parents income lower than 
average 

0.070 0.005 

Parents lived together 0.017 0.525 
Mother’s age 0.002 0.418 
Grew up in big city 0.026 0.335 
Grew up in small town -0.019 0.365 
Woman 0.090 0.004 
Age group 25 -0.006 0.767 
Pseudo R2 0.027  
No. of individuals 2,068  
 

We find clear differences among different groups; oldest children are much more inclined to 

perceive that their parents often compared them with their siblings than twins, last-borns, and 

middle-borns are. It is possible that first-borns perceive a comparison with a younger brother 

or sister as tougher than a younger sibling does when being compared with an older sibling. 

This kind of comparison might be especially hard to handle if the younger sibling outperforms 

the older in some way, as argued by Tesser (1980). As we have information on both the exis-

tence of siblings and whether one was brought up with them, we are able to distinguish be-

tween the effects of the siblings a person grew up with from those of the siblings who were 

more distant. The higher the number of siblings a person lived with, the higher the probability 

that the person perceives him/herself as often having been compared with siblings. On the 

other hand, having lived together with step- or half-siblings or having both siblings one grew 

up with and siblings one did not grow up with have no significant effect on the perception of 

often having been compared with siblings. 20  

                                                 
20 Furthermore, remember that the results in Table 5 show that a person’s perception that he/she was often com-
pared with his/her siblings substantially increases positional concern. Thus, the “Often compared” variable in the 
regressions about positional concern in relation to siblings includes indirect effects of the birth-order variables. 
However, if we remove the comparison variable from the regressions on positional concerns, the signs and the 
economic and statistical significance of the birth-order variables do not change, indicating that these indirect 
effects are small in Table 5. 
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Women and those who experienced a below-average economic standard during childhood are 

more likely to perceive that they often used to be compared with their siblings. These effects 

are quite large; 9 and 7 percentage points respectively. Interestingly, there are no significant 

differences between the two age groups of respondents; the feeling of having been compared 

during childhood does not seem to decline with age. Finally, whether a person perceives to 

have been compared with his/her siblings is affected by the sibship sex composition. Women 

who lived with only brothers are less likely to perceive that they were compared with their 

brothers than women who (also) grew up with sisters. Similarly, the sign of the marginal ef-

fect capturing males who lived with only sisters is negative, although the marginal effect is 

insignificant, indicating that people of unique gender in a sibship are less likely to perceive 

that they were often compared with their siblings during childhood. This is also confirmed by 

the fact that the signs of the marginal effects representing women and men who grew up only 

with same-gender siblings are positive, although insignificant. 

 

 

3.6 Comparison between siblings, effects on all reference groups 

It is possible that people who were often compared as children have become more positional 

in general and not only in relation to their siblings. To be able to compare the results between 

all the different analyses, we exclude those who were only-children and those who did not 

live with their siblings. Table 7 shows the coefficients of the OLS regressions for all reference 

groups.21  
 
Table 7. Coefficients of the variable “Often compared.” Subsample: respondents with siblings. P-values in pa-
rentheses. 
 To be more successful than my….. To earn no less than my….. 
 Parents Friends Siblings Friends Siblings 
Often compared with 
siblings 

0.431 
(0.000) 

0.236 
(0.000) 

0.346 
(0.000) 

0.275 
(0.000) 

0.320 
(0.000) 

 

As seen in Table 7, those who perceive that they were compared with their siblings are more 

positional in relation to all reference groups; the coefficients are large and significant. Having 

been compared with siblings interestingly has the largest effect on concern about measuring 

up to one’s parents, i.e. those who compared the siblings in the first place. The second largest 

effect is seen in concern about measuring up to one’s siblings, while the effect for friends is 

                                                 
21 All the other explanatory variables reported in Table 5 are included in the regressions, but not reported in 
Table 7. 
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slightly smaller. Thus, if parents compare their children, it has lasting effects and makes the 

children more positional in general but mainly in relation to their family members.  

 

One could think that those who were often compared with their siblings during childhood not 

only care more about relative issues but are also more successful and have higher income in 

absolute terms. If so, comparing siblings might be positive and push children to better 

achievements. We therefore compare the mean personal income of these respondents with the 

mean personal income level of those who were not compared often and find an interesting 

result: Those who perceive that they were often compared with their siblings have signifi-

cantly lower income (at the 5 % significance level) than those who perceive that they were not 

compared often. Moreover, the shares of respondents with at least three years of university 

education do not significantly differ between those who perceive that they were compared 

often and those who do not.22 

 

 

4. Conclusions 
By using a survey method, the aim of this paper was to investigate whether having siblings 

and birth order affect positional concern and whether this concern varies with issue and refer-

ence group. We study the importance of income and successfulness at work relative to three 

different reference groups, namely parents, friends, and siblings, and conclude that family and 

background variables are indeed important determinants of positional concern. Although peo-

ple are generally not very concerned about relative income or relative successfulness at work, 

there are variations in the degree of positional concern depending on the reference group and 

on the issue at hand: positional concern is the strongest in relation to friends, and the weakest 

in relation to siblings.  

 

This study has four strong main results. First, only-children and those who lived without their 

siblings have the strongest positional concern. Thus, birth order itself has less of an effect 

than whether one shared childhood with siblings. One possible explanation is that only-

children have more pressure to live up to their parents’ expectations than people with siblings 

and that they were always the “best” child in the family and were never outperformed by any 

siblings. However, we also found that only-children are the least likely to perceive themselves 
                                                 
22 The income comparison is tested by using a t-test, while the education comparison is done with a Chi-square 
test. 
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to be affected by birth order/being an only child. However, the results of this study show that 

they really are more affected by growing up without siblings than they think. As mentioned in 

the introduction, Blake (1991) finds that only-children are not significantly less social, more 

egocentric, and/or more goal-oriented than those with siblings but we find that they definitely 

have stronger positional concerns. Second, for those who grew up with siblings, the number 

of siblings increases positional concern regardless of reference group. Third, a person cares 

substantially more about relative position if that person perceives that he/she was compared 

with siblings during childhood. This effect is both large and highly significant in relation to 

all reference groups, indicating that how parents treat their children has long lasting effects on 

the children. Finally, positional concern in relation to siblings depends more on sibship com-

position than on birth order. For example women who only grew up with sisters are more po-

sitional in this context than women who (also) grew up with brothers are.  

 

We also found that it is important in a birth-order study to control for all types of siblings. 

Having lived together with half- or step-siblings decreases positional concern in general. Ha-

nushek (1992) argues that first-borns achieve better at school than later-borns because they 

are more likely to come from small families. However, this study clearly shows that although 

only-children, first-borns, and those who had siblings but were not raised with them all come 

from small families, they generally do not have equal positional concerns and should there-

fore be analyzed separately.  

 

Except for the family and sibling effects, we found that both education and income strongly 

affect positional concerns, which is in line with previous research (see e.g. McBride, 2001, 

and Kingdon and Knight, 2007). Moreover, we found a very strong age effect: the 25-year-

olds are far more positional than the 40-year-olds regardless of reference group and whether 

the issue is relative success or relative income. This indicates that positional concerns are 

strong when people are young adults and then decreases with age. Alternatively, it could be a 

cohort effect that people born at the end of the 1960s are less concerned with relative issues 

than people born in the beginning of the 1980s. Hence, an important task for future research is 

to further investigate the age and cohort effects on positional concern.  

 

In summary, we have found that the childhood years matter for how much a person cares 

about relative income and relative successfulness. The family environment in which a child 

lives and how the parents treat him/her do affect the strength of his/her positional concern as 
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an adult. This might in turn affect educational and work-related choices, as well as how peo-

ple as adults deal with comparisons with others. In this study, we asked the respondents to 

compare themselves with their parents, friends, and siblings, i.e. people close to them. Further 

research is needed to investigate whether the results are similar when other, more distant, ref-

erence groups are used. 
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Appendix A 
Table A1. Correlation matrices for positional concern 

 
 
 
 
 

 
The strongest correlation is between the two comparisons with siblings, followed by the two 

questions about friends. However, although the correlations between the answers to the ques-

tions concerning the same issue (success or income) are lower than the correlation concerning 

the same reference group, the correlation between “success, parents” and “success, friends” is 

higher than that between “success, parents” and “income, friends.” 

 

 

 

 

 

 

 

 Success, parents Success, friends Success, siblings Income, friends 
Success, friends 0.598    
Success, siblings 0.640 0.630   
Income, friends 0.444 0.673 0.517  
Income, siblings 0.521 0.550 0.774 0.641 
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Appendix B 
Table B1. Percentage of responses for the question: To be more successful at work than my parents. 

 Of no impor-
tance 
(1) 

 
 

(2) 

 
 

(3) 

 
 

(4) 

Very impor-
tant 
(5) 

All 62.7 12.2 14.5 6.7 3.9 
Oldest child 62.0 12.4 13.5 7.1 5.0 
Middle child 67.5 10.1 12.5 5.6 4.2 
Youngest child 62.7 13.3 16.0 5.5 2.5 
Twin 60.0 6.4 8.5 10.6 14.9 
Not lived with siblings 52.9 13.0 20.0 10.6 3.5 
Only child 60.8 10.5 16.1 10.5 2.1 
 
Table B2. Percentage of responses for the question: To be more successful at work than my friends. 

 Of no impor-
tance 
(1) 

 
 

(2) 

 
 

(3) 

 
 

(4) 

Very impor-
tant 
(5) 

All 49.3 18.8 20.8 8.2 2.9 
Oldest child 45.9 20.5 21.8 9.1 2.5 
Middle child 53.1 17.9 16.2 8.3 4.5 
Youngest child 50.9 19.0 20.5 7.6 2.0 
Twin 52.2 17.4 19.6 4.4 6.5 
Not lived with siblings 45.9 15.3 31.7 4.7 2.4 
Only child 48.2 13.5 22.4 9.9 5.0 
 
Table B3. Percentage of responses for the question: To be more successful at work than my siblings. 

 Of no impor-
tance 
(1) 

 
 

(2) 

 
 

(3) 

 
 

(4) 

Very impor-
tant 
(5) 

All 64.0 15.6 13.6 5.0 1.8 
Oldest child 63.7 16.5 13.6 4.7 1.5 
Middle child 62.0 15.9 14.9 5.3 1.9 
Youngest child 65.7 14.4 13.0 5.2 1.7 
Twin 57.8 15.6 13.3 4.4 8.9 
 
Table B4. Percentage of responses for the question: To earn no less than my friends. 

 Of no impor-
tance 
(1) 

 
 

(2) 

 
 

(3) 

 
 

(4) 

Very impor-
tant 
(5) 

All 45.3 21.5 21.3 8.5 3.4 
Oldest child 45.4 22.2 21.4 7.1 3.9 
Middle child 44.5 20.9 21.6 8.5 4.5 
Youngest child 45.9 21.6 20.0 9.7 2.8 
Twin 51.1 23.4 10.6 6.4 8.5 
Not lived with siblings 44.8 23.0 25.3 6.9 0.0 
Only child 42.2 16.9 27.5 12.0 1.4 
 
Table B5. Percentage of responses for the question: To earn no less than my siblings. 

 Of no impor-
tance 
(1) 

 
 

(2) 

 
 

(3) 

 
 

(4) 

Very impor-
tant 
(5) 

All 64.6 15.3 13.9 4.5 1.7 
Oldest child 65.0 16.0 12.9 4.6 1.5 
Middle child 64.3 13.0 15.2 4.8 2.7 
Youngest child 64.3 15.4 14.6 4.4 1.3 
Twin 63.0 23.9 8.7 0.0 4.4 
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Appendix C 
Table C1. The results of ordinary least square. The dependent variable is a 1-5 scale about how much a respon-
dent perceives he/she is affected by birth order or having been an only child. The standard errors are White-
heteroskedasticity adjusted. Full sample. 
 Childhood Today 

Variable Coefficient P-value Coefficient P-value 
Intercept 3.312 0.000 3.766 0.000 
Oldest 0.341 0.000 0.410 0.000 
Middle -0.061 0.425 -0.080 0.336 
Twin -0.095 0.619 -0.053 0.773 
Only child -0.412 0.004 0.171 0.208 
Lived alone -0.589 0.000 -0.107 0.497 
No. of siblings 0.045 0.149 0.093 0.002 
Siblings; grew up/not grew up with 0.041 0.554 0.072 0.321 
Space; 2 years -0.008 0.893 0.041 0.494 
Space; 5 years or more 0.081 0.191 0.113 0.081 
Step-/half-sibling(s) -0.019 0.824 0.087 0.346 
Woman with only sisters -0.044 0.578 -0.022 0.800 
Woman with only brothers -0.196 0.013 -0.250 0.003 
Man with only sisters -0.322 0.001 -0.355 0.001 
Man with only brothers -0.219 0.022 -0.257 0.009 
Woman 0.117 0.105 0.218 0.003 
Age group 25 0.142 0.002 0.099 0.043 
Parents income lower than average 0.150 0.008 0.109 0.063 
Parents lived together -0.088 0.153 -0.022 0.732 
Mother’s age 0.027 0.000 0.019 0.000 
Grew up in big city 0.044 0.474 0.060 0.357 
Grew up in small town -0.063 0.220 -0.060 0.252 
R2 0.077  0.074  
No. of individuals 2,283  2,296  

 

The results in Table C1 show that oldest-children perceive that they have been affected by 

birth order during both childhood and adulthood significantly more than last-borns do, while 

the perceptions of middle-borns and twins in this regard do not differ significantly from that 

of last-borns. Only-children perceive themselves to be less affected by not having had siblings 

during childhood than the youngest children perceive to be affected by their birth-order. 

However, we find no differences in terms of how they perceive themselves as adults, as com-

pared to youngest children. The higher the number of siblings a person grew up with, the 

more the person perceives that he/she has been affected by the birth order as an adult. Thus, 

being the oldest sister or brother to a large number of younger siblings strengthens the per-

sonal perception of having been affected by being a first-born. Women perceive that they are 

more affected by birth order than men. Those who have not grown up with their siblings feel 

significantly less affected, which is expected and is an indication that they should be distin-

guished from those who lived with their brothers and sisters. 
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1. Introduction  
A highly debated issue in many countries is whether or not publicly financed museums 

should offer free entrance. Many of the public museums in Britain and Ireland started doing 

this in 2001, while Sweden did in 2004-2005 at 19 state funded museums (Swedish Art 

Council, 2006).1 As a result, several of the Swedish museums included in the reform more 

than doubled their number of visitors (Swedish Art Council, 2006), in line with previous 

experiences of free entrance reforms.2 However, there is still a lack of knowledge regarding 

the effects of free entrance on visitor composition (Falconer and Blair, 2003).  

All public museums in Sweden have policy directives from the Swedish government to reach 

more visitors and especially those who rarely visit museums (Swedish Government, 1996). 

These visitors are men, young people, immigrants, people who live in the suburbs, people 

with low levels of education, and people with low income (Museum of World Culture, 

2004b; Swedish Art Council, 2006). A similar policy document exists for example in the UK 

(Falconer and Blair, 2003).3 The Swedish free entrance reform was only in effect for a couple 

of years. Due to a change in government regime, the reform was abolished in January 1st, 

2007 for adults, while children and adolescents younger than 20 continue to get in free to the 

museum. While each museum was permitted to decide over its fee levels, the policy 

directives to reach certain target groups remained. At the same time, the government grants to 

the 19 public museums decreased by 43 million SEK per year (Swedish Government, 2006).4  

This policy change was controversial and is still highly debated.  

The purpose of the present study consists of three parts: The first objective is to investigate 

whether a public free entrance museum, namely the Museum of World Culture in Sweden, is 

able to follow the government directive to attract target visitors after introducing an entrance 

fee. While entrance to the museum was still free, we conducted a survey to collect 

information about visitor characteristics and used the Contingent Valuation (CV) method to 

                                                 

1 Other countries in Europe that have introduced free entrance at public museums during the last five years are 
among others France, Hungary, Germany, and Denmark (Swedish Art Council, 2006). 
2 The total number of visitors in all 19 museums included in the free entrance reform increased by 84 percent 
during 2005 compared to 2004 (Swedish Art Council, 2008).  
3 The U.K. government has promoted the free access to museums because they believe that free entrance is 
consistent with their “access and social inclusion” objectives, i.e. to have museum visitors from all social groups 
(Falconer and Blair, 2003). 
4 6.98 SEK = 1 USD (2006-12-01).  
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measure visitors’ willingness to pay (WTP) for a visit to the museum.5 Using these results we 

can predict possible changes in visitor composition in general, and in the target groups in 

particular, at several potential fee levels. The second objective is to evaluate what actually 

happened after the introduction of the fee. We therefore conducted another survey to obtain 

information about socio-economic characteristics of those who actually ended up paying the 

entrance fee to the museum. We then evaluate how the introduction of the entrance fee 

influenced the ability of the museum to follow the policy directives imposed by the 

government. The third objective is to test the validity of the CV method in the context of a 

cultural good. We do that by investigating whether and if so to what extent the predicted 

changes in visitor composition based on the results of the CV survey differ from the actual 

changes observed after the introduction of the entrance fee.  

The present study contributes to the existing literature in the following ways: Since an 

entrance fee was introduced in reality, we act on the unique opportunity to conduct surveys 

both before and after the museum began charging an entrance fee. Thus, we use both a 

natural experiment and stated preferences to investigate changes in visitor composition and to 

test the validity of the CV method.6 Moreover, as far as we know, the present study is the first 

to analyze visitor composition at museums and relate them to governmental policy directives. 

As free entrance reforms and various policy objectives exist in several countries (Swedish Art 

Council, 2006; Falconer and Blair, 2003), the results of the present paper are of interest in an 

international context, especially for cultural policy makers in other countries. 

Several previous studies have used the CV method to investigate WTP for maintaining a 

museum (Santagata and Signorello, 2000; Sanz et al., 2003; Thomo, 2004). These studies 

focus on both visitors and non-visitors, while we focus only on visitors. A number of other 

studies have investigated both the benefits and the drawbacks of having a museum entrance 

fee financed by public funds. One argument for free entrance is that in the absence of 

congestion, the marginal cost of an additional visitor is zero for a public good (Willis, 2003). 

On the other hand, O’Hagan (1995) and Bailey and Falconer (1998) claim that marginal cost 

is zero only in the short run. Another argument often presented in support of free entrance is 

                                                 

5 The Contingent Valuation method is a stated preference method where the respondents are asked to state their 
WTP for a specific (most often public) good. For more information about the CV method, see Mitchell and 
Carson (1989). 
6 A number of studies compare the results of revealed preferences studies on for example visits to national parks 
with stated preference surveys, but these are often travel cost surveys (Carson et al., 1996). Furthermore, they 
have not had the unique opportunity to conduct a stated preference survey before an actual price change. 
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that it makes the socio-economic composition of visitors more heterogeneous. However, 

according to O’Hagan (1995) and the Department of Culture, Media and Sport in U.K. 

(1997), a large majority of those who visit museums with no fee are people from the highest 

socio-economic group. This means that people with lower income finance the maintenance 

and services of museums they very seldom visit. Moreover, O’Hagan (1995) also argues that 

it is a myth that museums with free entrance have visitors from all income groups and that the 

entrance fee is not the reason why people from lower income groups attend museums less 

often, while Anderson (1998) finds that museums that charge for entrance lose visitors. On 

the other hand, Bailey and Falconer (1998) discuss that entrance fees can actually increase 

access to museums. Revenues from fees may for example be used to increase opening hours 

or the quality of exhibitions.7 

The findings of the CV survey predict that an introduction of even a low entrance fee (40 

SEK) should result in that four out of the six target groups included in the government 

directive are less likely to visit the museum. The findings from our second survey, carried out 

after the introduction of the entrance fee, confirm a majority of the predicted changes. 

Moreover, the validity test of the CV method shows that the method is successful in capturing 

changes in visitor composition for a quasi-public good such as a museum visit. 

The rest of the paper is structured as follows. The Museum of World Culture is presented in 

Section 2, followed by a description of the surveys in Section 3. Section 4 shows empirical 

results before and after the introduction of the entrance fee and the results of the validity test 

of the CV method. Section 5 concludes the paper. 

 

 

                                                 

7 There are also other studies about museums investigating pricing rules for entry fees (see e.g. Frey, 1994), 
whether it is profitable to have an additional free day at a museum (Steiner, 1997), and how much “value for the 
money” people get from visiting a museum (Ashworth and Johnson, 2006). 
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2. The Museum of World Culture  
The Museum of World Culture, located in Gothenburg, Sweden, is one of 19 state funded 

museums and one of four National Museums of World Culture in Sweden. The opening date 

was January 1st, 2005 and from the start it was set to offer free entrance. According to policy 

directives, the Museum of World Culture should try to reach people who do not visit 

museums frequently, namely men, young people, first and second generation immigrants, 

people living in the suburbs, people with lower levels of education, and people with low 

income (Museum of World Culture, 2004a and 2004b). Five different surveys at the museum 

report a mean visitor age of 41 and that 61 percent of the visitors are women, 87 percent were 

born in Sweden, 41 percent live in the city center of Gothenburg, 60 percent have a university 

degree, 55 percent have a job, and 25 percent are students (Exquiro Market Research, 2006). 

The Museum of World Culture is one of the museums that introduced an entrance fee on 

January 1st, 2007. The fee was decided at 40 SEK (about 7 USD at the time of the survey) for 

visitors older than 19 and gave access to the museum for the whole year. It is worth noting 

that the fee level of 40 SEK is low compared to other activities; for example, a movie ticket 

costs twice as much. In addition, the museum kept admission free on Wednesday evenings 

between 5p.m. and 9p.m.8 Since the museum had no entrance fee when it opened, it is 

particularly appropriate for analyzing the effects of introducing a fee, since visitors are then 

less likely to have preconceived thoughts (caused by previous fee levels) that may affect their 

WTP.  

 

3. The Survey    
We conducted two surveys at the museum in order to evaluate whether the visitor 

composition changed after the introduction of the entrance fee. The first survey was carried 

out during the fall of 2006 while entrance was still free. The second was done during the 

spring of 2007 after the introduction of the fee. The first survey collected information about 

visitor characteristics and WTP for a visit, using the CV method. When the good is familiar 

(as we believe a museum visit is to a person who actually visits the museum), the CV method 

is appropriate to use (Mitchell and Carson, 1989).  

                                                 

8 The museum decided to keep Wednesday evenings free after we had already conducted our study. Therefore, 
our follow-up study was conducted only on days with an entrance fee. 
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The WTP question to the museum visitors read:   

 

 

 

 

In addition to the WTP question and several socio-economic questions, we asked how often 

the respondents consume different kinds of cultural activities and how pleased they were with 

their visit to the museum. The same survey was used in the spring of 2007. We chose the 

spring of 2007 to ensure that the same exhibitions were shown as when the first survey was 

given. The main advantage of using the same exhibitions is that we can control for quality 

differences when we analyze changes in visitor composition. The Museum of World Culture 

had three out of the four start-up exhibitions on display at the time of the study. Since all 

exhibitions except one were the same during 2005-2007, we avoided both “the early bird 

visitors” and rapid changes in the number of visitors caused by openings of new exhibitions. 

If the exhibitions would not have changed during the fall of 2007, this point in time would 

have been a natural choice for a follow-up survey. 

We handed out the survey to all visitors over age 19 who arrived through the main entrance. 

To make it easier for the respondents to have an opinion about the visit, we asked them to 

independently complete the questionnaire at the end of the visit and hand it back on their way 

out. A pilot study was conducted in November 2006, after which we made minor revisions of 

the questionnaire. The first survey was carried out over 5 days in the fall of 2006, while it 

took 11 days to administer the spring 2007 survey.9 A vast majority of the visitors answered 

and returned the survey. Both surveys had impressively high response rates: 86 percent in 

2006 and 88 percent in 2007. In total 589 (fall 2006) and 315 (spring 2007) surveys were 

available for analysis. 

                                                 

9 The first survey was conducted on 2 weekend days and 3 weekdays and the follow-up survey on 7 weekend 
days and 4 weekdays. There are several reasons for the larger number of days for the follow-up study. One is of 
course that the number of visitors had decreased, not only due to the introduction of the entrance fee, but also 
possibly because of the straight out beautiful weather during some of the days we collected the survey at the 
museum.  

Assume that the Museum of World Culture would have charged you for your visit to the 
museum today. Once paid, the ticket would give you free entry to the museum for the next 12 
months. All visitors older than 19 have to pay the same entrance fee. What is your maximum 
willingness to pay for entrance to the museum? 

 At most…………………………………… SEK 
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There are several ways to ask the WTP question. Two of the most common are to ask each 

respondent to state her/his maximum WTP (open-ended format) or to ask each respondent 

whether her/his WTP is at least as high as the bid suggested by a researcher (closed-ended 

format). The question used in our survey was open-ended. An important advantage of open-

ended questions is that they result in much more information than closed-ended questions. 

There are, however, some arguments against using open-ended questions because the 

situation of paying for a public good often is uncommon for a respondent. The open-ended 

format also tends to lead to a large number of no and protest zero responses (Mitchell and 

Carson, 1989) and it is argued not to be incentive-compatible (Carson and Groves, 2007).  

It has been argued that people are willing to pay more when the WTP question is 

hypothetical, i.e. when the respondents do not really have to pay anything for their visit. 

According to Balistreri et al. (2001), Loomis et al. (2001), and Brown et al. (2001), the CV 

method overestimates the actual WTP, leading to a hypothetical bias.10 On the other hand, 

Carson et al. (1996) show that CV estimates are slightly smaller than revealed preference 

estimates when it comes to quasi-public goods such as visits to national parks or recreational 

fishing tours. Moreover, Kriström (1993), Balistreri et al. (2001), and Brown et al. (2001) all 

show that open-ended hypothetical questions produce estimates closer to actual payments 

than closed-ended questions do. An additional way to decrease the existence of the possible 

hypothetical bias is to use a “cheap talk script” (Cummings and Taylor, 1999). In such a 

script, people are reminded that it is easy to be willing to pay for a good when they do not 

really have to pay anything. Respondents are then encouraged to act as if they really would 

have to pay the amount they state as their maximum WTP. In order to reduce a possible 

hypothetic bias, our questionnaire therefore included a cheap talk script before the WTP 

question (the WTP question, the follow-up question, and the cheap talk script are all 

presented in Appendix A).  

 

                                                 

10 The goods to be valued in the studies were an insurance policy (Balisteri et al., 2001), an art print (Loomis et 
al., 2001), and a public environmental good (removal of roads in Grand Canyon National Park). 
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4. Results  
As explained, we have data from two different surveys, one carried out in the fall of 2006 

before the introduction of the fee and one carried out in the spring of 2007 after the 

introduction of the fee. First we present the results from the 2006 survey and then from the 

2007 survey. Finally, we show the results of the validity test of the CV method; i.e. whether 

the composition of the visitors with a WTP of at least 40 SEK (the fee implemented in 2007) 

in the fall sample significantly differs from that of the spring sample. 

 

4.1 Results before the entrance fee was introduced 

Descriptive statistics   

Table 1 shows the distribution of the WTP answers and the corresponding visit rates. The 

respondents were asked to state their maximum WTP for entering the Museum of World 

Culture “today”, i.e. on the day they actually visited the museum. The admission would give 

free entrance to the museum for the following 12 months. Column 1 indicates the WTP (in 

SEK) for entering whereas the visit rate is shown in Column 3.  

Table 1. Willingness to pay (WTP) and visit rates.  
WTP  Number of obs.  Visit Rate (percent) 

0 78 100.0 
10 5 85.87 
15 1 84.96 
20 40 84.78 
25 4 77.53 
30 21 76.81 
35 1 73.01 
40 55 72.83 
45 1 62.87 
50 133 62.69 
55 1 38.60 
60 41 38.42 
63 1 30.99 
65 1 30.81 
70 19 30.63 
75 7 27.19 
80 17 25.92 
85 2 22.84 

100 95 22.48 
120 3 5.27 
130 2 4.73 
150 11 4.37 
200 10 2.38 
250 2 0.57 
400 1 0.21 

*WTP is in SEK. At the time of the survey, 6.98 SEK = 1 USD (2006-12-01).  
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The most common WTP response among visitors was 50 SEK (24 percent of the 

respondents). Seventeen percent had a WTP of 100 SEK whereas 14 percent answered 0 

SEK. Hence, these three WTP levels constitute over 50 percent of all responses. The median 

WTP is 50 SEK, while the mean is 56.6 SEK.11 Although the Museum of World Culture 

decided to introduce an entrance fee of 40 SEK, a majority of the other public museums 

decided to charge between 50 and 80 SEK. Table 2 reports definitions and descriptive 

statistics of the variables we use in the analysis of the relationship between WTP and the 

composition of museum visitors.12  

Table 2. Definitions and descriptive statistics of variables used in the analysis. 
Variable Explanation Mean Std. 

dev 
Man = 1 if respondent is a man 0.447 0.498 
Age* = age of respondent (years) 42.40 16.50 
Young = 1 if respondent is younger than 30 years  0.300 0.458 
Immigrant = 1 if respondent is a 1st or 2nd generation immigrant 0.199 0.400 
Big city: suburb = 1 if respondent lives in a suburb to one of the three biggest 

cities in Sweden 0.319 0.466 
Other city/ countryside = 1 if respondent lives in middle-sized city/small 

city/countryside/abroad 
0.241 

 
0.428 

 
Education level = respondent’s educational level on a 1-4 scale, where 1 is 

elementary school and 4 is university education ≥ 3 years 3.246 0.979 
Family income** = Respondent household’s monthly income after taxes (1,000 

SEK) 25.18 14.24 
Student = 1 if respondent is a student 0.143 0.350 
Pensioner = 1 if respondent is a pensioner 0.132 0.339 
Employed* = 1 if respondent is employed 0.609 0.488 
Cultural consumer* = 1 if respondent consumes theatre/art/opera/dance/classical 

music ≥ 4 times/year 0.317 0.466 
MWC-visitor = 1 if respondent visited the Museum of World Culture (MWC) ≥ 

4 times in the last 12 months 0.081 0.273 
Very aware of debate = 1 if respondent is very well aware of the debate about the free 

entrance reform 0.408 0.492 
Very pleased with visit = 1 if respondent is very pleased with the visit at the museum 0.423 0.494 
Weekend visitor = 1 if respondent visited the museum on a weekend 0.757 0.429 
Spontaneous visit = 1 if the decision to visit the museum was made on the same day 

as the visit 0.521 0.500 
No. of respondents 568   
* Not included in the probit analysis in Table 4. ** At the time of the survey, 6.98 SEK = 1 USD (2006-12-01).  

                                                 

11 There are no clear signs of a strong hypothetical bias since the mean and median WTPs are quite modest. 
This is in line with the mentioned results by Kriström (1993), Balistreri et al. (2001), and Brown et al. (2001), 
who all show that open-ended formats of hypothetical questions produce estimates closer to actual payments 
than closed-ended questions do. 
12 To be able to investigate how the composition of the museum visitors differs at different entrance fees, we 
need to know each visitor’s WTP for a visit. The respondents who did not answer the WTP question (29 
individuals) are therefore excluded from the fall 2006 sample. 
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Table 2 shows that about 55 percent of the respondents were women. The mean age of all 

respondents was 42 years,13 and 30 percent were younger than 30. Twenty percent were first 

or second generation immigrants. Thirty-two percent lived in suburb areas close to one of the 

three biggest cities, 24 percent in middle sized cities, small cities, at the countryside, or 

abroad, while the remaining 44 percent lived in big city centers. About 14 percent were 

students, and 13 percent pensioners. Moreover, 32 percent were frequent consumers of 

culture, while only 8 percent were regular visitors at the Museum of World Culture. 

Interestingly, over 40 percent were very well aware of the debate about the free entrance 

reform. We also measured how pleased the respondents were about their visit to the museum. 

On a 1-5 scale where five means very pleased, 42 percent chose the highest alternative. 

Finally, 76 percent of the respondents visited the museum either on a Saturday or a Sunday, 

indicating that the museum has more visitors on the weekends than on weekdays.  

By comparing the descriptive statistics of the respondents with the national statistics, we find 

that the share of the respondents who are women, and share with university education are 

significantly higher in this study than in Sweden as a whole (Statistics Sweden, 2007).14 

However, the share of respondents who are women, share with university education, share 

who are employed, and share who live in a big city center, as well as the mean age of the 

respondents, are very close to the levels found in five previous surveys conducted by Exquiro 

Market Research (2006) on visitors at the Museum of World Culture. All comparisons are 

tested with the bootstrapping method.15 These statistics confirm the argument by O´Hagan 

(1995) and by the Department of Culture, Media and Sport in U.K. (1997) that a majority of 

museum visitors are from higher socio-economic groups. 

 

                                                 

13 Respondents 19 years and younger had free access to the museum both before and after the museum 
introduced the entrance fee. We therefore exclude this age group from the study. This of course increases the 
mean age of the visitors participating in our study.  
14 About 24 % of people aged 20-74 years have at least 3 years of university education (Statistics Sweden, 
2007). 
15 The mean age of visitors at the Museum of World Culture is 41, 61 % are women, 60 % have a university 
degree, 55 % are employed, and 41 % lives in the inner city of Gothenburg (Exquiro Market Research, 2006). 
One thousand samples were bootstrapped by randomly drawing observations with replacement as many times as 
there are observations in the original sample. The differences between the means are calculated 1000 times for 
each variable. By using the percentile method and the 95 % confidence interval, it can be shown whether the 
means significantly differ from each other at the 5 % significance level. The advantage of the percentile method 
is that it makes no assumptions of the underlying distribution (Efron and Tibshirani, 1998). 
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Museum visitors at different levels of potential entrance fees  

By looking at respondents’ WTP for a visit, we will now investigate how visitor 

characteristics vary with different levels of a potential entrance fee. This is not only 

interesting because the museum was given the option to decide what fee to charge, but also 

because the mission to catch target groups remained despite the termination of the reform. 

Table 3 presents visitor characteristics at different possible entrance fees.   

Table 3. Visitor characteristics at different entrance fee levels, based on respondents’ WTP.   

NOTE: All categories of the Education variable are shown: Elementary school, High school, University < 3 
years and University ≥ 3 years (compare with Table 2).  

 

The second column (0) shows the case of no entrance fee, i.e. the full sample, and the third 

column (40) shows the respondents with a WTP of 40 SEK or more. By comparing these two 

columns, we can see how the composition of the visitors is predicted to change with an 

entrance fee increase from 0 SEK to 40 SEK. The remaining columns give the corresponding 

information at entrance fee levels of 60 SEK, 80 SEK, and 100 SEK, respectively. In order to 

investigate whether each of the discrete target group variables is equally distributed across 

groups we construct Chi-square tests, while we do t-tests for the continuous variables (age 

and income).   

 Entrance Fee/WTP in SEK 
Variable 0 

free entrance 
40 60 80 100 

Man  0.447 0.419 0.375 0.425 0.449 
Age  42.37 41.63 39.43 40.21 40.20 
Young people 0.299 0.306 0.356 0.322 0.339 
Immigrant  0.197 0.179 0.171 0.171 0.157 
      
Big city: suburb 0.316 0.294 0.269 0.288 0.291 
Big city: center 0.443 0.456 0.481 0.432 0.433 
Other city/countryside 0.241 0.250 0.250 0.281 0.276 
      
Elementary school 0.051 0.047 0.023 0.034 0.039 
High school 0.226 0.225 0.250 0.260 0.268 
University < 3 years 0.144 0.159 0.167 0.110 0.102 
University ≥ 3 years 0.579 0.569 0.560 0.596 0.591 
      
Family monthly income (in 
1,000 SEK) 

25.27 25.86 26.30 28.70 28.37 

Student 0.141 0.145 0.144 0.103 0.094 
Pensioner 0.132 0.115 0.079 0.068 0.071 
Employed 0.608 0.627 0.676 0.726 0.748 
      
Cultural consumer 0.312 0.333 0.347 0.329 0.331 
Spontaneous visit 0.520 0.522 0.500 0.582 0.583 
      
No.  of respondents 589 408 216 146 127 
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Comparing with the full sample (free entrance), we observe some general trends as the fee 

increases. Setting the fee at 40 SEK rather than at 0 SEK should result in a significant 

decrease in the share of visitors who are men, share who are immigrants, and share who are 

pensioners. Increasing the fee to 60 SEK is predicted to reduce the share of visitors who are 

men and/or share who are pensioners, while the share of visitors who are young should 

increase. Finally, a fee of 80 or 100 SEK should reduce the share of visitors who are students 

and share who are pensioners significantly, but increase the share who are employed. Overall 

we thus find that the shares of the visitors who belong to the target groups can be expected to 

decrease, although the changes should be small in magnitude, when the entrance fee 

increases. On the other hand, “cultural consumers,” i.e. those who regularly consume cultural 

activities other than museums, are not sensitive to the level of the entrance fee: There are no 

significant changes in their shares at any suggested fee level. 

To be able to see whether the changes in visitor composition due to different fee levels (based 

on WTP) prevail when we control for a number of other variables we now turn to a 

regression analysis. We estimate five probit regressions and the results are shown in Table 

4.16 The dependent variable is equal to one if a respondent would visits the museum at the 

given entrance fee level. The levels are 40, 60, 80, and 100 SEK respectively. In addition, it 

is of particular interest to investigate the group of visitors who are not willing to visit the 

museum at any entrance fee level. Therefore, the dependent variable in the first regression in 

Table 4 is equal to one if the visitor has a zero WTP. 

                                                 

16 The probit model allows us to investigate what affects the composition of the museum visitors at different 
WTP levels, including those with a zero WTP.  
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The results in Table 4 show that men, pensioners, and those living in the suburbs are 

significantly more likely to have a zero WTP for a visit. Hence, the museum might lose 

people from these visitor groups when it starts charging for entrance, regardless of the fee 

level. Since a majority of the visitors participating in this study live either in the city center of 

Gothenburg or in one of its suburbs, it is clear that the WTP differs depending on where in 

Gothenburg they live.17 Respondents who are very aware of the debate about the free 

entrance reform seem more likely to have a zero WTP for a visit.18  

If we then look at the probit models for the various entrance fees, we find two main effects: 

the parameter estimate of income is positive and significant in all cases, and the coefficient of 

“Very aware of the debate” is also significant in all cases, but negative. Thus, those with a 

higher income are more likely to visit the museum at all fee levels, while those who are well 

aware of the debate about whether the free entrance reform should continue are less likely.  

Comparing our results with the policy directives given to the Museum of World Culture, we 

find that men, immigrants, people who live in the suburbs, and those with lower income (four 

out of the six target groups) are less likely to visit the museum even at a very low fee level 

(40 SEK). The largest effect is whether a respondent lives in a suburb, which decreases the 

probability of visiting the museum by about 11 percentage points. On the other hand, we do 

not find any significant effect of age or education at that fee level. Thus, the museum is less 

likely to lose visitors from the remaining two target groups: people who are young and people 

with lower levels of education.  

For the next fee level (60 SEK), the probability of visiting decreases if the respondent is a 

man or lives in a suburb, while the opposite is found for young people and weekend visitors. 

The fee level of 80 SEK seems to be too high for students and pensioners, while young 

people and those who were very pleased with their visit19 would still be likely to visit even 

                                                 

17 About 40 out of the 44 percent of visitors who are included in the variable Big city: Center live in 
Gothenburg. Similarly, 30 of the 32 percent of visitors who are included in the variable Big city: Suburb live in 
Gothenburg. 
18 The p-value is 0.131. However, this does not have to mean that they do not value the museum at all. One 
explanation might instead be that the zero WTP expresses their opinion against the government’s plan to stop 
the free entrance reform. We therefore also asked those with a zero WTP the reason for stating zero. About 11 
percent answered that they think it is wrong to charge for access to the Museum of World Culture, while only 
about two percent said that the reason was either that the exhibitions at the museum were of bad quality or that 
they had already seen the exhibitions before. 

19 We also investigate what makes a visitor very pleased with her/his visit using a probit model (not reported 
here), where the dependent variable is one if the visitor was very satisfied. We find that those who visited the 
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with a 100 SEK fee. Interestingly, people who are regular visitors of the Museum of World 

Culture, and have therefore seen the exhibitions several times, do not have significantly 

different WTPs than others.  

 

4.2 What actually happened after the introduction of the entrance fee?  

Table 5, Column 2 shows the results from the survey conducted during the spring of 2007 

after the implementation of the entrance fee of 40 SEK at the museum. For comparison, 

Column 3 shows the results of the fall survey conducted before the fee was introduced.  

Table 5. Mean values of the respondents visiting the museum after the introduction of the entrance fee of 40 
SEK, mean values of all respondents visiting the museum during the free entrance reform, and mean values of 
respondents who stated a WTP of at least 40 SEK during the free entrance. 
Variable Spring 2007 Fall 2006 Fall 2006 
 After introduction of 

entrance fee 
Before introduction 

of entrance fee 
Sub sample of those who have 

maximum WTP ≥ 40 SEK in CV 
Men  0.371 0.440 0.419 
Age  40.22 42.37 41.63 
Young people (< 30 years) 0.327 0.299 0.306 
Immigrant  0.260 0.197 0.179 
    
Big city: suburb 0.206 0.316 0.294 
Big city: center 0.448 0.443 0.456 
Other city/countryside 0.346 0.241 0.250 
    
Elementary school 0.032 0.051 0.047 
High school 0.165 0.226 0.225 
University < 3 years 0.187 0.144 0.159 
University ≥ 3 years 0.616 0.579 0.569 
    
Family monthly income 
(1,000 SEK) 

27.55 25.27 25.86 

Student 0.178 0.141 0.145 
Pensioner 0.089 0.132 0.115 
Employed 0.663 0.608 0.627 
    
Cultural consumer 0.330 0.312 0.333 
Spontaneous visit 0.454 0.520 0.522 
No. of respondents 315 589 408 
 

It can be concluded that the visitor composition changed after the museum started to charge 

an entrance fee. More specifically, we find a significant reduction in the share of visitors who 

are men, share who live in the suburbs, share with low education, share who are pensioners, 

                                                                                                                                                     

museum alone, those who came to learn about world culture or for a cultural experience were more likely to be 
very satisfied. On the other hand, men, people who visited the museum to see the building or had other less 
cultural reasons to visit the museum, and those who decided to visit the museum on the same day as the visit 
were less likely to be very satisfied. The last result is interesting because the spontaneous visits have been used 
as an argument for free entrance.  
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and share who decided to visit the museum on the day of the visit. The results also show a 

significant increase in the share of visitors who are immigrants and/or employed, while the 

average age decreased.20 Hence, we observe clear changes in the museum’s target groups 

after the introduction of the entrance fee, while the share of the “cultural consumers” is the 

same. We can thus conclude that the Museum of World Culture has problems following the 

policy directives to reach some of the target groups after the introduction of an entrance fee, 

while those who are habitual consumers of different cultural activities seem to visit the 

museum regardless of the fee. It is, however, worth noting that the museum did not lose 

visitors from all target groups, e.g. immigrants. In addition to the loss in target groups, the 

total entrance fee revenues during 2007 were about 30 percent below the government 

requirement that the museum was given after the entrance fee reform was abolished. 

Moreover, revenues from the museum shop decreased with the introduction of the entrance 

fee (National Museums of World Culture, 2008).  

 

4.3 Validity of the CV results  

In order to test the validity of the CV method, we compare the results from the spring sample, 

i.e. those who visited the museum after the introduction of the entrance fee (40 SEK), with 

the sub sample of fall visitors with a maximum WTP of at least 40 SEK. Hence, by 

comparing the mean values in Columns 2 and 4 in Table 5, we can test whether the CV 

correctly predicts the changes in visitor composition that are due to the change from no 

entrance fee to an entrance fee of 40 SEK.21 All the comparisons between the discrete 

variables are done using the Chi-Square tests, while we use t-tests for the continuous 

variables (age and income).   

 

We find that the shares consisting of men, young people, students, pensioners, employed 

people, and cultural consumers do not significantly differ between the sub sample from the 

fall and the spring sample after the introduction of the entrance fee. Similarly, the CV 

                                                 

20 For the discrete variables, we construct Chi-square tests for equal distribution across groups while we do t-test 
for the continuous variables (age and income).   
21 Several previous studies have compared stated preferences with actual payments in an experimental design 
(e.g. Carson et al., 1996; Balistreri et al., 2001; Loomis et al., 2001; Brown et al., 2001). However, as far as we 
know, the present study is the first to use a natural experiment (i.e. an exogenous change) to validate the CV 
method. 
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predictions of mean age22 and mean income do not significantly differ between the samples. 

However, contrary to the prediction of the CV method, the share of visitors who were 

immigrants was significantly larger after the introduction of the entrance fee. Investigating 

the first and second generation immigrants separately, we find that only the share of the 

visitors who were first generation immigrants increased, while the share of the visitors who 

were second generation immigrants decreased, which is in line with the prediction. The Chi-

Square test for all three areas of residence simultaneously is significant, indicating that the 

areas of residence significantly differ between the two samples. That the share of visitors who 

live in the suburbs decreased even more than predicted is problematic for the museum, which 

has policy objectives to reach this group. On the other hand, it is positive for the museum that 

people living in small/middle sized towns or in the countryside visit the museum more than 

the CV method predicted. The results related to education show that there are no significant 

differences in the distribution of the education levels in total before and after the entrance fee 

was introduced. Separate tests for the different levels of education show, however, that the 

CV method underestimated the decrease in the share of visitors with only high school 

education. Finally, spontaneous visits decreased more than predicted as well. 23    

Summarizing the comparison between predicted and actual shares, we find that the CV 

method successfully predicted changes in visitor composition for nearly all the target groups. 

However, the method overestimated the decline in one of the museum’s main target groups 

(immigrants), while it underestimated the decline in another important target group (those 

who live in the suburbs). 

 

                                                 

22 The p-value for mean age is 0.116. 
23 According to the museum’s visitor data, the museum lost 22 % of its visitors after the entrance fee was 
introduced, while we predicted a decrease by 28 %. However, these figures should be interpreted with care. The 
data from the museum counts all individuals who passed through the entrance door: those younger than 20, 
museum workers, people visiting only the restaurant, and people participating in a conference arranged in the 
museum’s meeting hall. Thus, we are not able to compare the number of actual visitors before and after the 
entrance fee was introduced.  
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5. Conclusions  
The issue of free entrance to museums is currently being debated in many countries. 

However, whether the composition of visitors changes as a result of free entrance is still an 

open question. In the present study we investigated changes in visitor composition associated 

with an introduction of an entrance fee to a state funded museum in Sweden. The motivation 

for the study was a recent policy change that brought an end to a reform of free entrance at 19 

Swedish state funded museums. The museums were allowed to design their own entrance 

fees, while they at the same time had government directives to particularly catch visitors who 

rarely attend museums, i.e. men, young people, immigrants, people who live in the suburbs, 

people with low levels of education, and people with low income. We conducted two surveys 

in order to collect information about the visitors’ socio-economic backgrounds, one before 

and one after the introduction of the entrance fee. While the entrance was still free, we asked 

visitors about their willingness to pay (WTP) for a visit, using the Contingent Valuation (CV) 

method. We then compared the results of the CV survey with the actual change in visitor 

composition caused by the fee. We thus had an opportunity to do a unique test of the validity 

of the CV, which, as far as we know, has never been done in a similar way before.  

The results of the CV, based on a representative sample of museum visitors, indicate that 

men, immigrants, those who live in suburb areas, and visitors with low income should 

become less likely to visit the museum after an implementation of a 40 SEK. Hence, we did 

find a clear effect already at this low fee level. On the other hand, we also found that young 

visitors are not sensitive to the fee level and that education has no significant effect on a 

person’s WTP for a visit. Our results are strengthened by our very high response rates (almost 

90 %). The validity test of the CV method shows that a majority of the changes in visitor 

composition were correctly predicted. Since the museum had the same exhibitions before and 

after the introduction of the fee (thus no exhibitions were new), our findings are robust to 

quality differences. Hence, the CV method is rather successful in measuring what will 

actually happen after a change in entrance fee and can therefore be an interesting method to 

use for many museums. Our type of quasi-public good, a museum visit, seems very 

appropriate for the CV method in terms of the degree to which correct predictions are made. 

Applications to other cultural goods such as visits to theatres or dance performances should 

therefore be of interest for future research. We are nevertheless careful in generalizing to 

what extent CV is successful in predicting changes in visitor composition for non-cultural 

goods. 
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The empirical results of the present study are important considering the government 

directives given to the museum that we study. The conclusion that targeted individuals are 

less likely to visit the museum already at a low entrance fee level emphasizes that these 

groups are price sensitive. Consequently, charging for entrance does affect who visits the 

museum. Moreover, the fact that an entrance fee is charged at all seems more central for the 

composition of visitors than the actual level of the fee. We conclude that although the 

composition of museum visitors were not evenly distributed across different socio-economics 

groups during the years of free entrance, the distribution became even more skewed after the 

introduction of the fee. Thus, abolishing the free entrance reform makes it even harder to 

follow the policy directive regarding target groups. This partly contradicts the findings by 

O’Hagan (1995), who claims that the entrance fee is not the reason why people from lower 

income groups attend museums less often. As free entrance reforms and various policy 

objectives exist in several countries, the conclusions of the present paper are of interest in an 

international context, especially for cultural policy makers in other countries. In line with our 

methodological contribution, we suggest that future research touch upon further evidence of 

stated preferences that are linked to an exogenous change. 
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Appendix A  

The willingness to pay question used in the questionnaire 

 

 

 

 

 

 

Question 16. Assume that the Museum of World Culture would have charged you for your 
visit to the museum today. Once paid, the ticket would give you free entry to the museum for 
the next 12 months. All visitors older than 19 have to pay the same entrance fee. What is your 
maximum willingness to pay for entrance to the museum? 

 

 At most…………………………………… SEK 

 

If you answered 0 SEK, please explain why you are not willing to pay for admission to 
the museum? (Several alternatives are possible) 

 

□ The exhibitions are not good enough  

 □ I can not afford to pay  

 □ I have seen the exhibitions before 

 □ I believe it is wrong to charge for access to the Museum of World Culture 

 □ Other: ……………………………………….  

 

Experience from previous studies shows that people claim to be willing to pay more when 
answering a hypothetical question in a questionnaire than what they actually would pay in 
real life. One possible reason for this might be that it is easy to be generous when the 
payment is not charged in reality. Another reason might be that people do not realize effect 
the payment would have on their household budgets. 
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Do EPA administrators recommend environmental 

policies that citizens want? 
 

 
Fredrik Carlsson a, Mitesh Kataria b, Elina Lampic 

 

 

Abstract 

We investigate whether Swedish Environmental Protection Agency (EPA) administrator 
preferences regarding improvements in environmental quality differ from citizen preferences. 
The scope and significance of the possible difference are assessed by conducting identical 
choice experiments (CE) on a random sample of Swedish citizens and a random sample of 
administrators working at the Swedish EPA. The experiment concerns two environmental 
quality objectives: a Balanced Marine Environment and Clean Air. The EPA administrators 
were asked to choose the alternatives they would recommend as a policy, while the citizens 
were asked to act as private persons. We find that the rankings of attributes differ between the 
two groups, and that there are significant differences in the willingness to pay (WTP) for 
particular attributes. EPA administrators have a higher WTP for five out of the seven 
attributes, and in some cases the difference is not only significant but also substantial. We also 
asked the administrators to motivate their CE choices, and the main motive was ecological 
sustainability.  
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1. Introduction 
Many people have an attitude of distrust towards politicians and administrators (bureaucrats) 

responsible for public policy. Part of this distrust could be related to uncertainty about 

whether administrators serve their own self-interest or act in the interest of the public.1 

Another explanation for this distrust is that politicians and administrators are considered to be 

distanced from people in general, creating policies and making decisions that are not in line 

with the desires of citizens. However, it can be argued that certain policies in fact should be 

paternalistic and to some extent ignore the preference of the general public (O’Donoghue and 

Rabin, 2003; Johansson-Stenman, 2008). For example, the fact that people working with 

environmental management have more information about environmental problems than the 

public may justify paternalistic behavior to some degree. According to studies in psychology, 

decision makers in the public sector have preferences that are similar to those of the general 

public when it comes to policies for the reduction of greenhouse gases, while decision makers 

in the private sector have preferences that are different (Nilsson et al., 2004; Nilsson and Biel, 

2008). Moreover, the decisions of those who work in the public sector are based on their 

private norms regarding environmental values (Nilsson et al., 2004).2 von Borgstede et al. 

(2007) show that also individual professional roles in an organization, regardless of whether 

the organization is private or public, matter for the acceptance of climate policy measures. 

Environmental managers, planners, and economists all have different patterns of acceptance; 

environmental managers are significantly more willing to accept high-cost measures than both 

planners and economists.  

 

However, very little attention is given in economics to how the policy recommendations of 

those who work with policy and management of the environment relate to citizen 

preferences.3 There is also a lack of knowledge regarding similarities and differences between 

                                                 
1 This viewpoint is a central element in public choice theory (Mueller, 2003); for example Niskanen (1971) 
where the bureaucrat is described as a budget-maximizer, and Brennan and Buchanan (1980) where politicians 
and bureaucrats collaborate and try to maximize the size of the public sector. 
2 Ordinary citizens might also act as a policy maker when answering a stated preference survey. According to 
Nyborg (2000), people have multiple preference orderings. A respondent might take the social point of view, i.e. 
applying social rather than her/his personal preferences, when answering a stated preference study. This might 
especially be the case if the good to be valued is ethically complex, such as endangered species. On the other 
hand, people in general are also reluctant to tax increases (Gemmell et al., 2004; Hammar et al., 2006), which 
might affect their willingness to pay for a public good like environmental quality.  
3 In political science, there has been an increased interest in the behavior of administrators ever since Lipsky 
(1980). In economics, citizen juries and participatory tools have been used as environmental valuation methods 
or complements to stated preference methods (Davis and Whittington, 1998; Kenyon et al., 2001). However, 
these are methods where citizens discuss and make decisions in groups, and not a comparison between decision 
makers and citizens. 
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citizens and administrators in terms of willingness to pay (WTP) for environmental 

improvements. The only studies in economics that we are aware of that touches upon a similar 

issue are Alberini et al. (2006) and Colombo et al. (2007). 4 Alberini et al. (2006) looked at how 

well the preferences of public officials and other stakeholders match those of the public. The 

preferences of the public were estimated using choice experiment (CE) and rating tasks while the 

preferences of public officials and other stakeholders were obtained using rating and ranking 

tasks. Similarities as well as sharp dissimilarities in preferences between the groups were found. 

Colombo et al. (2007) looked at possible differences between citizen and expert preferences. 

They used a CE to obtain citizen preferences, and the Analytic Hierarchy Process method5 to 

obtain expert preferences, and found similar attribute rankings in the two groups. 

 

In Sweden, just as in many other countries, the Environmental Protection Agency (EPA) is 

one of the main responsible authorities in managing environmental resources, and hence plays 

a crucial role in determining environmental policy.6 The main objective of this paper is to 

investigate whether administrators at the Swedish EPA recommend environmental policies 

that the citizens prefer. This is done by conducting two identical CEs one on a random sample 

of Swedish citizens and one on a random sample of EPA administrators. The CE concerns 

two of the environmental objectives in Sweden: a Balanced Marine Environment and Clean 

Air (these are explained in the next section). One advantage of our approach is that by using 

the same method (CE) and a very similar survey for both groups, we can make a clean test of 

whether the preferences differ. Moreover, since we are interested in preferences for several 

various aspects of these two environmental objectives the CE method is most appropriate 

considering the objectives .7 

 

The citizens were asked to choose their preferred environmental policy, and the EPA 

administrators were asked to choose which policy they would recommend. The choices made 

can be used to estimate the WTP for various measures to improve environmental quality. By 

comparing the WTPs for the two groups, we can assess whether or not the choices of the 

                                                 
4 The goods valued in the studies were a reuse of  “Arsenale”, an underutilized site (previously used by the 
Italian Navy) located in the city of Venice in Italy (Alberini et al.,  2006), and “Public Rights of Way” that 
provide rights of passage over property to those other than owners (Colombo et al., 2007). 
5 A method designed for using expert judgments to represent citizen preferences. Experts are asked to compare 
attributes on a scale; see Colombo et al. (2007) and Saaty (1980).  
6 As in other countries, the people working at the EPA are public servants and not politically appointed.  
7 In a CE respondents make repeated choices between alternatives. The alternatives are described by a number of 
attributes, and the levels of the attributes are varied among the choice sets. For overviews on the CE method, see 
for example Alpizar et al. (2003) and Louviere et al. (2000). 
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administrators are in line with the preferences of the citizens. We also investigate on what 

grounds administrators make their policy recommendations and whether they feel that some 

people should have more to say when deciding on environmental policy. We also asked them 

to rate their perceived trustworthiness of the results of stated preference studies. As Lipsky 

(1980) argues, “Policy implementation in the end comes down to the people who actually 

implement it.” Thus, the opinions of administrators about different environmental issues 

might affect environmental policy decisions.  

 

2. The choice experiment 
In Sweden, there are 16 so-called environmental quality objectives, adopted by the Swedish 

Parliament in 1999 and 2005. The main purpose of these objectives is to provide a framework 

for obtaining a sustainable environment. Another purpose is to define the quality of the 

environment, natural resources, and cultural resources in Sweden, and to be able to measure 

the change in environmental quality over time. The objectives are designed to, among other 

things, promote human health, safeguard biodiversity and the natural environment, and 

preserve the cultural heritage. The objectives should be reached within one generation, i.e. by 

the year 2020 (SEPA, 2006). The Environmental Objectives Council has the overall 

responsibility for coordinating the goals of and monitoring the actions taken by different 

governmental bodies in different sectors. Every year the council publishes a progress report. 

 

In this paper we look at two of the environmental quality objectives: a Balanced Marine 

Environment and Clean Air. The Swedish EPA is the public agency that has the main 

responsibility for these two objectives. The overall goal of the Balanced Marine Environment 

objective reads: “The North Sea and the Baltic Sea must have a sustainable productive 

capacity, and biological diversity must be preserved. Coasts and archipelagos must be 

characterized by a high degree of biological diversity and a wealth of recreational, natural, 

and cultural assets. Industry, recreation, and other utilization of the seas, coasts, and 

archipelagos must be compatible with the promotion of sustainable development. Particularly 

valuable areas must be protected against encroachment and other disturbance” (SEPA, 2006). 

The overall goal of the Clean Air objective reads: “The air must be clean enough not to 

represent a risk to human health or to animals, plants, or cultural assets” (SEPA, 2006). 
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The survey was developed in collaboration with selected EPA administrators, who were of 

course not included in the sample.8 Focus groups and a small pilot study were conducted 

before implementing the final survey. The questionnaire sent to the general public consisted 

of three parts. The first part asked questions about the respondent’s engagement in 

environmental issues. The second part contained the CE about one of the environmental 

quality objectives. Each respondent answered a CE on either a Balanced Marine Environment 

or Clean Air. The random sample of 2,000 individuals was split into two groups of equal size. 

The third part of the questionnaire consisted of questions regarding the respondent’s socio-

economic status.  

  

The CE included six choice sets, each with three different alternatives. The first alternative 

was always an opt-out alternative describing the current environmental quality. Each 

alternative had four or five different attributes depending on the environmental objective 

under consideration. All 16 environmental objectives adopted by the Swedish Parliament are 

described with different interim targets that are intended to make them more tangible and to 

be of help in the progress towards reaching the objectives. We decided to use these interim 

targets when defining the attributes, and when possible the opt-out levels in the CE in order to 

concretize the objectives and make them easier to understand. In the case of a Balanced 

Marine Environment, we used four different attributes: (1) amount of threatened animals and 

plants, (2) discharge of oil and chemicals, (3) catch and growth of fish stock, and (4) cultural 

assets. In the case of Clean Air, three attributes were used (each affected by emissions of 

sulfur dioxide and nitrogen oxides): (1) animals and plants, (2) human health, and (3) 

materials in cultural assets. The cost attribute was expressed as a tax to be collected over the 

next five years.  

 

The survey sent to the EPA administrators was almost identical to the one sent to the citizens, 

with the exception that the administrators were asked to make choices for both a Balanced 

Marine Environment and Clean Air.9 In addition, the administrator survey contained a fourth 

part, which included questions about attitudes towards stated preference surveys, cost-benefit 

analysis, and environmental decision-making. Table 1 presents the attributes and levels of the 

CE in the survey. 
                                                 
8 The random sample of the EPA administrators did not include the department where environmental economists 
work.  
9 Since we could only send out surveys to 100 administrators we preferred to obtain more information at the 
expense of a possible fatigue or order effect. 
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Table 1. Attributes and levels in the choice experiment.  
Attribute Description Levels 

Balanced Marine Environment Opt out Improvement 

Animals and plants 
 
Discharge of oil and chemicals 
 
 
Catch and growth of fish stock 
 
Cultural assets 
 

Number of endangered species 
 
Increase in surveillance of oil and chemical 
discharges 
 
Increase in fish (cod) stock 
 
Number of small-scale fishermen at risk of 
losing their jobs 

35 
 

0 % 
 
 

0 
 

800 

5, 15, 30 
 

10, 40 % 
 
 

10, 40, 70 % 
 

 200, 600 
 

Clean Air   

Animals and plants 
 
 
Human health and recreation 
 
 
Cultural assets 

Number of acidified lakes (due to bad air 
quality)  
 
Number of premature deaths per year (due to 
bad air quality) 
 
Reduction, in percent, in number of damaged 
cultural buildings (due to bad air quality) 
 

17000 
 
 

5000 
 
 

0 % 

3000, 8000, 14000 
 

1000, 2500, 4000 
 
 

10, 40, 60 % 

Cost Cost in SEK per year and household 0 100, 300, 600, 800, 
1000 

 

The choice sets were created using a cyclical design, or a so-called fold-over (Carlsson and 

Martinsson, 2003). First an orthogonal main effects design was generated, consisting of 12 

attribute level combinations. These combinations are one alternative in each set. The levels of 

the attributes in the second alternative are obtained by adding two levels to each attribute level 

of the first alternative, and when the highest level is reached, it starts over from the lowest 

level. To these two alternatives, an opt-out alternative was added. The 12 sets were then 

randomly blocked into two survey versions. All respondents were asked to choose one of the 

three alternatives. An example of a choice situation to citizens is given in Figure 1.  
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Figure 1. Example of a choice situation for the environmental quality objective Clean Air. 
 Alternative 1 

(Situation today) 
Alternative 2 Alternative 3 

 
Animals and plants 

 
 
 

Human health and 
recreation 

 
 

Cultural assets 
 

 
17000 lakes are severely 
acidified because of air 

pollution 
 

5000 premature deaths per 
year because of air pollution 

 
 

Air pollution damages 
buildings 

 
14000 acidified lakes 

 
 
 

1000 premature deaths per 
year 

 
 

60 % less cultural buildings 
are damaged 

 
3000 acidified lakes 

 
 
 

2500 premature deaths per 
year 

 
 

40 % less cultural buildings 
are damaged 

Increased tax per 
year and household, 
during next 5 years  

 
0 SEK 

 
+ 300 SEK 

 
+ 800 SEK 

 
If you could only choose between these three alternatives, which one would you choose? 

□ Alternative 1 (current situation) 
□ Alternative 2 
□ Alternative 3 
 

The choice sets in the version sent to the EPA administrators were identical to those in the 

version that citizens received with one exception. We added an instruction before the choice 

sets that read: “Suppose that you as an EPA administrator are asked to recommend one of the 

following three alternatives to govern Swedish environmental policy for the environmental 

objective a Balanced Marine Environment / Clean Air.” We then asked the EPA respondents 

to recommend one alternative in each choice set. 

 

3. Econometric model 
In the econometric analysis we apply a random utility model. For the citizens, the underlying 

utility function represents their preferences, and for EPA administrators it represents their 

preferences as administrators. The utility consists of a systematic ( )njtV and a random 

component ( )njtε : 

 

njt njt njtU V ε= + ,      

 

where njtU  is respondent 'n s  utility of choosing alternative j  (j=1,2,3) in choice situation t  

(t=1,...,6). The systematic part of the utility can be expressed as 'n njtxβ , where njtx is a vector 

of observed variables. Alternative i is chosen over alternative j  if nit njtU U> . We estimate the 



 8

models with a random parameter logit model. We include an alternative specific constant for 

the opt-out alternative and assume that all attribute parameters other than the cost parameter 

are normally distributed. Since we have repeated observations, we assume that the parameters 

are constant across choice sets for a given respondent. The models are estimated with Nlogit 

4.0 using simulated maximum likelihood with Halton draws with 500 replications. See Train 

(2003) for details on simulated maximum likelihood. We decided not to include any socio-

economic characteristics and use the same model specification for both subsamples.10 

 

4. Results 
For the general public, we use survey responses from a mail questionnaire sent out in June 

2007 to a random sample of 2,000 men and women aged 18-75, selected from the Swedish 

census registry. One thousand questionnaires were sent out for each objective, and the 

respondents received a single reminder three weeks after the main survey. In total 648 

individuals returned the questionnaire, of which 306 (a Balanced Marine Environment) and 

310 (Clean Air) were available for analysis due to non-responses to various questions.11 For 

the administrators, we use survey responses from a mail questionnaire sent out in September 

2007 to a random sample of 100 EPA administrators. A single reminder was sent out two 

weeks after the main survey. In total 59 administrators returned the questionnaire, of which 58 

were available for analysis.12 Comparing the descriptive statistics of the citizens with the 

national statistics, we find that the mean age of the citizens (48.8 years) in our sample does 

not significantly differ from the mean age at the national level. However, the shares of women 

and of those who have at least three years of university education are significantly higher in 

our citizens sample than in the population as a whole (Statistics Sweden, 2007).13 In the 

econometric analysis we therefore have to test whether this overrepresentation affects the 

results.  

 

 

                                                 
10 The mean WTPs for the citizens do not differ to any large extent if we include socio-economic characteristics. 
The EPA administrators were asked to make their choices as recommendations for environmental policy, so their 
socioeconomic characteristics should not affect their choices to any great extent. 
11 The response rate is 33 percent, corrected for those who had moved or for other reasons had not received the 
questionnaire. 
12 The response rate is 62 percent, corrected for those who had changed jobs or were on parental or sick leave. 
13 One thousand samples were bootstrapped by randomly drawing observations with replacement as many times 
as there are observations in the original sample. By using the percentile method and a 95 % confidence interval, 
it can be shown whether the means significantly differ from each other at the 5 % significance level. 
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4.1 The choice experiment 

As explained, the EPA administrators answered CEs on both environmental objectives, and 

the citizen respondents answered only one CE for one environmental objective. Four separate 

models were estimated, one for each objective and group of respondents. Table 2 reports the 

results of the random parameter models, all of which are estimated with simulated maximum 

likelihood.  
 
Table 2. Estimated random parameter logit models, p-values in parentheses. 
 Balanced Marine Environment Clean Air 
Parameters Citizens EPA administrators Citizens EPA administrators 
Opt-out -4.9097 

(0.000) 
-4.1363 
(0.051) 

-3.5098 
(0.000) 

-1.2404 
(0.143 

Animals and plants -0.0247 
(0.000) 

-0.1091 
(0.000) 

-0.0002 
(0.000) 

-0.0002 
(0.000) 

Health and recreation 
  

-0.0004 
(0.000) 

-0.0009 
(0.000) 

Cultural assets -0.0011 
(0.000) 

-0.0013 
(0.095) 

0.0026 
(0.332) 

0.0054 
(0.299) 

Oil and chemical spills 0.0179 
(0.000) 

0.0276 
(0.005)   

Fish stock 0.0109 
(0.000) 

0.0368 
(0.000)  

 

Cost -0.0015 
(0.000) 

-0.0031 
(0.000) 

-0.0024 
(0.000) 

-0.0014 
(0.001) 

Standard dev.     
Opt-out 6.6813 

(0.000) 
2.3415 
(0.094) 

3.5613 
(0.000) 

1.4755 
(0.027) 

Animals and plants 0.0403 
(0.000) 

0.0809 
(0.004) 

0.0002 
(0.000) 

0.00006 
(0.258) 

Health and recreation 
  

0.0012 
(0.000) 

0.0007 
(0.000) 

Cultural assets 0.0008 
(0.046) 

0.0031 
(0.007) 

0.0081 
(0.364) 

0.0150 
(0.140) 

Oil and chemical spills 0.0075 
(0.448) 

0.0286 
(0.042)   

Fish stock 0.0118 
(0.000) 

0.0210 
(0.027)  

 

No. of individuals 306 58 310 57 
No. of observations 1814 344 1843 338 
R-square (constants only) 0.28 0.34 0.33 0.27 
 

In terms of sign and significance, the models for the two subsamples do not differ in any 

substantial way. The estimated standard deviations of the random parameters are highly 

significant in all models, indicating that we capture unobserved heterogeneity. However, the 

differences in heterogeneity between the administrators and citizens do not show any 

systematic pattern: for example, the heterogeneity is not systematically larger for one of the 

groups. In order to test whether the observed overrepresentation of females and highly 

educated people affects the results we estimated the two models for citizens with interaction 

variables between the attributes and the two socio-economic variables. In all cases except one, 
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the interaction variables are insignificant. We therefore proceed with the reduced model 

without interaction variables.14  

  

To begin with, we test the hypothesis of equal parameters between the two groups of 

respondents, i.e. if we can pool the data from the two CEs. This is done with a likelihood ratio 

test where we adjust for a possible difference in scale parameters.15 For both environmental 

objectives we can reject the hypothesis of equal parameters; there are therefore some 

differences in preferences between the two groups. However, this is an overall comparison of 

preferences and we allow for differences in the heterogeneity of the mean preferences as well. 

Furthermore, based on Table 2 we cannot say that an attribute from a Balanced Marine 

Environment is more or less important than one from Clean Air, since the scale parameters 

might be different. It is therefore important to also estimate and compare the WTPs for the 

various attributes. We could use the marginal WTPs, but the problem is that the attributes are 

measured in different units for the different environmental objectives. Therefore, we report 

the WTP for an improvement of the attribute from the current level (opt-out) to the best 

possible level (the highest level of the attribute) in the experiment in Table 3.16  

 

                                                 
14 The exception was Animals and plants for the Marine Environment objective, where the university educated 
have a lower WTP than other respondents.  
15 When performing this test we need to account for the fact that the estimated parameters are confounded with 
the respective scale parameters. One way of dealing with this problem is to first test for a difference in scale 
between the data sets. We do this using the grid search procedure proposed by Swait and Louivere (1993). Given 
the estimated scale parameter one can then test the hypothesis of equal parameters. When estimating the random 
parameter model with the grid search procedure, 25 replications are used instead of 250. 
16 This is simply the marginal WTP (that is the ratio between the attribute parameter and the cost parameter) 
times the change in the attribute level from the status quo level to the best possible level. For example, the WTP 
for Animals and plants for the Balanced Marine Environment objective is the marginal WTP times the reduction 
of the number of endangered species from today’s level of 35 to 5. 
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Table 3. Mean WTP in SEK for attributes, standard errors in parentheses. Results of t-tests of equal mean WTP 
between citizens and administrators, p-values in parentheses. 
 Balanced Marine Environment Clean Air 
 Citizens EPA 

administrators 
Diff. 
(%) 

t-test 
(p-value) 

Citizens EPA 
administrators 

Diff. 
(%) 

t-test 
(p-value) 

Animals and 
plants* 

510 
(99) 

1068 
(202) 

109 % 2.481 
(0.013) 

961 
(115) 

1771 
(521) 

84% 1.52 
(0.129) 

Health and 
recreation* 

    710 
(142) 

2560 
(794) 

261% 2.295 
(0.022) 

Cultural 
assets* 

437 
(70) 

240 
(131) 

- 45% 1.323 
(0.186) 

66 
(67) 

229 
(225 ) 

247% 0.692 
(0.489) 

Oil and 
chemical spills 

492 
(67) 

361 
(108) 

- 27% 1.038 
(0.299) 

    

Fish stock 525 
(83) 

840 
(148) 

60% 1.856 
(0.063) 

    

* In order to express the values in WTP terms we simply change the sign of the parameters with a negative sign 
in Table 2 (Animals and plants and Health and recreation, and Cultural assets for the Balanced Marine 
Environment objective).  
 

The WTP estimates of both the citizens and the EPA administrators are significant for all 

attributes except Cultural assets for the Clean Air objective. For the given improvements of 

the attributes, we can also compare the ranking of the attributes. The rankings (in terms of the 

WTP estimates) are actually a little bit different. For the Balanced Marine Environment 

objective citizens rank Fish stock highest, and then Animals and plants, while the 

administrators have the opposite ranking for these two attributes. However, the levels of the 

WTPs do not statistically differ among the attributes for the citizens.17 Therefore, the 

administrators have a clearer ranking of the attributes in the objective Balanced Marine 

Environment objective than what the citizens have. For the Clean Air objective, the rankings 

are also different. Citizens have the highest WTP for the Animals and plants attribute, while 

administrators have the highest WTP for the Health and recreation. Both groups rank the 

Cultural assets attribute as the least important for both objectives.18  

 

However, simply comparing the ordering of the attributes with respect to the magnitude of 

WTP does not give much information. Table 3 therefore also reports the results of a two-sided 

t-test of equal mean WTP between citizens and administrators. Using a two-sided t-test for the 

Balanced Marine Environment objective, the difference in WTP between the citizens and the 

EPA administrators is significant at the 10% level for Animals and plants and Fish stock. The 

administrators have a higher WTP than the citizens for decreasing the amount of endangered 
                                                 
17 Using two-sided t-tests we cannot reject the hypothesis of equality for any of the WTP comparisons for 
citizens. For administrators, the WTP for Animals and plants and Fish stock is significantly different from the 
WTP of the other two attributes. 
18 For citizens, the WTP for Cultural assets is significantly lower than the WTP for the two other attributes. For 
administrators, the WTPs for the three attributes are all statistically different from each other.  
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animals and plants and for increasing the fish stock. For Clean Air, the difference in WTP is 

significant at the 5% level for one of the attributes: Health and recreation. Hence, when the 

difference in WTP is significant, the administrator WTP is always larger than the citizen 

WTP. There is also a large difference for Cultural assets in the Clean Air objective; however, 

the difference is not statistically significant, which is explained by the large standard errors 

for this attribute. Table 3 also reports the difference in percent between administrator WTP 

and citizen WTP; a positive difference means that the administrator WTP is larger than the 

citizen WTP. The difference varies between -27 percent and +261 percent.  

 

EPA administrators have a higher WTP than citizens for five out of the seven attributes, and 

in some cases the difference is not only significant but also substantial. Although both citizens 

and EPA administrators have a high WTP for endangered animals and plants living in the 

marine environment, the administrator WTP is twice as high as the citizen WTP. Similarly, 

the administrator WTP for better air quality, in terms of improved health, is over three times 

the WTP of the citizens. That administrators working with environmental issues have a higher 

WTP for measures improving environmental quality is in line with the results of von 

Borgstede et al. (2007). Moreover, it is possible that those citizens who answered the 

questionnaire are more interested in environmental issues than those who did not participate 

in the study. If this is the case, the differences in the sizes of administrator and citizen WTPs 

should be even larger than what we found here. 

 

Thus, if we were to use the administrator preferences for policy management, resources would 

be allocated differently than if we had used the citizen preferences. Note that these are the 

conditional WTPs, i.e. we do not use the alternative specific constant for the opt-out 

alternative. Since fewer EPA administrators choose the opt-out, any difference in WTP would 

be even larger if we considered the alternative specific constant. None of the EPA 

administrators chose the opt-out alternative in all choice situations, while 8 percent of the 

citizens did. 

 

4.2 The motives and opinions of the EPA administrators 

As said before, the personal views of EPA administrators on how decisions regarding 

environmental projects should be made are likely to affect the extent to which economic 

information is incorporated into the environmental decision-making process. In the survey we 

asked the EPA administrators to motivate their CE choices. A majority (55 percent) chose the 
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alternatives they perceived as necessary for ecological sustainability, while about one-third 

chose the alternatives they believed would be appreciated the most by future generations.19 

Only 16 percent answered that they chose alternatives they believed to be preferred by people 

living today. In other words, administrators put a heavy weight on the long-run development 

of environmental quality, and ecological aspects were more important than how ordinary 

people view the changes, when the administrators made their choices in the experiment. 

Bromley (1990) made similar conclusions in a critical discussion of the main-stream 

economist perception of economic efficiency, arguing that the past 40 years of observations of 

public decisions indicate that the public sector is not especially convinced of the efficiency 

advice offered by economists.  

 

We also asked the administrators to state whether they perceive that some people should have 

more say than others when deciding on Swedish environmental policy. They were allowed to 

choose among various interest and professional groups such as biologists/ecologists, 

environmental economists, experts in political science, sociologists, politicians, and people 

who are especially affected by the environmental problem in question. Forty-one percent of 

the EPA administrators think that biologists/ecologists should have more say than others, 

while about 18 percent believe that environmental economists should. This indicates that a 

majority of the administrators believe that persons with environmental education know what 

the best environmental management is. However, about 12 percent of the EPA administrators 

answered that people who are especially affected by the problem should have the most say, 

while 15 percent believe that no group should have more say than others. Thus, although the 

EPA should consider the perspective of the citizens in the decision making process (SEPA, 

2004), our results suggest that making decisions in line with citizen preferences is not 

generally of high priority.  

 

Finally, the administrators were asked to rate their perceived trustworthiness of the results of 

stated preference studies on a 1-5 scale (1 meaning Not trustworthy at all and 5 meaning Very 

trustworthy). Although about 90 percent of the EPA administrators had heard about stated 

preference studies, they responded that they do not believe in them: About 40 percent stated 

that these methods are not trustworthy and no one feels that they are very trustworthy. This 

could affect their willingness to incorporate economic information into the final policy 

                                                 
19 This is in line with the experiences of one of the authors, as a former Swedish EPA employee. Ecological 
sustainability and the future generation perspective are very strong objectives in the management.  
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decision. On the other hand, a large majority (79 percent) have a positive view of using cost-

benefit analyses as a basis for decision making in environmental problems. This is however 

partly in conflict with the fact that the EPA administrators do not trust stated preference 

studies. Stated preference studies constitute the most commonly used method to capture the 

benefit side in cost-benefit analyses.20  

 

5. Conclusions 
In Sweden, just as in many other countries, the EPA is one of the main responsible authorities 

for managing environmental resources. Consequently, it plays an important role in 

determining environmental policies. The main interest of this paper was to investigate 

whether citizen preferences regarding environmental quality differ from the preferences of 

those engaged in environmental management. This was done by conducting the same choice 

experiment on a random sample of Swedish households and on a random sample of 

administrators working at the Swedish EPA. For the environmental objective in question, the 

EPA administrators were told to choose the alternative they would recommend to govern 

Swedish environmental policy. We found that the rankings of attributes by citizens and EPA 

administrators are not the same. These results are not in line with Nilsson et al. (2004) who 

found that the preferences of the general public and decision makers working in the public 

sector do not differ with respect to support for programs aimed to improve environmental 

quality. Colombo et al. (2007) also found that citizens and decision makers rank 

environmental attributes in a similar fashion. However, they are more in line with the study by 

Alberini et al. (2006) who found both similarities and dissimilarities between the general 

public and official/stakeholder preferences. Clearly, the results are contextual, but our 

advantages are that we use the same preference elicitation method for both groups and that the 

EPA is the public agency that is responsible for the two environmental objectives.21 We also 

found significant differences in the levels of WTP for particular attributes. For example, for 

the attribute Animals and plants in the Balanced Marine Environment objective, the EPA 

administrator WTP is more than twice as large as the citizen WTP. For the Clean Air 

objective, the administrator WTP for better health is more than three times the citizen WTP. 

These differences are found despite the choice experiment being generic in the sense that not 

                                                 
20 According to Samakovlis and Vredin Johansson (2005) the quality of cost-benefit analysis done by several 
Swedish public authorities is not good enough and authorities should use cost-benefit analysis more often.  
21 Alberini et al. (2006) and Colombo et al. (2007) use different elicitation methods and both Alberini et al. 
(2006) and Nilsson et al. (2004) sample administrators at a wide range of public agencies.  
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all citizens have personal experiences of marine environments or live in large cities with 

particularly bad air quality.  

 

These differences between administrators and citizens can have two effects. First, 

administrators are likely to make different priorities than citizens for a given amount of 

resources. Second, administrators are likely to argue for a larger share of the resources to be 

spent on environmental quality compared to what the citizens would argue for. The 

administrators’ motives for their CE choices show that ecological sustainability is more 

important than the preferences of ordinary people regarding changes in environmental quality. 

A majority of the administrators have a paternalistic approach; they think that individuals with 

environmental education should have more say in shaping environmental policy in Sweden 

than other groups in society. Although EPA administrators have more information about the 

environmental quality objectives than what citizens have,22 a paternalistic point of view is in 

strong contrast to how economic theory and many economists advocate that environmental 

resources should be managed. It might also increase potential distrust among citizens towards 

those who are responsible for the environmental policies and management.  

 

This is to our knowledge the first study that compares decision makers and citizen preferences 

for environmental quality using the same methodology. Clearly, more studies of this kind are 

needed.  

                                                 
22 They of course have more information since they work with these issues daily. Moreover, they are more 
educated than the average person, and many of them have a degree in natural sciences. 
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Abstract

This paper analyzes the marginal willingness to pay for changes in noise levels related to changes in the

volume of flight movements at a city airport in Stockholm, Sweden, by using a choice experiment. When

estimating marginal willingness to pay for different times of the day and days of the week, we find that these
vary with the temporal dimensions: mornings and evenings have higher marginal values. Interestingly, a

substantial proportion of the respondents prefer no changes in the current noise level. The paper concludes

with a policy discussion related to incentive-based pricing.
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1. Introduction

Air traffic is now starting to pick up after September 11, and is expected to grow in the near
future. One important issue linked to growth is the location and the size of airports. Wherever
an airport is located, residents nearby will be disturbed, and whenever an airport expands, the dis-
turbance and the number of people disturbed will increase. How residents perceive disturbance
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from air traffic, and the welfare losses linked to this, is therefore an important issue for decisions
regarding both the location and the size of airports. Furthermore, the aviation sector is currently
moving away from a command-and-control type of environmental regulation with engine stand-
ards and a phasing out of engine types towards implementation of incentive-based pricing systems
(Carlsson, 2003; Morrell and Lu, 2001). This is in line with the European Union (2001) recom-
mendation of increased use of incentive-based pricing in the transport sector.
A successful environmental regulation of externalities requires information about the marginal

damage. In this paper we focus on noise damages from air traffic. Noise externalities are rather
different from other types of externalities caused by air traffic because the marginal damage
can vary with the time of the day and the day of the week, which is, for example, different from
externalities caused by air pollution. For example, the external damage of one night-flight is pre-
sumably more damaging than the same flight made during the day. There are also findings sug-
gesting that noise from air traffic is considered more disturbing than the equivalent noise
disturbance from road traffic (Naturvårdsverket, 2001).
There are few studies on the aggregated marginal damage from air traffic noise. The majority of

work has applied a hedonic pricing approach (Levesque, 1994; Uyeno et al., 1993; Pennington
et al., 1990), but there are also studies using stated preference methods (Feitelson et al.,
1996) 1. There are two main problems with hedonic pricing studies: it is difficult to estimate wel-
fare measures from them, at least if one wants to obtain generic values of attributes (Haab and
McConnell, 2002), and it is almost impossible to estimate welfare measures for changes in noise
from air traffic at different days of the week, as well as at different times of the day.
Here a choice experiment is used to estimate the welfare effects via changes in the number of

take-offs and landings at a city-center airport in Stockholm, Sweden. 2 In a choice experiment,
respondents are presented with a hypothetical situation, in our case that the number of landings
and take-offs at Bromma Airport will either increase or decrease depending on the survey version
assigned to them. The respondents are then asked to choose the preferred alternative among sev-
eral alternatives in each choice set presented, and normally they are asked to perform a sequence
of choices containing 5–15 choice sets. In the case of an increase they would be compensated,
while for a decrease there would be an extra payment. In our experiment the attributes relate
to the number of take-offs and landings in one hour at different times of the day. Moreover, half
of the choice sets concern the stated situation during working days and half during weekends. The
strength of a stated preference method is that we can estimate the welfare changes for changes in
the number of take-offs and landings at levels which do not exist today. It also provides us with
easily interpretable results.
2. Description of Bromma Airport

The study analyzes the aircraft noise from Bromma Airport. The airport is located in Stock-
holm and is Sweden�s third largest in terms of the number of flight movements and the second
1 Nelson (2004) offers a recent overview and meta-analysis of the relationship between airport noise and hedonic

property values.
2 See for example Alpizar et al. (2003) and Louviere et al. (2000) for overviews of choice experiments.
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largest for domestic flights. It is located near highly population areas being only 8 km from Stock-
holm city center. The environmental regulations for Bromma Airport are stricter than for airports
located further away from the city centers (Luftfartsverket, 2002). Aircraft operations are com-
pletely banned during the night; operations being allowed only 7 am–10 pm on weekdays,
9 am–5 pm on Saturdays and 10 am–8 pm on Sundays. There is a limit on aircraft noise of
89 EPN decibels. 3 There is also a maximal weight limit for aircraft of 50,000 kg, and take-offs
and landings per year are restricted to 65,000.
The existence and the size of Bromma Airport have been frequently debated. The current reg-

ulations and volume of air traffic at Bromma Airport are an outcome of a political process, which
has evolved over many years. The latest agreement between the City Council, which is the su-
preme decision making body of the City of Stockholm, and the Swedish Civil Aviation Adminis-
tration states that Bromma Airport will be shut down by the end of 2011 (Luftfartsverket, 2003).
The majority of the City Council wants to use the area to build a new residential area after the
airport has been shut down. Building a new residential area will, however, result in other effects
on the current residents such as increased road traffic and possibly changes in housing prices. On
the other hand, some of those in opposition do not want the airport closed. The future of the air-
port is a widely debated topic and people living close to the airport often have, for natural rea-
sons, strong opinions about the existence of the airport (Blomqvist et al., 2000).
Kriström (1997) reports the results from a contingent valuation study on the size of Bromma

Airport in 1993. This has a bearing on methodological development since the spike models are
introduced. This type of model allows a proportion of the respondents to have a zero willing-
ness-to-pay in a closed-ended contingent valuation survey, which is not the case when using ordi-
nary parametric models such as a probit model. An expansion in the size of the airport was
described as beneficial to local business and a decrease as yielding environmental benefits. The
construction of the survey allowed Kriström to discover that slightly more than 70% are indiffer-
ent between an increase and a decrease in the size of the airport. Kriström reports these individ-
uals as having a no willingness to pay for a change and thus these respondents do not see the
airport as a major environmental problem.
3. Design of the choice experiment

There are small differences in noise levels among the types of aircrafts using Bromma Airport
(Luftfartsverket, 2002). 4 It is likely, however, that the marginal damage caused by take-offs and
landings varies with time of the day and with the day of the week. Therefore we specify the flight
movements in the choice experiment to be the number of take-offs and landings by time of day
(early mornings, mornings, afternoons and evenings) and by day of the week (weekdays and
weekends). Furthermore, since there has been a discussion on both an increase and a decrease
3 EPNL, Effective Perceived Noise Level, is a value of certification for every type of aircraft when they take off or

land.
4 The different types of aircrafts operating at Bromma Airport have a maximum noise level between 78 and 83 dB (A)

when landing. The maximum noise level is between 75 and 83 dB (A) when taking off.



Table 1

The number of movements at Bromma Airport during an average day in May 2003

Weekdays Monday–Friday Weekends Saturday and Sunday

Early morning 7 am–9 am 16 per hour 0 per hour

Morning 9 am–12 noon 10 per hour 7 per hour

Afternoon 12 noon–5 pm 11 per hour 8 per hour

Evening 5 pm–10 pm 12 per hour 14 per hour

Sources: Timetables from airlines operating at the airport, and statistics from the Swedish Civil Aviation

Administration.
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in the size of the airport, two separate versions of the choice experiment are designed: one describ-
ing an increase in the number of take-offs and landings and another a decreased number of take-
offs and landings. Before the main study, a focus group study and two pilot studies were com-
pleted. At each stage changes were made to the scenario as well as in the levels of attributes used
in the choice experiment.5

Changes in the number aircraft movements will effect things other than perceived noise levels,
e.g., accident risk and air pollution. These effects were mentioned in the scenario, but it was stated
that they would be small and should be neglected when responding. Thus, the aim is to isolate the
welfare effect of changes in noise due to an increase and to a decrease in the number of flight
movements in our choice experiment. The complete scenario is presented in Appendix A. The
respondents were informed of the number of present flight movements at the Bromma Airport
(Table 1).
In the choice experiment we separated weekdays from weekends are separated, and each

respondent answered three choice sets for weekdays and three choice sets for weekends. The at-
tributes and levels used in the choice experiment are presented in Table 2––using an exchange rate
of $1=8 Swedish kronor (SEK). There were two different versions of the choice experiment includ-
ing either a decrease in the number of take-offs and landings or an increase. However, each
respondent was assigned only to one of these two versions.
One important issue when considering changes is whether or not to include an opt-out alterna-

tive in the choice sets, where the opt-out alternative represents the current situation. The decision of
whether to include an opt-out alternative depends partly on the use to be made of the results of the
choice experiment. If the main purpose is to estimate the marginal rate of substitution between at-
tributes given that a change will take place, then an opt-out alternative should not be included. On
the other hand, if interest is in whether the size of the airport should change, then an opt-out alter-
native may be relevant. One also needs to consider if inclusion of an opt-out alternative will result
in respondents choosing it as a �convenience�, which could be seen as status quo bias, although not
including an opt-out alternative could make respondents feel that they are being forced to make a
choice between two potential changes. Previous studies have found that individuals may have
strong opinions on the size of the airport. Based on Kriström (1997) and the results from pilot stud-
ies, there seems to be a significant proportion of people not wanting changes. Thus, exclusion of an
opt-out alternative could result in an analysis based on data where individuals may try to chose an
5 In the pilot studies the sample sizes were 240 and 96 respectively.



Table 2

Attributes and levels used in the choice experiment

Attributes Levels

Decrease in the number

of flight movements

Increase in the number

of flight movements

Weekdays Early morning 7 am–9 am 3, 6, 12, 16 16, 20, 24, 30

Morning 9 am–12 noon 5, 10 10, 16

Afternoon 12 noon–5 pm 5, 11 11, 16

Evening 5 pm–10 pm 0, 6, 12 12, 18, 24

Payment/compensation in SEK 10, 25, 50, 75, 125 10, 25, 50, 75, 125

Weekends Morning 9 am–12 noon 0, 3, 7 7, 10, 15

Afternoon 12 noon–5 pm 4, 8 8, 12

Evening 5 pm–8 pm 0, 7, 14 14, 21, 28

Payment/compensation in SEK 10, 25, 50, 75, 125 10, 25, 50, 75, 125
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alternative they consider closest to the current situation, resulting in sensitive estimates. An opt-out
alternative is included in each choice set in experiment. To examine if there would be a difference if
the opt-out alternative were excluded, this was also tested in the increase version.
The choice sets were constructed by using the D-optimal design routine in SAS (Kuhfeld, 2001).

Fifteen choice sets were created for the increase and the decrease versions as well as for weekdays
and weekends separately, and these were blocked into five groups. The same alternatives were
used in the increase versions, with the only difference being that we included an opt-out alternative
in the opt-out versions. The monetary description used in the increase version is compensation,
while in the decrease version it is a payment. An example of a choice set for the survey version
with a decrease in the number of flight movements is seen in Fig. 1.
The responses obtained from the choice experiment are discrete choices. In the analysis of the

responses a general type of model is used––a random parameter model. In such a model, taste
variation among individuals is treated explicitly (see e.g. Train, 1998). A latent utility function
is defined of alternative i for individual q, at choice situation t, consisting of a systematic and a
stochastic part:
Alternative 1 Alternative 2 Alternative 3

Early morning
7 am – 9 am 16 per hour 12 per hour 3 per hour

Morning
9 am – 12 noon 10 per hour 10 per hour 5 per hour

Afternoon
12 noon – 5 pm 11 per hour 11 per hour 5 per hour

Evening
5 pm – 10 pm 12 per hour 6 per hour 0 per hour

Your payment per month for 
a reduction in noise (per year)

0 SEK
(0 SEK)

50 SEK
(600 SEK)

75 SEK
(900 SEK)

Your choice

Fig. 1. Example of a choice situation.
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Uiqt ¼ aiq þ cisq þ bqxiqt þ eiqt;
where sq is a vector of socio-economic characteristics and xiq is a vector of attributes. The alter-
native specific intercept, aiq, captures an intrinsic preference for the alternative and ci captures
systematic preference heterogeneity as a function of individual characteristics. The coefficient vec-
tor bq varies among the population with density f(bjh), where h is a vector of the true parameters
of the taste distribution. If the error terms, e�s, are IID type I extreme values, we have a random
parameter logit, or a mixed logit, model (Train, 1998, 2003). An assumption is required regarding
the distribution of each of the random coefficients. In principle any distribution could be applied.
Here for simplicity it is assumed that all attributes of the choice experiment are normally distrib-
uted with the exception of the cost attribute, which is assumed fixed. Of interest is the marginal
willingness-to-pay for take-offs and landings at various times of the day and the week. Since we
have assumed a utility function that is linear in the attributes including the payment/compensation
attribute, the marginal willingness-to-pay for a decrease in the number of take-offs and landings at
a certain time is the ratio of the parameter of the corresponding attribute and the parameter of the
payment/compensation attribute (Hanemann, 1984). Furthermore, due to the assumptions about
the utility function, marginal willingness-to-pay and marginal willingness-to-accept compensation
will be the same. It is therefore possible to directly compare the estimates from the different ver-
sions of the experiments.
4. Results

The mail survey was sent out in 2003 to a random sample of individuals in the 18–64 year age
group living in the Bromma district of Stockholm. After deducting questionnaires returned be-
cause respondents had moved, 1558 questionnaires were mailed. In addition to the choice exper-
iment, the survey also included questions on socio-economic characteristics as well as attitudinal
questions regarding the airport. The overall response rate to the survey of 46% is in line with sim-
ilar studies in Sweden.
To allow for observed preference heterogeneity in the econometric model, if the respondent

lives inside the noise zone the gender of the respondent, the maximum frequency that someone
from the respondents household uses Bromma Airport and whether the respondent lives in a de-
tached house were included as explanatory variables. These socio-economic characteristics are as-
sumed to affect whether the respondent will prefer the opt-out alternative. This also means that in
the third model, i.e. in the binary choice model without opt-out, these socio-economic character-
istics are not included. It is possible to divide the households into two groups depending on
the level of noise from air traffic in the area where they live. The so-called noise zone includes
households that have an average noise level from air traffic above FBN 6 55 dB (A). The residen-
tial areas inside the noise zone were Bromma Kyrka, Bällsta and Ulvsunda Industriområde
BN is the average logarithmic sound level and it considers at what times of the day the aircrafts pass by a

rement point, e.g. one flight movement in the evening is considered to be three times as disturbing as a daytime



Table 3

Descriptive statistics

Variable Description Mean SD

Do not use Bromma =1 if no household member flies from Bromma 0.471 0.499

Fly often from Bromma =1 if at least one household member often flies from Bromma 0.053 0.224

Female =1 if respondent is a female 0.544 0.499

Detached house =1 if respondent lives in a detached house 0.453 0.498

Zone =1 if respondent lives inside the noise zone 0.122 0.327
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(Luftfartsverket, 2002). Table 3 provides descriptive statistics for these socio-economic variables
based on the surveys.
Another issue is whether any household member is at home at the different times of the day spec-

ified in the choice set. Since there are reasons to believe that respondents do not care about the
number of take-offs and landings at times when nobody is at home, they will not consider those
attributes when answering the questions in the choice experiment. Therefore we set the number
of movements to zero for those attributes, i.e. time of day when no one in the household is at home.
Table 4 presents the results from the estimations. There is no significant differences in willing-

ness to pay between respondents living inside the noise zone and outside this zone. Therefore we
only report the estimates without the noise zones. In columns three and four, the results of the
choice experiments without an opt-out alternative are presented, while we in columns five to eight
present the results of the mixed logit model for decreases and increases in the number of take-offs
and landings with an opt-out alternative. Finally, in columns nine to twelve, the results from the
estimations without the respondents who always chose the opt-out alternative are presented. In all
models we assume that the utility function is linear in the attributes, that also includes the pay-
ment/compensation attribute.
Most standard deviations of the random parameters are significant and the mixed logit models

have a substantially higher pseudo-R2 compared with the corresponding nested logit model (not
reported here). Among the socio-economic characteristics, we find that if no one from a house-
hold flies from the Bromma airport then the respondent is more likely to choose the opt-out alter-
native in the version with increased numbers of take-offs and landings, and significantly less likely
to choose opt-out in the decrease version. The same effect is present for female respondents. Sur-
prisingly, respondents from households where at least one household member often flies from
Bromma are less likely to choose the opt-out alternative in the decrease survey versions. Those
living in detached houses are significantly more likely to choose the current situation, which might
be a sign of being afraid of changes since this may, in an unknown way, affect the property values.
In the versions including opt-out alternatives, i.e. the current situation, the monetary attributes
are significant and of the expected sign. The higher the payment in the decrease version ceteris
paribus the more likely a respondent is to opt-out and the increase version with compensation
has the opposite effect.
In the binary model, the parameter of the monetary attribute, i.e. compensation, is highly insig-

nificant. It seems that excluding the opt-out alternative in the binary experiment resulted in
respondents not considering the cost attribute when making their choices, and rather having
adopted some other simplified decision strategy. This is supported in the survey versions with
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Table 5

Confidence intervals (95%) of the estimated marginal willingness to pay in SEK per month (in parentheses the point

estimate)

Decrease with opt-out Increase with opt-out

Whole sample Restricted sample Whole sample Restricted sample

Departures weekdays

Early morning 2.21–8.47 3.17–9.22 4.62–16.18 5.55–19.84

7 am–9 am (5.34) (6.20) (10.40) (12.70)

Morning 7.85–28.60 10.43–30.53 �11.11–4.44 �16.73–2.60
9 am–12 noon (18.22) (20.48) (�3.35) (�7.06)

Afternoon �15.12–0.20 �11.44–�0.287 �13.65–2.64 �16.32–2.43
12 noon–5 pm (�7.45) (�5.86) (�5.51) (�6.95)

Evening 3.15–8.86 3.26–7.89 8.48–19.96 8.46–20.42

5 pm–10 pm (5.96) (5.57) (14.22) (14.44)

Departures weekends

Morning 0.52–7.81 0.24–7.27 10.27–29.93 10.37–31.17

9 am–12 noon (4.16) (3.76) (20.10) (20.77)

Afternoon �2.08–8.33 �5.66–6.10 �5.32–16.18 �4.94–18.54
12 noon–5 pm (3.12) (0.22) (5.43) (6.80)

Evening 3.82–8.68 5.85–13.59 14.81–35.66 14.69–37.84

5 pm–8 pm (6.25) (9.72) (25.24) (26.26)
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an opt-out alternative in the choice set since many respondents, in every choice situation, chose
the opt-out alternative. In the increase survey version, 45% of the respondents always choose
the current situation, while in the decrease survey version the share of non-traders was as high
as 75%. These levels seem to be slightly lower than the shares of non-traders found in the contin-
gent valuation survey by Kriström (1997).
Consequently, a large share of the respondents do not seem to want a change in the number of

take-offs and landings at Bromma Airport. To see if these respondents should affect the estimates
of the marginal willingness to pay or if they affect the alternative-specific intercept, we re-estimate
both models after exclusion of these non-traders. The estimates from these sub-samples are pre-
sented in columns 9–12 in Table 4. Since we cannot compare the size of the coefficients across the
estimated models, it is better to compare the results by looking at the estimated marginal willing-
ness to pay. Since the parameter of the monetary attribute was not significant in the survey version
without the opt-out alternative, we do not calculate the marginal willingness to pay for this
version. The results are presented in Table 5, where the standard errors are estimated using the
delta method (Greene, 2003).
As seen in Table 5, there are no significant differences between estimates based on the whole

sample and the restricted sample that excludes non-traders. Exclusion of non-traders results in
the welfare effects being expressed for a sub-sample, and these values have to be adjusted if we
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want to obtain values for the whole population. In turn this implies that one cannot use these
estimates directly for a welfare evaluation since the marginal willingness-to-pay is zero, or even
negative, for some respondents. In general the estimated marginal willingness to pay is higher
for the increase version with one exception: departures in the morning during weekdays. It is
difficult to know why this time of the day would be the exception. The major disturbances
according to our estimates are during the mornings and the evenings both for weekdays
and weekends. If we focus on the increase survey version, the marginal willingness to pay is
about 10 SEK per month for take-offs or landings in the early mornings during weekdays
and about 20 SEK in the mornings during weekends. Moreover, the willingness to pay is even
higher in the evenings.
5. Discussions and conclusions

This paper provides some empirical evidence about the marginal willingness to pay for changes
in noise from air traffic related to changes in aircraft movements at Bromma Airport. A substan-
tial proportion of those surveyed favored the current situation in all choice sets, both in the in-
crease (45%) and in the decrease (75%) versions. These figures are not surprising given that
Kriström (1997) found in a contingent valuation value survey that more than 70% were non-trad-
ers. A high proportion of non-traders may also indicate that other, non-standard economic as-
pects are important. There is also a tendency for a larger proportion of non-traders, and a
lower marginal willingness-to-pay in the decrease version. This is in line with evidence suggesting
divergence between willingness-to-pay and willingness-to-accept, that is particularly large for non-
market goods (Horowitz and McConnell, 2002). One explanation is an endowment effect whereby
respondents are reluctant to pay money for an improvement (Kahneman et al., 1990). Moreover,
Kahneman et al. (1999) argue responses in surveys are more likely to be expressive than to rep-
resent a value. In addition to psychological explanations, the size of Bromma Airport is a result
of past political debates, and hence individuals have at least indirectly affected the size of the
airport.
A large proportion of people are satisfied with the current level of flight operations at the air-

port and are not prepared to trade off any change for monetary compensation or payments. There
are restrictions on aircraft noise levels and the weights of the aircrafts allowed to take off and land
and it is a relatively quiet airport despite its size.
However, people are sensitive to noise and the time of day matters. Some of the residents in the

Bromma area show a significant willingness-to-pay for a decrease in the number of aircraft move-
ments in the morning and evening throughout the week. At the same time, many respondents are
not willing to pay anything for a change in the number of departures.
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Appendix A. Instructions to the respondents

In this part of the survey we assume that Bromma Airport will not be shut down in the fore-
seeable future. Flights to and from Bromma airport result in noise, and a number of measures can
affect this. The measures we are interested in are the number of take-offs and landings at various
times. By increasing the number of take-offs and landings the noise in the area you live in will
increase. An increase in take-offs and landings can also result in an increased risk of accidents
and increased emissions, even if these effects are small. In this part of the study we are only con-
cerned with aircraft noise. We therefore ask you to only consider aircraft noise when answering the
questions.

An increase in aircraft noise can be a nuisance to your household. We are therefore inter-
ested in knowing how much your household would require in compensation for this. We ask
you to imagine that when the noise increases your household will receive an amount of money
per month. These monies will be paid by the Bromma airport, which will increase their reve-
nues from the increased air traffic. This means that you every month will have more money to
spend.
You will make six different choices. The first three ones concern air traffic during weekdays

and the last three concern air traffic during weekends. We ask you to mark the alternative your
household prefers in each of the six cases. When choosing you should weigh the compensation
against the increase in noise that occurs when the number of take-offs and landings increases.
The composition of small and large aircrafts and the types of aircrafts will be the same as
today.
The present situation at Bromma Airport is summarized below. This is for an ordinary day in

May.
Average number of take-offs and landings per hour

Weekdays Weekends

Early morning 7 am–9 am 16 per hour Early morning 7 am–9 am 0 per hour
Morning 9 am–12 noon 10 per hour Morning 9 am–12 noon 7 per hour
Afternoon 12 noon–5 pm 11 per hour Afternoon 12 noon–5 pm 8 per hour
Evening 5 pm–10 pm 12 per hour Evening 5 pm–8 pm 14 per hour
Below is an example of a choice situation. As you can see you are supposed to compare the
present situation with other possible alternatives.
We want you to only consider aircraft noise and your compensation.
Note: We are not investigating whether you think that Bromma airport should be shut down or

not.



Example weekdays

Alternative 1 Alternative 2 Alternative 3

Early morning 7 am–9 am 16 per hour 24 per hour 16 per hour
Morning 9 am–12 noon 10 per hour 10 per hour 11 per hour
Afternoon 12 noon–5 pm 11 per hour 16 per hour 16 per hour
Evening 5 pm–10 pm 12 per hour 12 per hour 12 per hour
You compensation for
increased noise
(per year)

0 SEK (0 SEK) 75 SEK (900 SEK) 50 SEK (600 SEK)

Your choice ·a
aIn this case I have chosen Alternative 2 which has more take-offs and landings per hour in the
early morning and in the afternoon compared with Alternative 1, and hence more noise. My
choice means that my household receives a compensation of 75 SEK per month, i.e. 900 SEK per
year. I also think that Alternative 2 is better than Alternative 3.
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Abstract 

Based on a survey of a random sample of Swedish females aged 20-40 this paper 
investigates: (1) whether women have correct perception of the age-related risk of female 
infertility, (2) whether the perceptions of the personal risk and the general risk in the own age 
group differ, and if so, (3) what factors can explain this difference. The results show that 
Swedish women do know that the likelihood of being infertile increases with age, while they 
clearly overestimate the general risks for women older than 34. The results also show that 
mothers have a too optimistic picture of their own fertility, while non-mothers have not. 
Several factors that explain differences between the stated personal and general risks are 
discussed. 
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1. Introduction 
The mean age of first-time mothers has been increasing steadily during the last three decades 

in Western countries. In Europe, the highest average age of first-time mothers is found in San 

Marino (30.4 years) followed by the Netherlands, Spain, and Sweden (29 years) (Council of 

Europe, 2004). This means that the average age of Swedish first-time mothers is now more 

than five years higher than 30 years ago (Statistics Sweden, 2005). However, neither the 

desire to have children nor the number of children couples want to have has changed during 

the last decades (Statistics Sweden, 2001; Lampic et al., 2006), meaning that the outcome of 

not becoming pregnant can be assumed to be highly negative for many women. Since the 

average age of first-time mothers has been increasing, it is possible that women believe that 

the risk of not becoming pregnant is lower than it really is. This was actually found in a 

public health study by Lampic et al. (2006), who showed that female and male university 

students in Sweden underestimate the general risks of age-related female infertility.1 

Infertility is defined as a state where a healthy couple of childbearing age does not use any 

type of contraceptive and tries to become pregnant, but does not become pregnant during a 

period of 12 months (Infomedica, 2004). It is worth noting that this risk is very individual and 

that there is currently no medical test that can investigate the true risk level of infertility in a 

specific woman. Some women can easily become pregnant at age 40, while others are 

involuntarily childless already at 25 (Infomedica, 2004). An awareness of the infertility risks 

is also important because infertility treatments are costly. And more importantly, the current 

assisted reproduction technologies cannot totally compensate for the natural age-related 

decline in fertility (Leridon, 2004). On the other hand, according to Menken (1985) the age-

related infertility has not increased over time but the problem receives today more attention 

than before among both the health care and couples who want to have a child.  

 

We approach the issue of infertility by investigating (1) whether women have correct 

perception of the age-related risk of female infertility, (2) whether the perceptions of the 

personal risk and the general risk in the own age group differ, and if so, (3) what factors can 

explain this difference. Thus, the present study contributes to the existing literature in the 

following ways: As far as we know, this study is the first to analyze the relative risk 

                                                 
1 Many previous studies have examined the influence of different economic factors on number of births (Becker, 
1981; Heckman and Walker, 1990; Hoem, 2000; Löfström, 2003; Adserá, 2004; Björklund, 2006), while others 
have looked at the timing of births (Gustafsson and Wetzels, 2000; Martin, 2000 and Gustafsson, 2001 and 
2005). The article by Lampic et al. (2006) is the only study we are aware of that investigates women’s risk 
perception about female age-related infertility. 
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perception in the context of the risk of age-related female infertility, and to study reasons why 

women’s risk perceptions might differ between personal and general risk of infertility. 

Moreover, there is lack of knowledge about how aware women are about the risk levels. 

 

It is well known that estimation of risk is difficult and several studies have found that people 

do not have correct perceptions about risks. Two often reported biases are that small 

probabilities are overestimated while large probabilities are underestimated, and that more 

sensational risks are easily exaggerated while estimates of more ordinary risks tend to be too 

low (Slovic et al., 2000a. See Benjamin et al., 2001 for counterarguments about 

underestimation of general risks for the own age group). For example, Black et al., (1995) 

report that 40 to 50 year old women highly overestimate their probability of dying of breast 

cancer. The risk of age-related female infertility is neither small nor large and it is not 

sensational either, but the possible risk of not becoming pregnant may still be a highly 

sensitive issue for many women. However, although people are less aware of the magnitude 

of the risks, they generally are well aware of the relative risk of different activities (van der 

Pligt, 1996). Thus we hypothesize that: Women between 20 and 40 years of age are aware 

that the risk of female infertility increases with age, but they do not have a correct perception 

of the magnitude of this general risk at different ages.  

 

It is known that people often state lower risks for themselves than for other individuals 

(Sjöberg and Fromm, 2001; Sjöberg, 2002). According to van der Pligt (1996), people may 

experience that they have more control over their personal risk than the general risk. The 

more a person experiences that she has control, the greater the deviation between the 

perceived personal and general risks. This positive self-image, i.e. that people think they are 

better than others, is also well documented (Svenson 1981; Taylor and Brown 1988; Santos-

Pinto and Sobel, 2005). Explanations found in the literature include that people in general 

overestimate their abilities, that a positive self-image increases happiness, and that a personal 

experience can both increase and decrease the feeling of personal invulnerability. That people 

tend to see themselves as less vulnerable to most kinds of risks compared to other people is 

called “optimistic bias”.2 Thus, an optimistic bias is not dependent on actual risk levels, but 

                                                 
2 This definition comes from van der Pligt (1996). Another name for the optimistic bias is “unrealistic optimism” 
(Weinstein 1980). Moreover, when the person they compare themselves with becomes less abstract (such as a 
“sibling” or “your closest friend”), people usually rate themselves and the other person as equally vulnerable 
(Perloff and Fetzer, 1986). 
 



 4

instead refers to a person’s perception of her own risk relative to her perception of other 

people’s risk levels. We therefore hypothesize that: Women perceive themselves as less 

vulnerable to the risk of age-related infertility than other women their age.  

 

It is not sufficient to only investigate whether the risk perception differs between stated 

personal and general risks. It is as important to study what explains the potential differences. 

Especially older women and mothers may have private information that helps them make 

more correct predictions of their own risk of infertility. If mothers really have a lower than 

average personal risk, then stating a lower personal than general risk can’t be defined as a 

bias. On the other hand, people who have no experience of a particular negative life event 

tend to be more positive than others considering this event (Perloff and Fetzer, 1986; 

Weistein, 1987; Slovic et al., 2000b). Weinstein found that those who believe that they are at 

a lower risk than others think that if the problem has not yet occurred it is unlikely to appear 

in the future. He also claims that this behaviour is not limited to any particular age, sex or 

education. In the case of infertility, a woman who has become pregnant easily before has a 

positive personal experience and may therefore think that she is more fertile than other 

women her age. Moreover, the more important people consider an attribute, the more they 

perceive that they have it (Dunning et al., 1991). Therefore, it is possible that the more 

important it is for a woman to be fertile per se and/or have a child, the more likely she might 

perceive that she is able to become pregnant. We hypothesize that: The difference between the 

stated personal and general risk depends on a woman’s own previous experience of 

becoming pregnant, on how important she perceives of being fertile per se, and on whether 

she wants to have children. 

 

The best way to investigate women’s risk perceptions is to ask them, which is why this study 

uses a survey method where 1,800 questionnaires were mailed out to a random sample of 20-

40 year old women living in Sweden. The respondents were asked to estimate the average 

risks of female infertility for women in four different age groups (20-24, 25-29, 30-34 and 

35-40 years). They were also asked to estimate their own personal risk of infertility.  

 

The remainder of this paper is organized as follows. Section 2 presents facts of infertility and 

the actual risk levels of age-related infertility, and Section 3 describes the survey and its 

design. Section 4 reports the descriptive statistics and the empirical results from the analyses 

of the three hypotheses, while Section 5 discusses the results and concludes the paper. 
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2. Facts of infertility and the actual risk levels 
The risks used as ‘actual’ risks of age-affected infertility in this paper are estimates based on 

age-specific pregnancy rates with natural insemination in modern populations, where the 

infertility risk levels are collected by interviewing over 7,600 women in the U.S. The 

interviews are performed by the National Survey of Family Growth (NSFG) and collected in 

2002.3 According to the 2002 study the infertility risk is 7 % for 20-24 year old women,4 11 

% for 25-29 year old women, 17 % for 30-34 year old women and 23 % for 35-40 year old 

women (Chandra et al, 2005). Data from retrospective surveys such as the NSFG are seen as 

being most trustworthy even if it may be difficult for a woman to remember exactly when she 

began trying to become pregnant (Högberg, 1998).5 A European study in which infertility 

levels are in line with the levels of NSFG surveys is ‘Netherlands Fertility and Family 

Survey’ from 1998. It shows that 14-20 % of the women under 30 years and about 21-23 % 

of women aged 30 and older did not become pregnant within 12 months (Steenhof and de 

Jong, 2001). The reason for using the risk estimates from the NSFG 2002 survey and, not 

from the Netherlands survey, is that the NSFG survey has been conducted six times during 

the 1973-2002 period and the infertility levels are nearly the same in all of the NSFG surveys, 

indicating robustness. Another reason is that the NSFG survey is well documented, has a high 

response rate among women (80 %) and it separates among women who are sterilized, who 

have tried to become pregnant longer than 3 years, who are fecund but for whom a pregnancy 

                                                 
3 The NSFG survey measures the infertility rates of women who had not become pregnant during the 12 months  
(or more) proceeding the time of the interview. Surgically sterilised couples are excluded from the survey. There 
are some possible sources of estimation bias in the NSFG survey. Their assumption that all couples using 
contraceptives are fertile may decrease the overall estimate of infertility, and it is also possible that couples 
choosing to be sterilized have a higher than average fertility rate, boosting the NSFG overall estimate since this 
group was excluded from their study.  
4 The youngest age-group in the 2002 survey is very large (15-29 years) and it also includes 15-19 year old 
women, who we perceived to be far too young to participate in this study. Therefore we divide the age groups 
according to the NSFG 1976 survey, i.e. 20-24, 25-29, 30-34 and 35-40 years. We also use the risk for 20-24 
year old women from the NSFG 1976 survey. The risks in the 2002 survey are 11 % for 15-29 year old women, 
17 % for 30-34 year old women, 23 % for 35-40 year old women, while they in the 1976 survey are 7 % for 20-
24 year old women, 11 % for 25-29 year old women, 16 % for 30-34 year old women, and 23 % for 35-40 year 
old women, i.e. very similar levels (National Center for  Health Statistics, 1987). 
5 The other two ways to measure infertility risks are: age-specific pregnancy rates in natural populations 
(populations where contraception and abortion are not allowed or used) and age-specific pregnancy rates with 
artificial insemination in modern populations. The major disadvantage of studies done in natural populations is 
that the type of data is hard to compare with more modern data, while artificial insemination ends up boosting 
infertility rates and is therefore often criticized since the probability of becoming pregnant artificially is much 
smaller compared to using unprotected intercourses (See e.g. Bongaarts, 1982). A study of artificially 
inseminated women reports that 26-27 % of women 30 or younger, 39 % of women aged 31-35, and 46 % of 
women aged 36-40 did not become pregnant within a one-year period. (Schwartz and Mayaux 1982). A study by 
Tietze (1957) reports the shares of natural population (Hutterites) from the first half of 20th century: 3 % of 
women aged 20-24 were permanently infertile, while the corresponding shares of women aged 25-29, 30-34 and 
35-39 years were 5.3 %, 9.0 % and 22 %. 
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is dangerous, and those who are infertile according to the definition of infertility (Chandra et 

al., 2005). However, the Netherlands survey has the advantage of reporting risk levels of both 

first and second pregnancies. Therefore, we use the results of the Netherlands survey when 

analyzing the second hypothesis of this study.  

 

 

3. The survey and survey design 
In order to answer the first hypothesis (whether women have correct perception of the age-

related risk of female infertility) the respondents were asked to estimate the average risks, 

expressed in percents, for women in four different age groups (20-24, 25-29, 30-34 and 35-40 

years) of not becoming pregnant during a one-year period despite regular unprotected sexual 

intercourse. All questions were open-ended. For example, the question about the general risk 

for the age group 20-24 stated in the questionnaire read:  

 

Question 1. I believe that the average risk for a 20-24 year old woman of not becoming 

pregnant during a time period of one year is……………………………….%  

 

The other questions about general risks were identical with the example above, but the age 

group was different in each case. (The scenario and all the risk questions are included in the 

Appendix). The respondents were also asked to estimate their own risk of infertility. The 

corresponding question for measuring respondents’ personal risk perception read: 

 
Question 5.  Imagine that you want to try to become pregnant. How great, do you believe, is 

your personal risk of not becoming pregnant during a time period of one 

year?..........................% 

 

The second hypothesis (whether the perceptions of the personal risk and the general risk in 

the own age group differ from each other) is tested by comparing the stated personal risks 

with the general risks that the respondents stated for their own age groups, and not by 

comparing the stated risks with any available actual risks. It is also worth noting that the 

woman in her own age group to whom the respondents were asked to state the risk of 

infertility for might be either a mother or a woman without children. In order to make this 

comparison as strict as possible, the question about the personal risk immediately followed 
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the questions about the general risks on the same page in the questionnaire. To be able to 

answer the third hypothesis (which factors can explain the possible difference between the 

stated personal and general risks), and since we hypothesize that the women’s risk 

perceptions depend on their own previous experiences of becoming pregnant and whether 

they want to have a/another child or not, the respondents were asked whether they had 

children and whether (and if so when) they would like to have a/another biological child. 

Moreover, the importance of being fertile per se might also affect the risk perception. If 

important, it is possible that a woman states lower risks than those who perceive it less 

important. Therefore, we also asked the respondents how important they perceive being 

fertile is, regardless if they want to have children or not. 

 

The survey (1,800 questionnaires) was sent out by mail to a random sample of women 20-40 

year old women in November 2005 in Sweden. Postcards were sent out as a single reminder 

10 days after the final questionnaires had been mailed out. Because infertility may be a 

sensitive issue for many, the respondents were kept completely anonymous.6 

 

 

4. Results 
 

4.1 Descriptive statistics 

The overall response rate was 47 percent after adjusting for those who had moved. Because 

the main objective of the paper is to compare the stated personal and general risks, 

respondents who did not answer the risk questions (17 individuals), sterilized women (12 

individuals), and the respondents who misunderstood the question about personal risk (9 

individuals) are excluded from the analysis.7 It is likely that several persons reported the 

chance of becoming pregnant instead of the risk of not becoming pregnant, i.e. the claimed 

risks clearly decreased with increasing age. The respondents who confused the chance to and 

                                                 
6 The first pilot survey consisted of 45 questionnaires e-mailed in October 2004 to a sample of women aged 20 
to 40. The resulting revised questionnaire was tested by a focus group, and then a second pilot study was 
performed, consisting of 200 questionnaires sent out in October 2005 by regular mail to a random sample of 20 
to 40 year old women living in Sweden. The questionnaire was again revised based on the comments and the 
results of the second pilot study. 
7 The most common misunderstanding was that a pregnant woman stated 100 % as her personal risk of 
infertility. She was logically thinking that it is not possible for her to become pregnant one more time during the 
next 12 months but her personal risk is certainly not 100 %. Sterilized women were excluded in the NSFG 2002 
survey as well. 
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risk not to become pregnant are excluded from the analysis (23 individuals), since it is hard to 

say whether they inverted all risks or only the general risks. 

  

Table 1. The descriptive statistics for the whole sample. 
Variable 

 
Description of the independent variables 

 
Mean 

 
Std. Dev. 

 
Mother =1 if the respondent has children  0.53 0.50 
Mother, no more 
children 

=1 if the respondent has children and does not want/ 
does not know if she wants more children. 

0.35 0.48 

Mother; a child 
within 3 years 

=1 if the respondent has children and wants to have a 
child within 1-3 years. 

0.13 0.33 

Mother; a child 
but do not know 
when 

=1 if the respondent has children and wants to have a 
child but does not know when. 

0.05 0.21 

Non-mother; no 
children * 

=1 if the respondent has not children and does not 
want/ does not know if she wants to have achild. 

0.07 0.25 

Non-mother; a 
child within 3 
years 

=1 if the respondent does not have children but wants 
to have a child within 1-3 years. 

0.16 0.36 

Non-mother; a 
child but do not 
know when 

=1 if the respondent does not have children yet wants 
to have a child but does not know when. 

0.23 0.42 

Friends/relatives 
over 35 

=1 if the respondent has close friends or relatives who 
became pregnant ≥ 35 years old. 

0.73 0.44 

Fertility is 
important 

=1 if the respondent thinks that being fertile is 
important regardless of wishing to have a child. 

0.74 0.44 

Sure; personal 
risk 

=1 if the respondent feels very or quite sure about her 
personal risk level. 

0.42 0.49 

Age 25 =1 if the respondent is 25-29 years old. 0.22 0.42 
Age 30 =1 if the respondent is 30-34 years old. 0.26 0.44 
Age 35 =1 if the respondent is 35-40 years old. 0.32 0.47 
Big city =1 if the respondent lives in Stockholm, Gothenburg or 

Malmö, i.e. in one of the 3 biggest cities in Sweden. 
0.32 0.47 

University =1 if the respondent has a university education. 0.45 0.50 
Student =1 if the respondent is a student. 0.19 0.39 
Partner =1 if the respondent is married or cohabiting. 0.71 0.45 
Income = The monthly pre-tax income of the respondent, 

expressed in 1000 SEK.8 
17.14 9.03 

No. of women 748   
*= the reference group in the ordered probit regression (Section 4.4) 

 

As reported in Table 1, 53 percent of the respondents answering this survey have children. 

About 29 percent of the respondents want to have a child within the next 1-3 years, and 13 

percent are mothers wishing to have another child. On the other hand, 7 percent of the non-

mothers and 35 percent of the mothers do not wish to have (more) children. About 73 percent 

of the respondents have close friends or relatives who have become pregnant at the age 35 or 

later, confirming the fact that Swedish women are today older when becoming pregnant. A 

large majority, 74 percent of the respondents, feel that being fertile per se is important, i.e. 

                                                 
8  At the time of the survey 7.50 SEK ≈ 1 USD. 
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regardless of whether they wish to have a child (children) or not. Furthermore, 42 percent of 

the women feel quite sure or very sure about their personal risk levels. When comparing the 

descriptive statistics of the respondents with the national statistics, we find that the numbers 

of respondents in each age group correspond well with the shares of women of these ages 

living in Sweden.9 Similarly, in terms of the share of women who have children, it is the same 

in this study as at the national level (Statistics Sweden, 2002).10 However, the share of 

respondents with a university education is significantly higher in this study than in Sweden as 

a whole (Statistics Sweden, 2004). We tested whether this overrepresentation affects the 

stated risks or not, which was not the case. We therefore proceed with the whole sample. The 

three hypotheses presented in the introduction will now be investigated one by one. 

 

 

4.2 Perceptions of the general and personal risks of age-related female infertility 

The first hypothesis is: Women between 20 and 40 years of age are aware that the risk of 

female infertility increases with age, but they do not have a correct perception of the 

magnitude of this general risk at different ages.  

 

The answers to the general risk questions are used to investigate whether women are aware of 

the relationship between age and infertility. Table 2 reports the mean and median stated 

general and personal risk levels for the four age groups (20-24, 25-29, 30-34 and 35-40 

years). Since it is highly plausible that the perceptions of women with and without children 

differ, the stated risks are reported separately for mothers and non-mothers. Furthermore, 

since the reported infertility distributions are skewed, both the mean and median values are 

reported and commented on. The actual risks according to the NSFG 2002 survey are also 

reported in the table.  

                                                 
9 The differences between the means are bootstrapped 1000 times for each variable. By using the percentile 
method and the 95 % confidence interval, it can be shown whether the means significantly differ from each 
other at the 5 % significance level. (The 95 % confidence interval is created by calculating relevant percentiles, 
which in this case are the 2.5th and 97.5th percentiles. These make the lower and upper bounds for the 95 % 
confidence interval). It should be noted that the advantage of the percentile method is that it makes no 
assumption about the underlying distribution (Efron and Tibshirani, 1998).  
10 About 80 % of 35-40 year old women living in Sweden have children younger than 18 years (Statistics of 
Sweden, 2002), while 80 % of the respondents in the sample aged 35-40 have children. About 41 % of women 
aged 20-44 years in Sweden have university education (Statistics Sweden, 2004). 
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Table 2. The stated mean and median general and personal risks of infertility compared to the actual risk levels 
from the NSFG survey (2002). Results of the whole sample, and of the sample divided between mothers and 
non-mothers. 
Age group Actual 

risks 
NSFG 
2002 

Stated 
mean risks, 
whole 
sample 

Stated 
mean 
risks, 
mothers 

Stated 
mean 
risks, non-
mothers 

Stated 
median 
risks, 
whole 
sample 

Stated 
median 
risks, 
mothers 

Stated 
median 
risks, non-
mothers 

General risks 
20-24 years 7 % 13 %  12 % 14 % 10 %  10 % 10 % 
25-29 years 11 % 18 %  17 % 19 % 15 %  15 % 15 % 
30-34 years 17 % 27 %  26 % 29 % 25 %  25 % 25 % 
35-40 years 23 % 40 %  38 % 42 % 40 %  40% 40 % 

Personal risks 
Age        
20-24 years  17 %  6 % 18 % 10 % 5 % 10 % 
25-29 years  21 % 16 % 23 % 10 % 10 % 15 % 
30-34 years  23 % 19 % 34 % 15 % 10 % 30 % 
35-40 years  34 % 32 % 43 % 30 % 25 % 45 % 
No. of women  748 397 351 748 397 351 
 

As can be seen from Table 2, the stated mean and median infertility risks increase with age. A 

majority (61 %) of the respondents report higher risks for the older age groups and 95 percent 

report higher or equal risks for the older age groups, meaning that women know that the risk 

of infertility increases with age. Although the mean stated general risks significantly differ 

from the actual risks,11 the median stated general risks for women younger than 30 are close 

to the actual risks, indicating that women are relatively well aware of the risks for 20-29 year 

old women. Knowing that actual risk levels coming from different sources differ a bit, and 

that respondents usually round their answers to the nearest five percentage unit (Manski, 

2004), it is wise to allow for some deviation in the risk perceptions without calling them over- 

or underestimations. On the other hand, both the median and mean stated risks for the oldest 

age group (35-40 years) are 40 percent, which is a clear overestimation. The stated mean and 

median general risks are robust across the respondent ages in this study: Both the mean and 

median risks and the standard deviations are nearly identical with and without the 

respondents younger than 30. Furthermore, whether or not a respondent is a mother does not 

affect the perception of the general risks; the stated median general risks are exactly the same 

in the two groups. The first hypothesis seems to be true: women are aware that the risk 

increases with age. However, the magnitude of the general risk for women aged 35 or older is 

overestimated. 

                                                 
11 The null hypothesis that the mean stated general risk in the sample is equal to the mean actual risk is tested 
using the bootstrapping method. By using the percentile method and the 95 % confidence interval, it can be 
shown that the stated mean general risks are significantly higher than the mean actual risks at the 5 % 
significance level for each age groups.  
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At a first glance, these results seem totally opposite to those by Lampic et al. (2006), who 

found that female and male university students in Sweden underestimated the general risks of 

age-related female infertility. One explanation to the deviation is that the risk levels they 

consider as actual are much higher than the levels used in this study.12 Another reason might 

be that their sample consists only of young students. However, when comparing the stated 

general risk levels in the Lampic et al. study with the stated mean general risks in this study 

and only including female students, the results confirm the fact that women to a high extent 

overestimate the age-related risks of infertility. Actually, a larger and, not smaller, share of 

the female students in the Lampic et al study overestimated the risks compared to both the 

actual risk levels used in their study and the actual risk levels according to NSFG survey 

200213  

 

While the stated mean and median general risks are nearly the same regardless of whether the 

respondent is a mother or not, the stated personal risks are quite different. Mothers state 

significantly lower personal risk levels compared to childless respondents.14 It is possible that 

the non-mothers older than 29 have personal experience of difficulties of becoming pregnant, 

which could partly explain why they state higher personal risks. However, it is more difficult 

to explain why childless women aged younger than 30 (which constitute 71 % of the non-

mothers) state significantly higher personal risks as well. Therefore, we in the next section 

investigate further the difference between stated personal and general risks. 

 

                                                 
12 They use 21-30 % as the actual risk level for women at the age of 25-30 years and 41-50 % for women at the 
age of 35-40 years. 
13 The study by Lampic et. al. (2006) included 222 and this study 147 female students. 26 % of the female 
students in the Lampic et al. study stated risks higher than 30 % for women at the age group 25-30 years, while 
only 9 % of respondents in this study did the same. Similarly, 46 % of the respondents in the study of Lampic et 
al. stated risks higher than 50 % for the women in the age group 35-40 years, while the corresponding share of 
the respondents in this study is 15 %. 
14 The difference between the mean stated personal risks for mothers and women without children are tested as 
before with the percentile method. The results show that the mean stated personal risks of the non-mothers are 
significantly higher than those of the mothers at the 5 % significance level for all age groups. 
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4.3 Comparisons between stated personal and general risks for other same age women 

The second hypothesis is: Women perceive themselves as less vulnerable to the risk of age-

related infertility than other women their age.  

 

The second hypothesis is tested by comparing the stated personal risk with the stated general 

risk for the respondent’s own age group. The strength of this comparison is that it does not 

depend on actual risks, but we can concentrate on the relative risk perceptions of the women. 

Table 3 reports the shares of all respondents, by age group, stating a lower, same, and a 

higher mean personal risk than the general risk for other same age women. 

 
Table 3. Shares of the respondents, by age group, who stated a lower, same, and higher risk for themselves 
compared to same age women, whole sample. Standard deviations are in parentheses. 

The age of 
the 

respondent 

Share of women with 
lower personal risk 

Share of women with 
same personal risk 

Share of women with higher 
personal risk 

20-24 years 30 % 
(46 %) 

37 % 
(48 %) 

33 % 
(47 %) 

25-29 years 36 % 
(48 %) 

33 % 
(47 %) 

31 % 
(46 %) 

30-34 years 56 % 
(50 %) 

24 % 
(43 %) 

20 % 
(41 %) 

35-40 years 49 % 
(50 %) 

27 % 
(44 %) 

24 % 
(43 %) 

Whole sample 44 % 
(50 %) 

29 % 
(46 %) 

27 % 
(44 %) 

No. of women 
 

330 220 198 

Total no. of 
women 

748   

 

As we can see in Table 3, the shares of women with lower, same or higher personal risk are 

very similar for women under 30 years, while women who are older more often perceive that 

their risk is lower compared to same age women: 49-56 percent of the 30-40 years olds stated 

a lower personal risk, while only 30 percent of the youngest women did the same. A Chi-

Square goodness-of-fit test is used to test whether these observed differences are due to 

chance or if they are real differences. The null hypothesis is that 1/3 of the respondents feel 

they are at lower risk, 1/3 that they have the same risk and 1/3 that they are at higher risk than 

other same age women. These tests show that significantly more than one-third of the 

respondents in the whole sample and in the two oldest age groups stated lower personal risks. 

The results are confirmed when the null hypothesis is that 1/2 of the respondents experience 

that they are at lower risk and 1/2 that they are at higher risk than other same age women. 

This means that a majority of the respondents stated a lower personal risk than a general risk 
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for a woman their age.15 So, according to the definition of optimistic bias, it is present among 

women older than 29.  

 

We also want to investigate whether our result of optimistic bias prevail when we divide the 

sample between mothers and non-mothers and analyze the groups separately. According to 

Steenhof and de Jong (2001), women manage to become pregnant sooner with their second 

child than with their first child. It is also known that women who already have one or more 

biological child(ren) have a lower risk of age-related infertility in developed countries (Wulff 

et al., 1997; Högberg, 1998), although age does matter for the probability of a second 

pregnancy as well. Women aged 33-42 fail more often to become pregnant a second time 

compared to younger women (Steenhof and de Jong, 2001). Therefore it is important to 

investigate respondents with and without children separately. Table 4 reports the shares of 

mothers and non-mothers, by age group, who stated lower, the same, and higher personal 

risks relative to the risk for other same age women.  

 
Table 4. The shares of the mothers and non-mothers, by age group, who stated lower, the same, and higher risks 
for themselves relative to other same age women. Standard deviations are in parentheses 
 Lower personal risk Same personal risk Higher personal risk 
The age of the 
respondent 

Mothers  Non-
mothers 

Mothers  Non-
mothers 

Mothers  Non-mothers  

20-24 years 73 % 
(47 %) 

27 % 
(44 %) 

9 % 
(30 %) 

39 % 
(49 %) 

18 % 
(40 %) 

34 % 
(48 %) 

25-29 years 53 % 
(50 %) 

28 % 
(45 %) 

23 % 
(42 %) 

38 % 
(49 %) 

24 % 
(43 %) 

34 % 
(48 %) 

30-34 years 65 % 
(48 %) 

30 % 
(46 %) 

19 % 
(39 %) 

38 % 
(49 %) 

16 % 
(37 %) 

32 % 
(47 %) 

35-40 years 54 % 
(50 %) 

31 % 
(47 %) 

25 % 
(44 %) 

31 % 
(47 %) 

21 % 
(41 %) 

38 % 
(49 %) 

Whole sample 58 % 
(49 %) 

28 % 
(45 %) 

22 % 
(42 %) 

38 % 
(49 %) 

20 % 
(40 %) 

34 % 
(48 %) 

No. of women 
 

231 99 88 132 78 120 

Total no. of 
mothers/non-
mothers 

397 351     

 

The results show large differences between the risk perceptions of mothers and non-mothers. 

For example, 58 percent of all mothers believe that they are at a lower risk than other same 

age women, while the corresponding share of respondents who do not have children is only 

28 percent. The difference is even larger when comparing mothers and non-mothers younger 

than 25 years (73 % respective 27 %). Thus, the optimistic bias is significant for mothers in 

                                                 
15 The respondents who stated the same personal and general risk for their own age group are excluded from this 
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all age groups at the 1 percent level for both the 1/3 and 1/2 null hypotheses. On the other 

hand, there is no optimistic bias at all among the non-mothers regardless their age. Non-

mothers are evenly distributed among the three groups in Table 4. Since the respondents were 

asked to state a general risk for a same age woman who was neither defined as a mother nor a 

non-mother, we expected that more of the respondents would state equal personal and general 

risks than what was the case.  

 

Another interesting question is whether the mothers’ perception of how much lower risk they 

have is realistic compared to actual risks. By using the results of the 1998 Netherlands 

Fertility and Family Survey we are actually able to investigate that. This survey presents 

fertility rate statistics for both first and second pregnancies, which makes it possible to see 

how much lower the risk of fertility is for second time mothers compared to first time 

mothers in four different age groups. Unfortunately, the Netherlands survey age groups for 

first pregnancies are not the same as the age groups used to measure the success rate of 

second pregnancies. Therefore, we compare the infertility rates for only two age groups, i.e. 

for women aged under and over age 30.16 Table 5 reports the mean values of general and 

personal risks stated by mothers and the actual risk levels for first and second pregnancies 

according to the Netherlands survey.  
 
Table 5. Estimated actual infertility risk according to the Netherlands survey 1998, and perceived general and 
personal risks stated by Swedish mothers. 

 The Netherlands survey 1998 Mothers 
Age group General risk 

of infertility 
for 1st 

pregnancy 

General risk 
of infertility 

for 2nd 
pregnancy 

Difference 
between the 
risk levels 

Stated 
mean 

general 
risk 

Stated mean 
personal 

risk 

Difference 
between 

the stated 
risk levels 

< 30 years 18-20 % 14-15 % 4-6 % 14 % 11 % 3 % 
≥ 30 years 23 % 21 % 2 % 32 % 25 % 7 % 

No. of 
mothers 

   397   

 

Table 5 shows that, according to the Netherlands survey, the actual risk of secondary 

infertility is 4-6 percent lower than the risk of primary infertility among women younger than 

30 years, while it is only 2 percent lower for women aged 30 or older. Hence, the age matters 

for the likelihood of a second pregnancy. The last three columns summarize the results of our 

study for the two age groups. Mothers state significantly lower general risks for the younger 

                                                                                                                                                        
alternative test. 
16 The age groups used to report the success rate of first pregnancies are 15-21, 22-25, 26-29 and 30-40 years, 
while the age groups used to report the success rate of second pregnancies are 18-24, 25-28, 29-32, and 33-42 
(Steenhof and de Jong, 2001). 
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age group and significantly higher risks for the older age group compared to the risk levels of 

the Netherlands survey. However, our main interest is the difference between the stated 

general and personal risks. The results show that mothers state 7 percent lower mean personal 

than general risks for women older than 30, while the difference between the risks for first 

and second pregnancies according to the Netherlands study is only 2 percent. Thus, mothers, 

aged 30 and older, have a too optimistic picture of how much easier it is to become pregnant 

the second time compared to the first time.17 This finding is in line with the results by Perloff 

and Fetzer, 1986, Weistein, 1987, and Slovic et al., 2000b. People who have no experience of 

a particular negative life event tend to be more positive than others considering this event.  

 

 

4.4 Factors behind the difference between the stated general and personal risks 

The third hypothesis is: The difference between the stated personal and general risk depends 

on a woman’s own previous experience of becoming pregnant, on how important she 

perceives of being fertile per se, and on whether she wants to have children. 

 

To be able to see what affects the probabilities that the stated personal risks differs from the 

stated general risks for same age women, the respondents are divided into three different 

groups. In the analysis we use an ordered probit model, where the dependent variable is 

whether the respondents state a lower, equal, or higher personal risk than their stated general 

risks for other same age women. Table 6 shows the marginal effects of the ordered probit 

model.  

 

                                                 
17 Whether the deviation in stated risk levels in this study (7 %) significantly differs from the deviation between 
first and second pregnancies according to the Netherlands study (2 %) is tested as before with the percentile 
method. The results show that the difference is significant at 5 % significance level. Moreover, the general risk 
of infertility for the first pregnancy according to the Netherlands study and the general risk of infertility in our 
study are not the same. The average woman that the respondents were asked to state the general risk for could 
either be a mother or a childless woman. This risk is comparable to the weighted average of the risks for first 
and second pregnancies according to the Netherlands study. Therefore, the difference between the risk for first 
and second pregnancies would be even lower for the Netherlands study, which strengthens our results even 
more. 
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Table 6. The marginal effects of the ordered probit model. The dependent variable is whether the respondents 
state a lower, equal, or higher personal risk than they stated as general risks for other same age women. Whole 
sample. 

Variable Marginal 
effect 

p-value Marginal 
effect 

p-value Marginal 
effect 

p-value 

 Women with lower personal 
risk 

Women with same personal 
risk 

Women with higher personal 
risk 

Mother, no 
more children 

0.072 0.001 -0.016 0.000 -0.056 0.422 

Mother; a child 
within 3 years 

0.016 0.387 -0.003 0.300 -0.013 0.850 

Mother; a child 
but does not 
know when 

0.015 0.430 -0.004 0.353 -0.012 0.863 

Non-mother; a 
child within 3 
years 

-0.262 0.000 0.004 0.681 0.257 0.000 

Non mother; a 
child but does 
not know when 

-0.159 0.000 0.020 0.027 0.140 0.025 

Friends/relatives 
over 35 

0.057 0.002 -0.010 0.000 -0.046 0.517 

Fertility is 
important 

0.088 0.000 -0.015 0.000 -0.073 0.325 

Sure; personal 
risk 

0.129 0.000 -0.028 0.000 -0.101 0.167 

Age 25 0.008 0.677 -0.002 0.650 -0.006 0.927 
Age 30 0.043 0.020 -0.009 0.000 -0.033 0.625 
Age 35 -0.046 0.017 0.009 0.114 0.037 0.568 
Big city 0.031 0.098 -0.007 0.015 -0.024 0.723 
University -0.008 0.686 0.002 0.708 0.006 0.927 
Student 0.137 0.000 -0.037 0.000 -0.100 0.154 
Partner 0.082 0.000 -0.014 0.000 -0.068 0.358 
Income 0.003 0.281 -0.001 0.288 -0.002 0.263 
No. of women 330 (44 %)  220 (29 %)  198 (27%)  
 

The results in Table 6 show that the marginal effects capturing the probabilities of mothers 

who want more children are insignificant; the mothers who want an additional child do not 

significantly differ from non-mothers who do not want a child, i.e. from the reference group 

in the regression. This makes it possible for us to directly compare the probabilities of 

mothers and non-mothers who want to have a/another child. We find that the probability of 

stating a higher personal than general risk increases by 26 percentage points if the respondent 

who wants to have a child within three years is a non-mother than if she is a mother who 

wants to have more children. This indicates that non-mothers clearly believe that they have 

higher personal risk than other women their age. On the other hand, a mother who does not 
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want to have more children is more likely to state a lower personal than general risk than all 

other women.18  

 

From a policy point of view the interesting group is women who want to have a/another child, 

but from the risk perception point of view it is an interesting result that women who do not 

want (more) children perceive that they are at lower risk than others. It is difficult to have 

medical explanations for why a non-mother who is pleased to live without children would 

have a lower risk than a non-mother who wants to become pregnant. Unless the non-mothers 

who do not want to have a child (7 % of the sample) are those who know that they have 

difficulties to become pregnant. If so, these women’s wish to remain childless might be a 

reaction to their higher than an average risk of infertility, indicating an endogeneity problem. 

This argument is however less plausible for the mothers (35 % of the sample) who do not 

want to have more children. A better explanation for why these mothers stated a lower 

personal than general risk is that they are pleased with the number of children they already 

have. Thus, it is even more difficult to explain in medical terms why a mother who does not 

want to have more children should have lower risk than a mother who wants to become 

pregnant. One explanation is that these women’s risk perception is affected by their decision 

of not trying to become pregnant 

 

We also find some other interesting results. Respondents with close friends or relatives who 

have become pregnant at the age of 35 or later are more likely to state a risk that is lower than 

the risk they state for other same age women. Thus, positive experiences of persons close to 

one do matter.19 Furthermore, the probability of stating a lower personal than general risk 

increases by 9 percentage points if a respondent feels that being fertile per se is important to 

her, regardless of whether she wants to have (more) children or not.  

 

Summarizing the results of the third hypothesis, it seems that, in line with our hypothesis, a 

woman’s own previous positive experience of becoming pregnant does matter for her risk 

perception. Mothers are more likely to state lower personal than general risks compared to 

                                                 
18 The respondents who do not know if they want to have (more) children are also included in the variables: 
mother; no more children and in the reference group non -mother; no child. The others responded that they were 
very or quite sure about wishing to have (more) children. 
19 According to Kohler (2000) individual’s fertility behavior depends also on the fertility behavior of other 
individuals in society. Although Kohler discusses the number of births, which is somewhat different, the 
message is the same. Social interactions do matter for a woman’s fertility behavior, her timing of births and/or 
her perceptions of the risk of infertility. 
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non-mothers who want to become pregnant. Moreover and contrary to our hypothesis, a wish 

to have a child does not decrease the perception of the personal risk level; it instead increases 

it among all women. A possible explanation might be that, according to Weber (1994), people 

are sensitive to the consequences of making a misjudgement of a quantity they are asked to 

estimate. The more negative the outcome, the greater the cost of a wrong decision due to the 

underestimation. And the outcome of not becoming pregnant is likely to be assumed to be 

highly negative for many women who want to have a child. Finally, if a woman perceives that 

being fertile is important per se she also more likely believes that she has a lower risk than 

other same age women. This result is in line with Dunning et al. (1991), who found that the 

more important people consider an attribute the more they perceive that they have it. 

 

 

5. Conclusions and discussion 
The desire of having children has not changed during the last decades, while the average age 

of first-time mothers has increased steadily in several Western countries (Council of Europe, 

2004). Therefore, this study, based on a random representative sample of Swedish females 

20-40 years of age, attempts to find out whether women are aware of the magnitudes of age 

related infertility risks. Both the individuality of the risk and the fact that the actual risk levels 

might differ depending on the used estimation method make the risk levels more difficult to 

state. Even if it can be hard to interpret the results of this study as exact risk levels, the trend 

is clear. Swedish women are well aware of the risk levels for young women but they clearly 

overestimate the risks for women older than 34. There are several potential reasons why 

women overestimate the general risks for women over 34 years. Firstly, the age of 30 is often 

described as ‘critical’ (Steenhof and de Jong, 2001). Other studies indicate that the female 

age-related infertility increases somewhat before age 30 and then significantly more so after 

the age of 35 (Leridon, 2004; Infomedica, 2004). One very reasonable explanation for the 

overestimation of the risks is therefore that information about the ages 30 or 35 as being 

‘critical’ has reached the respondents, making them believe that the risks are even higher than 

they actually are.  

 

A further objective of this paper was to investigate whether an individual’s perceptions of 

personal risk and general risk differ from each other. We found that a large majority of 

mothers, regardless their age, believe to be at a lower risk than an average same-age woman, 
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while the childless women do not. Hence, there is an optimistic bias among mothers, even if 

we account for the fact that mothers generally have a lower than average risk than non-

mothers. Moreover, we found that mothers aged 30 and older have a too optimistic picture of 

how much easier it is to become pregnant the second time compared to the first time, which 

strengthens further our result about optimistic bias among mothers. These findings are also in 

line with the articles by Perloff and Fetzer (1986), Weinstein (1987) and Slovic et al. (2000b): 

People who have no experience from a negative life event tend to be more positive than 

others. It is also very unlikely that a majority of all childless women aged 20-40 really have 

higher than average risks of age-related infertility, especially among those 71 percent of the 

respondents without children who are younger than 30.  

 

Consequently, the results of this study highlight several facts that are interesting from a 

policy point of view: Women are quite well aware of the general risks of infertility; they do 

not believe that that the risks are lower than they are. Moreover, perceptions of the general 

risks do not differ between women who have children and childless women. On the other 

hand, we found large difference in the risk perceptions between general and personal risks 

among mothers who in general have too optimistic picture about their own fertility level. 

Thus, even if mothers are aware of the general risk levels they do not believe that the risks 

apply to themselves, which naturally makes it harder to inform mothers about the risk. How 

correct a woman’s risk perception is, matters also for other women’s risk perceptions. 

According to Coleman (1993) and Lampi (2007), interpersonal information channels as 

friends and relatives affect the general risk perception, especially when information based on 

the experiences of peers is concerned to be very credible (Tonn et al.,1990). This means that 

women, regardless whether they are mothers or not and whether they want to become 

pregnant or not, spread information (correct or incorrect) from the risk of age-related 

infertility to other women.  

 

Finally, it seems that risk perceptions of infertility are also affected by psychological factors; 

a woman who perceives that being fertile per se is important is also more likely to perceive 

that she is more fertile than other same-age women. Moreover, the exposure to the risk of 

infertility is possible to avoid if a woman does not want to become pregnant: We found that a 

woman who does not want to have (more) children is more likely to believe that her own risk 

is lower than average compared to a woman who wants (more) children. Further research is 
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needed to determine whether non-exposure to a risk can explain why people perceive 

themselves as less vulnerable to the risk in terms of risks other than the one studied here. 



 21

References 

Adserà A. (2004), Changing fertility rates in developed countries. The impact of labour 
market institutions, Journal of Population Economics, 17, 17-43. 

Becker G. S. (1981), A treatise on the family, Harvard University Press, Cambridge, 
Massachusetts, 1981. 

Benjamin D. K., W. R. Dougan and D. Buschena (2001), Individuals´ estimates of the risk of 
death: Part II- New evidence, Journal of Risk and Uncertainty, 22 (1), 35-57. 

Björklund A. (2006), Does family police affect fertility, Lessons from Sweden?, Journal of 
Population Economics, 19, 3-24. 

Black W.C, R. F. Nease Jr, and A. N. Tosteson (1995), Perceptions of breast cancer risk and 
screening effectiveness in women younger than 50 years of age, Journal of the National 
Cancer Institute 17; 87 (10), 720-731. 

Bongaarts J.  (1982), “Infertility after age 30: A false alarm”, Family Planning Perspectives, 
14 (2), 75-78. 

Chandra A., GM Martinez, WD Mosher, JC Abma, and J. Jones (2005), Fertility, family 
planning, and reproductive health of U.S. women: Data from the 2002 National Survey 
of Family Growth, U.S. Department of Health and Human Services 23 (25), National 
Center for Health Statistics. 

Coleman C-L. (1993), The influence of mass media and interpersonal communication on 
societal and personal risk judgements, Communication Research, 20 (4), 611-628. 

Council of Europe (2004), Demographic year book 2004, 
http://www.coe.int/t/e/social_cohesion/population/demographic_year_book/2004_Editi
on/RAP2004%20Note%20synth+%20INTRO%20E.asp#TopOfPage. 

Dunning D., M. Perie and A. L. Story (1991), Self-serving prototypes of social categories, 
Journal of Personality and Social Psychology, 61 (6), 957-968. 

Efron B. and R. J. Tibshirani (1998), An introduction to the Bootsrap, Chapman & Hall/CRC, 
U.S.A, 1998, p. 55. 

Gustafsson S. and C. Wetzels (2000), Optimal age at first birth: Germany, Great Britain, the 
Netherlands and Sweden In Gustafsson Siv and Daniéle Meulders (eds.), Gender and 
the Labour Market, Econometric Evidence of Obstacles to Achieving Gender Equality, 
London: MacMillan Press Ltd. 2000. 

Gustafsson S. (2001), Optimal age at motherhood. Theoretical and empirical considerations 
on postponement of maternity in Europe, Journal of Population Economics, 14, 225-
247. 

Gustafsson S. (2005), Having kids later. Economic analyses for industrialized countries, 
Review of Economics of the Household, 3, 5-16 

Heckman J. and J. Walker (1990), The relationship between wages and income and the timing 
and spacing of births: Evidence from Swedish longitudinal data, Econometrica 58, 
1411-1441. 

Hoem B. (2000), Entry into motherhood in Sweden: the influence of economic factors on the 
rise and fall in fertility, 1986-1997, Demographic Research, 2 (4). 

Högber U. (1998), Epidemiologska synpunkter på fekunditet och infertilitet In: Ofrivillig 
barnlöshet, N-O. Sjöberg (ed.), Rapport nr: 37, Arbets- och Rferensgruppen för 
Ofrivillig Barnlöshet 1998. 

Infomedica (2004), homepage www.infomedica.se/artikel.asp?CategoryID=11729 
Kohler H-P. (2000), Social interactions and fluctuations in birth rates, Population Studies, 54 

(2), 223-237. 
Lampi E. (2007), What do friends and media tell us? How different information channels 
affect women’s risk perceptions of age-related female infertility. Working paper, University 
of Gothenburg. 



 22

Lampic C., A. Skoog Svanberg, P. Karlström and T. Tyden (2006), Fertility awareness, 
intentions concerning childbearing, and attitudes toward parenthood among female and 
male academics, Human Reproduction, 21 (2), 558-564. 

Leridon H. (2004), Can assisted reproduction technology compensate for the natural decline 
in fertility with age? A model assessment, Human Reproduction, 19 (7), 1548-1553. 

Löfström Å. (2003), Att lillan kom till jorden…..Barnafödande och konjunktur under det sena 
1900-talet, Working Paper, Department of Economics, Umeå University, Umeå 2003 

Manski C. F. (2004), Measuring expectations, Econometrica, 72 (5), 1329-1376. 
Martin S. P. (2000), Diverging fertility among U.S. women who delay childbearing, 

Demography, 37 (4), 523-533. 
Menken J. (1985), Age and fertility: How late can you wait?, Demography, 22 (4), 469-483. 
National Center for Health Statistics, W. D. Mosher and W. F. Pratt (1987), Fecundity, 

infertility, and reproductive health in the United States, 1982, Vital and Health Statistics 
Series 23 (14). DHHS Pub No (PHS) 87-1990 U.S., Public Health Service Washington 
U.S., Government Printing Office, May 1987. 

Perloff L.S. and B.K. Fetzer (1986), Self-other judgements and perceived vulnerability to 
victimization, Journal of Personality and Social Psychology, 50 (3), 502-510. 

Santos-Pinto L. and J. Sobel (2005), A model of positive self-image in subjective 
assessments, The American Economic Review, 95 (5), 1386-1402. 

Schwartz D. and MJ. Mayaux (1982), Female fecundity as a function of age: results of 
artificial insemination in 2193 nulliparous women with azoospermic husbands. 
Federation CECOS., New England Journal of Medicin, 306 (7), 404-406. 

Sjöberg L. and J. Fromm (2001), Information technology risks as seen by the public, Risk 
Analysis, 21 (3), 427-441. 

Sjöberg L. (2002), Risk, politik och näringsliv, working paper, Center for Risk Research, 
Stockholm School of Economics. 

Slovic P., B. Fischhoff and S. Lichtenstein (2000a), Rating the Risks In: P. Slovic (ed.) The 
Perception of Risk, Earthscan Publications Ltd, London ans Sterling 2000. 

Slovic P., B. Fischhoff and S. Lichtenstein (2000b), Accident probabilities and seat belt 
usage: A psychological perspective In: P. Slovic (ed.) The Perception of Risk, 
Earthscan Publications Ltd, London ans Sterling 2000. 

Statistics Sweden (2001), Varför föds det så få barn? Resultat av en enkätundersökning om 
vad som påverkar beslutet att få barn. Demografiska rapporter 2001:1. 

Statistics Sweden (2002), Pappa och barn, VälfärdsBulletinen, No. 4. 
Statistics Sweden (2005), Medelåldern vid första barnets födelse 1970-2004, homepage 

http://www.scb.se/templates/tableOrChart____142439.asp. Attached, 2008-04-01. 
Statistics Sweden (2004), “Population aged 16-74 by level of education, sex and age 2004”, 

homepage: http://www.scb.se/templates/Product____9577.asp. Attached 2006-09-01. 

Steenhof L. and A. de Jong (2001): In fecundity: a result of postponed childbearing?, 
Statistics Netherlands, Department of Population. 

Svenson O. (1981), Are we less risky and more skilful than our fellow drivers? Acta 
Psychologica, 47 (2), 143-148. 

Taylor S. E. and J. D. Brown (1988), Illusion and well-being: A social psychological 
perspective in mental health, Psychological Bulletin, 103 (2), 193-210. 

Tietze C. (1957), Reproductive span and rate of reproduction among Hutterite women”, 
Fertility and Sterility, 8 (1), 89-97. 

Tonn B. E., C. B. Travis, R. T. Goeltz and R. H. Phillippi (1990), Knowledge-based 
representations of risk beliefs, Risk Analysis, 10 (1), 169-184. 



 23

van der Pligt J. (1996), Risk perception and self-protective behavior, European Psychologist, 
1 (1), 34-43. 

Weber E.U. (1994), From subjective probabilities to decision weights: The effect of 
asymmetric loss functions on the evaluation of uncertain outcomes and events, 
Psychological Bulletin, 115 (2), 228-242. 

Weinstein N. D. (1980), Unrealistic optimism about future life events, Journal of Personality 
and Social Psychology, 39 (5), 806-820. 

Weinstein N. D. (1987), Unrealistic optimism about susceptibility to health problems: 
conclusion from a community-wide sample, Journal of Behavioural Medicine, 10 (5), 
481-500. 

Wulff M., U. Högberg and H. Stenlund (1997), Infertility in an industrial setting: a 
population-based study from Northern Sweden, Acta Obstet Gynecol Scand. 76 (7), 
673-679. 



 24

Appendix A 
Part 2 – Questions about the age-related risk of female infertility 
 
Nowadays, we establish families later in life than previous generations did. The average age of 
Swedish first-time mothers is now 29 years, which is up five years from 30 years ago. Age affects the 
fertility of a woman, even if fertility is a very individual issue. Infertility is defined as when a woman 
regularly tries to but does not become pregnant without medical assistance during a period of one 
year. Although, it is possible that she becomes pregnant after for example three years, with or without 
medical assistance. While infertility can be due to several reasons, this study investigates only how 
age affects female infertility. 
 
Questions 1-4 below are about women of different ages. Imagine that these women try to become 
pregnant and that their partners are perfectly fertile. I want to know what you believe the risk of age-
related infertility is for a woman in every age group. Question 5 is about what you believe your own 
risk is. 
 
The number you state as a percentage rate in questions 1-4 indicates the number of women out of 100 
in that age group who will not become pregnant in a one year period without medical assistance, 
despite trying regularly. Answer the questions even if you feel unsure about the percentage rates. For 
this study, it is important to find out what you believe the risks are. You can always go back and 
change your answers if you like. 
 
 
Question 1. I believe that the average risk for a 20-24 year old woman of not becoming pregnant 
during a time period of one year is……………………………….%  
 
 
Question 2. I believe that the average risk for a 25-29 year old woman of not becoming pregnant 
during a time period of one year is……………………………….% 
 
 
Question 3. I believe that the average risk for a 30-34 year old woman of not becoming pregnant 
during a time period of one year is……………………………….% 
 
 
Question 4. I believe that the average risk for a 35-40year old woman of not becoming pregnant 
during a time period of one year is……………………………….% 
 
 
Note: Question 5 below is about you personally.  
 
 
Question 5.  Imagine that you want to try to become pregnant. How great, do you believe, is your 
personal risk of not becoming pregnant during a time period of one year?..........................% 
 
 
Space for your own comments……………………………………………………………….. 
…………………………………………………………………………………………………
…………………………………………………………………………………………………
…………………………………………………………………………………………..............
...................................................................................................................................................... 
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What do friends and the media tell us? 

How different information channels affect women’s risk 

perceptions of age-related female infertility  
 

 

Elina LampiA 

 

 

Abstract 

Based on a survey given to a random sample of Swedish 20-40 year old females, this paper 

investigates through which channels women receive information about the general risk levels 

of age-related female infertility and how the different channels affect women’s perceptions of 

the risk. We find that the media reach women of all ages, while only about one woman in four 

has received information from the health care system. We also found that what peers say and 

do strongly affect women’s risk perceptions: The respondents who had obtained information 

from friends and relatives were more likely to state too high risks, while a woman with close 

friends or relatives who became pregnant at age 35 or older was more likely to have a correct 

perception of the risks. Since women are most interested in receiving information from the 

health care system, we argue that health care workers should inform women earlier than what 

happens today.  
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1. Introduction 
A woman’s risk of not being able to become pregnant increases with age. Since no available 

medical test is able to reveal a woman’s personal risk, it is important for a woman to have 

knowledge about the general risk levels and how they change with age. Interesting issues 

therefore include how women obtain information about this risk of age-related female 

infertility and how the different information channels affect their risk perceptions. Infertility 

is defined as a state where a healthy couple of childbearing age tries to but does not manage 

to become pregnant within a 12-month period without using any type of contraceptive. Thus, 

infertility does not indicate sterility but instead highlights a group of individuals having 

trouble becoming pregnant and who may need medical assistance (Infomedica, 2004). A 

biased risk perception is undesirable for a woman who wishes to become pregnant; 

overestimation creates an unnecessary worry and underestimation may result in serious 

disappointments if it becomes difficult to become pregnant. Moreover, to be able to plan the 

timing of births together with other important life decisions such as education etc., it is 

important for a woman to be aware of how the risk increases with age. Thus, it is not 

sufficient to know the general risk level for the own age group only. Another reason why it is 

important for women to have knowledge about the changes in risk due to increasing age is as 

shown in this paper: Women are themselves information spreaders when they talk with their 

peers about the risks.  

 

The objectives of this paper are to investigate: (1) from what sources women receive 

information about the general risks of age-related female infertility, (2) how different 

information channels affect risk perception, and (3) who would like to have more 

information, and from what source(s)? To be able to address these objectives, 2,000 

questionnaires were mailed out to a random sample of 20-40 year old women living in 

Sweden. The respondents were asked to identify from which sources they had obtained 

information and from where they would like to receive more information. They were also 

asked to estimate the general risks of female infertility for four different age groups (20-24, 

25-29, 30-34, and 35-40 years). 

 

According to Weaver and Wakshlag (1986), personal experiences have the strongest impact 

on a person’s beliefs, followed by information from peers, and then all other information 

channels. A woman may have personal experience of pregnancy and/or of trying to become 
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pregnant, which gives her some kind of perception of the infertility risks, both on a personal 

and a general level. Women might also be affected by information they get through both 

formal and informal channels, e.g., from the health care system, different media sources, 

and/or discussions with friends and relatives. A woman’s risk perception might also be 

influenced by the ages at which her close friends and relatives became pregnant. The degree 

to which information is adopted by people depends on how credible they think the source of 

the information is (Wiegman and Gutteling, 1995). According to Tonn et al. (1990), 

information based on the experiences of peers is considered to be especially credible.  

  

How the media affects risk perception is a debated issue. Some studies have shown that the 

media makes people aware of risks (see for example Wiegman and Gutteling, 1995), and 

Kasperson et al., (2003) found that high media coverage alone does not increase perceived 

risks. Several previous studies have reported that experiences of peers affect people more 

than the mass media does (McAlister, 1987; Rogers, 1987; Tonn et al., 1990; Chang and 

Kinnucan, 1991; Wåhlberg and Sjöberg, 2000)1, and if the object of the risk is straight out 

feared, rumors within peer groups may be a significant element in forming people’s 

perceptions (Kasperson et al., 1988).  However, the information women receive might not be 

correct. Incorrect information has an opportunity cost since it may crowd out more correct 

information in a person’s mind. It is therefore important to investigate how different 

information channels affect risk perceptions of age-related infertility. 

 

Furthermore, infertility is a sensitive issue and we know that people react differently to 

information. Increasing the amount of information for individuals not wanting it increases 

their stress levels and causes anxiety, while extra information reduces the stress of individuals 

who are information seekers (Miller and Mangan, 1983). Some people may choose to totally 

ignore the information if it is seen as too negative (Bénabou and Tirole, 2002). We therefore 

ask: who wishes to be informed about the risks, and from which sources do they want 

information. We then compare these sources with the sources they actually receive 

information from.  

 

                                                 
1 According to McAlister (1987) and Rogers (1987), it is well-known that the mass media channels are effective 
in creating awareness but that peers are often the most influential in an individual’s decision to adopt or reject 
new information and to change or not change her behavior. According to Tonn et al. (1990), personal experience 
and/or communications may be needed to make knowledge relevant for a person. 
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We also include a test of media information that investigates whether a peak in the media 

coverage of the general risks of age-related female infertility affects women’s risk 

perceptions. This was possible for us to do since only two days before the survey had been 

planned to be mailed out, several major newspapers in Sweden published articles based on 

the public health study by Lampic et al., (2006). Newspapers reported the findings that female 

and male university students in Sweden have overly optimistic perceptions of women’s 

chances of becoming pregnant, especially for women age 35 and older. Headlines such as 

“Swedish students at risk for childlessness – both men and women overestimate fertility after 

age 35” (Svenska Dagbladet, 2005) and “Swedish students know too little about fertility – 

 both men and women overestimate the possibilities to have a child after 35 and researchers 

warn that the consequences might be involuntary childlessness” (Göteborgs Posten, 2005) 

were common. However, these articles did not say anything about the actual risk levels. To be 

able to see whether these kinds of articles affect women’s risk perceptions, 200 of the 2,000 

questionnaires were not sent out with the others but instead to another random sample of 

women two months later. This way of testing is in line with several previous studies about 

how media affects risk perceptions; see for example Soumerai et al., (1992) on how media 

can play a central role in decreasing the use of aspirin among children. Similarly, several 

studies have shown that negative health risk information from the media has significant 

effects on food demand (Chang and Kinnucan, 1991; Burton and Young, 1996; Verbeke and 

Ward, 2001)2.  

 

The remainder of this paper is organized as follows. Section 2 describes the survey, its 

design, and the actual risk levels used in this study. Section 3 reports the descriptive statistics 

and the empirical results from the analyses associated with the objectives of this paper. 

Finally, Section 4 discusses the results and concludes the paper.  

 

                                                 
2 According to Chang and Kinnucan (1991), information about the connection between blood cholesterol and 
dietary fats decreased the consumption of butter in Canada. They also found that an industry advertising 
campaign increased the demand for butter. According to Verbeke and Ward (2001), negative information about 
meat decreases the consumption of meat and affects what kind of meat people want to buy. 
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2. The survey and survey design 
In order to investigate the objectives of this study, the respondents were asked to estimate the 

risks of female infertility3 for four different age groups (20-24, 25-29, 30-34, and 35-40 

years). The part of the survey containing the scenario and all four risk questions are included 

in the Appendix. As an example, we show the question about the general risk for the 20-24 

age group4:  

 

Question 1. I believe that the average risk for a 20-24 year old woman of not becoming 

pregnant during a time period of one year is……………………………….%  

 

Furthermore, the respondents were asked whether they had received information about the 

risks of age-related female infertility and whether they would like to get more information. 

They were also asked to identify from what sources they had obtained information and from 

where they would like to receive more information. The questionnaire also included questions 

about whether the respondent wished to become pregnant (and if so, when). Since the subject 

of infertility may be sensitive to many, the respondents were completely anonymous.  

 

The survey was mailed out in two rounds to a random sample of 20-40 year old women living 

in Sweden.5 The first 1,800 questionnaires were sent out in November 2005, and the 

remaining 200 in January 2006. The overall response rate was 47 percent. The reason for 

sending out some of the questionnaires in January was that only one day before the survey 

had been planned to be mailed out in November, several major newspapers in Sweden 

published articles based on the public health study by Lampic et al. (2006) about how male 

and female university students in Sweden underestimate the age-related decline in female 

fertility, especially among women aged 35 or older. We saw this as a good opportunity to test 

whether articles of this kind could affect women’s risk perceptions. If there is such an effect, 

then those who answered the questionnaire directly after the large media coverage should 

have stated higher risks than those who received the questionnaire two months later. 

                                                 
3 Meaning not becoming pregnant despite regular unprotected intercourse during a one-year period. 
4 The respondents were also asked to state what they believe their personal risk to be. The stated personal risks 
are however not the objective of this paper. For a discussion on how the stated personal and general risk 
perceptions differ, see Lampi (2006). 
5 The first pilot survey consisted of 45 questionnaires sent out by e-mail in October 2004 to a non-random 
sample of 20-40 year old women. The resulting revised questionnaire was tested on a focus group, and then a 
second pilot study was carried out, where 200 questionnaires were sent out in October 2005 by regular mail to a 
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Postcards were sent out to all respondents as a single reminder 10 days after the 

questionnaires (in both November and January).  

 

The ”actual” risks of age-related infertility used in this paper are estimates based on age-

specific pregnancy rates with unprotected intercourse for modern populations.6 The infertility 

risk levels are collected through interviews performed by the National Survey of Family 

Growth (NSFG) in 2002 in the U.S.7 According to the 2002 study (including over 7,600 

women), the infertility risk is 7 % for 20-24 year old women, 11 % for 25-29 year old 

women, 17 % for 30-34 year old women and 23 % for 35-40 year old women (Chandra et al, 

2005).8 Infertility risks collected from retrospective surveys such as the NSFG are seen as the 

most trustworthy even if it may be difficult for a woman to remember exactly when she began 

trying to become pregnant (Högberg, 1998). The NSFG surveys have been conducted six 

times during the 1973-2002 period and the infertility levels are nearly the same in all of the 

NSFG surveys, indicating robustness. 

 

                                                                                                                                                        
random sample of 20-40 year old women living in Sweden. The questionnaire was again revised based on the 
comments and results of the second pilot study. 
6 The two other ways to measure infertility risks are: age-specific pregnancy rates in natural populations 
(populations where contraception and abortion are not allowed or used) and age-specific pregnancy rates with 
artificial insemination in modern populations. The major disadvantage of studies done in natural populations is 
that the type of data is hard to compare with more modern data, while artificial insemination ends up boosting 
infertility rates and is therefore often criticized since the probability of becoming pregnant artificially is much 
smaller compared to using the natural method (see e.g., Bongaarts, 1982). A study of artificially inseminated 
women reports that 26-27 % of women 30 or younger, 39 % of women aged 31-35, and 46 % of women aged 
36-40 did not become pregnant within a one-year period (Schwartz and Mayaux 1982). A study by Tietze (1957) 
reports the shares of a natural population (Hutterites) who were infertile in the first half of the 20th century: 3 % 
of women aged 20-24 were permanently infertile, while the corresponding shares of women aged 25-29, 30-34, 
and 35-39 years were 5.3 %, 9.0 %, and 22 %. 
7 The NSFG survey measures the infertility rates of women who had not become pregnant despite not using 
contraceptives, during the 12 months proceeding or earlier the time of the interview; i.e. according to the official 
definition of infertility. Surgically sterilized couples are excluded from the survey. 
8 The risk levels for women aged 20-24 are taken from the NSFG survey from 1976. The reason for using values 
from the 1976 survey is that contrary to subsequent surveys, it does not include women younger than 20 (who 
we perceive as too young to answer our questions). Moreover, the youngest age group in the 2002 survey is 15-
29 year old women, while the youngest age interval is divided into two age groups (20-24) and (25-29) in the 
1976 survey. The risk levels for the NSFG 1976 survey are 7 % for 20-24 year old women, 11 % for 25-29 year 
old women, 16 % for 30-34 year old women and 23 % for 35-40 year old women, which are very similar to the 
2002 results (National Center for Health Statistics, 1987). 
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3. Results 

 
3.1 Descriptive statistics 

Table 1 shows the descriptive statistics of all the variables used in the analysis.9  
 
Table 1. The descriptive statistics of risk variables, information variables, variables regarding having/wanting to 
have children, and socio-economic variables. Whole sample 
Variable 
 

Description of the independent variables 
 

Mean 
 

Std. dev. 
 

Risk 25-29 =1 if the risk is stated for the age group 25-29. 0.25 0.43 
Risk 30-34 =1 if the risk is stated for the age group 30-34. 0.25 0.43 
Risk 35-40 =1 if the risk is stated for the age group 35-40. 0.25 0.43 
Health care =1 if the respondent has received information about 

age-related infertility from the health care system. 
0.26 0.44 

Info. from the 
media 

=1 if the respondent has received information about 
age-related infertility from magazines, newspapers, 
TV/radio, or Internet. 

0.73 0.44 

Media over 35 =1 if the respondent has read in magazines specifically 
about women who became pregnant ≥ 35 years old. 

0.87 0.33 

Info. from 
friends/relatives 

=1 if the respondent has received information about 
age-related infertility from her friends or relatives. 

0.32 0.47 

Friends/relatives 
over 35 

=1 if the respondent has close friends or relatives who 
became pregnant ≥ 35 years old. 

0.72 0.45 

Knowledge =1 if the respondent feels that she has enough 
information about the risk of age-related infertility. 

0.33 0.47 

January =1 if the respondent got the questionnaire in January. 0.10 0.30 
Underestimates 
all risks 

=1 if the respondent underestimates all 4 general risks 
by at least with 25 %. 

0.09 0.28 

Overestimates all 
risks 

=1 if the respondent underestimates all 4 general risks 
by more than 25 %. 

0.44 0.50 

Have children =1 if the respondent has children. 0.53 0.50 
Child; yes within 
3 years 

=1 if the respondent wants to have a child within 1-3 
years. 

0.28 0.45 

Child; yes but do 
not know when 

=1 if the respondent wants to have a child but does not 
know when. 

0.27 0.45 

Child; unsure =1 if the respondent is unsure if she wants to have a 
child. 

0.07 0.25 

Age 25 =1 if the respondent is 25-29 years old. 0.22 0.42 
Age 30 =1 if the respondent is 30-34 years old. 0.26 0.44 
Age 35 =1 if the respondent is 35-40 years old. 0.33 0.47 
Big city =1 if the respondent lives in Stockholm, Gothenburg, 

or Malmö. 
0.33 0.47 

University =1 if the respondent has a university education. 0.45 0.50 
Student =1 if the respondent is a student. 0.19 0.39 
Partner =1 if the respondent is married, co-habiting, or has a 

steady partner. 
0.82 0.39 

Income = The monthly pre-tax income of the respondent, 
expressed in 1000 SEK.10 

17.24 8.92 

No. of women 859   

                                                 
9 Respondents who did not answer the risk questions (17 individuals) are excluded. The respondents who mixed 
the chance to and risk not to become pregnant (23 individuals) are also excluded from all analyses. Due to these 
reasons and the missing values of the independent variables, the sample size for the whole sample is 859 
women. 
10 At the time of the survey, 7.50 SEK ≈ 1 USD. 
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Comparing the descriptive statistics of the respondents with the national statistics, we see that 

the relative sizes of the age groups correspond well with the national age distribution of 

women.11 Similarly, the share of women who were mothers is the same as at the national 

level (Statistics Sweden 2002). However, the share of respondents with a university education 

is slightly, but significantly higher in this study than in Sweden as a whole (Statistics Sweden 

2004).  

 

3.2 From what sources do women receive information about the general risks of age-

related female infertility?  

Table 2 reports from what channels women at different ages (and as a whole sample) had 

received risk information. 

 
Table 2. The information channels women had received information from, by age group and whole sample. 
Variable 20-24 years 25-29 years 30-34 years 35-40 years Whole 

sample 
Health care 0.13 0.18 0.27 0.38 0.26 
Info. from the 
media 

0.74 0.75 0.72 0.72 0.73 

Media over 35 0.83 0.90 0.89 0.87 0.87 
Info. From 
friends/relatives 

0.28 0.31 0.37 0.30 0.32 

Friends/relatives 
over 35 

0.56 0.67 0.79 0.81 0.72 

Knowledge 0.15 0.26 0.41 0.43 0.33 
No. of women 167 190 220 282 859 
 

A large majority of the respondents had received information about infertility from various 

media sources. Similarly, nearly all respondents had read articles in weekly or monthly 

magazines about women who became pregnant at age 35 or older. So, the media is the most 

common information channel. On the other hand, only 26 percent said they had received 

information from the health care system. Furthermore, a large majority (73 %) of the 

respondents claimed to have close friends or relatives who became pregnant at age 35 or 

older, while 32 percent had discussed the risk with friends or relatives and only one-third 

claimed to already have enough knowledge about the issue. Dividing the respondents 

between mothers and childless respondents (not reported here), we find that only 16 percent 

of the childless women who wanted to have a child had received information from the health 

                                                 
11 All these comparisons are made by bootstrapping the sample and by using percentile tests, and significance is 
calculated at the 5 % significance level. About 80 % of 35-40 year old women living in Sweden have children 
younger than 18 years. The corresponding share in this study is 80 %. Forty-one percent of women aged 20-44 
in Sweden have university education (Statistics Sweden, 2004). 
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care system, while 34 percent of the mothers had, a difference which is significant at the one 

percent level according to a Chi-square test. A larger share of the mothers had friends who 

became pregnant at age 35 or older, while all other information channels reached about equal 

shares of mothers and women without children.12  

 

We also find that the media reaches women of all ages. On the other hand, the share of 

women who had received information from the health care system increases substantially 

with age. The results also show that women in the 30-40 age group more often perceive that 

they have enough knowledge about the risks than women in the 20-29 age group.13 We are 

therefore in the next section going to investigate whether the older women have more correct 

risk perceptions than the younger.  

 

 

 

                                                                                                                                                        
 
12 These results are available upon request. 
13 A difference that is significant according to a Chi-square test at the 1 % significance level. 
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3.3 Stated risks and how different information channels affect women’s risk perception. 

 
Stated mean and median risks 

“The main sample” are those who answered the first survey conducted immediately after the 

large media coverage (in November), while those who answered the second survey conducted 

two months later (in January) constitute “the media test sample.” When all respondents are 

analyzed together we simply call it “the whole sample.” Table 3 reports the stated general and 

the actual risk levels according to the NSFG 2002 survey. Since the distributions of the stated 

risks are skewed, both the mean and the median risks are commented on. 
 
 
Table 3. The actual risks according to the NSFG 2002 survey and the stated mean and median general risks for 
the main sample and for the media test sample. 
Age group Actual risk 

NSFG 
(2002) 

Stated mean 
risk , main 

sample 

Stated mean 
risk , media 
test sample 

Stated median 
risk, main 

sample 

Stated median 
risk, media test 

sample 
20-24 years 7 % 13 % 

 
13 % 10 % 10 % 

25-29 years 11 % 18 % 
 

18 % 15 % 15 % 

30-34 years 17 % 27 % 
 

27 % 25 % 25 % 

35-40 years 23 % 40 % 
 

40 % 40 % 35 % 

No. of women  770 89 770 89 
 

As seen in Table 3, stated risk increases with age group in both samples, i.e., the respondents 

are aware of the relationship between age and the risk of infertility. Also, the stated mean 

risks are the same in both samples and significantly higher than the actual risk levels, while 

the stated median risks are quite close to the actual ones for women younger than 35 in both 

samples.14 As mentioned before, actual risk levels differ a bit depending on the way they are 

measured. In addition, respondents usually round their answers to the nearest five percent 

(Manski, 2004). We therefore allow for some deviation in the risk perceptions before 

claiming that somebody over- or underestimated the risk levels. However, the median and 

mean stated risks for the oldest age group (35-40 years) are 35-40 percent (depending on the 

                                                 
14 The null hypothesis that the mean stated risk in the sample is equal to the mean actual risk is tested with the 
bootstrapping method for both the main sample and the media test sample. One thousand samples were 
bootstrapped by randomly drawing observations with replacement as many times as there are observations in the 
original sample. The difference between the mean stated risks and the actual risks are calculated 1000 times for 
each age group. By using the percentile method and the 95 % confidence interval, it can be shown that the stated 
mean risks are significantly different than the mean actual risks at the 5 % significance level for all age groups. 
It should be noted that the advantage of the percentile method is that it makes no assumption about the 
underlying distribution (Efron and Tibshirani, 1998).  
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sample), which clearly is an overestimation.15 Respondent age has no significant effect on the 

stated risk levels; they are about the same with and without the respondents younger than 30. 

 

To find out whether the large media coverage immediately before our main survey was sent 

out had any effect on the stated risks, we compare the stated risks of the main and the media 

test samples and find the mean risks to be the same. However, the stated median risk for the 

oldest age group (35-40 years) is 5 percentage points lower in the media test sample. That the 

newspaper articles especially highlighted (sometimes already in the introduction) the age of 

35 as a threshold after which a woman’s fertility begins to take a sharper decline might have 

increased the stated median risk levels in the main sample for the oldest age group (35-40 

years). However, although the difference is substantial it is not significant.16  

 

How the different information channels affect the perception of female infertility risks 
 
Table 4 reports the results of the multinomial logit model, which analyzes how the different 

channels of information affect whether the stated risks are estimated correctly or whether they 

are under- or overestimated. The stated risks for the four age groups are strongly correlated 

and it is likely that there is unobservable heterogeneity among the respondents. Therefore, the 

data is pooled and standard errors are corrected for clustering.17 Each respondent stated risk 

levels of infertility for women in the four age groups. Since a same respondent may 

overestimate, underestimate, and/or give correct risk estimates when estimating these risks, 

all conceivable combinations are in principle possible. Therefore, it is better to investigate 

whether the stated risk is underestimated, correct, or overestimated, instead of whether a 

respondent stated correct or biased risks. Moreover, there is always some uncertainty about 

the correct risk levels, so we allow for a deviation of ± 25 percent in the “correct” risk 

estimation. To be able to examine how the information channels affect the probability of 

estimating the risks correctly, the dependent variable consists of risks divided into three 

                                                 
15 The median risks in both samples remain the same if we exclude the highest stated risks (top 10 % of both 
samples), indicating that the median risks are robust. We excluded risks that are larger than 40 % for the 20-24 
age group, 50 % for the 25-30 age group, 60 % for the 30-34 age group, and 70 % for the 35-40 age group. 
16 The difference is tested both by a Wilcoxon rank sum test and a Chi-square test corrected for continuity (see 
Siegel and Castellan, 1988). 
17 The correlations between the risks stated for the four age groups are between 0.39 and 0.84. The highest 
correlations are between the risks stated for the two youngest age groups (0.82) and between the two oldest age 
groups (0.84). Furthermore, there is no strong correlation among the explanatory variables in the regression.  
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groups: risks that are underestimated by more than 25 %, risks that are about correct (± 25 % 

of the actual risk level is allowed), and risks that are overestimated by more than 25 %.18  
 
 
Table 4. Results of the multinomial logit model. The dependent variable is whether the stated risk is 
underestimated, stated correctly, or overestimated. Deviations by 25 % are allowed. Whole sample. 

 Underestimated by more 
than 25 % 

Correct risks ± 25 % Overestimated by more than 
25 % 

Variable Marg. eff. P-value Marg. eff. P-value Marg. eff. P-value 
Intercept -0.071 0.077 -0.421 0.000 0.492 0.000 
Risk 25-29 -0.126 0.000 0.295 0.000 -0.169 0.000 
Risk 30-34 -0.138 0.000 0.304 0.000 -0.166 0.000 
Risk 35-40 -0.241 0.000 0.231 0.000 0.010 0.702 
Health care -0.041 0.026 -0.017 0.215 0.058 0.005 
Info. from the 
media -0.059 0.000 0.031 0.019 0.028 0.138 
Media over 35 -0.036 0.076 -0.012 0.469 0.049 0.048 
Info. from 
friends/relativ
es -0.022 0.156 -0.028 0.023 0.050 0.005 
Friends/relativ
es over 35 0.025 0.127 0.034 0.009 -0.060 0.002 
Knowledge -0.002 0.913 -0.001 0.941 0.003 0.885 
January 0.043 0.051 -0.015 0.422 -0.028 0.284 
Have children 0.059 0.003 -0.006 0.693 -0.053 0.018 
Child; yes 
within 3 years 0.027 0.195 -0.014 0.376 -0.013 0.587 
Child; yes but 
do not know 
when 0.058 0.015 -0.026 0.165 -0.032 0.247 
Child; unsure  0.105 0.000 0.030 0.182 -0.135 0.000 
Age 25 0.044 0.065 -0.009 0.626 -0.035 0.208 
Age 30 0.001 0.974 -0.021 0.332 0.020 0.534 
Age 35 0.016 0.575 -0.019 0.388 0.003 0.934 
Big city 0.013 0.415 -0.009 0.451 -0.003 0.846 
University 0.042 0.005 0.020 0.091 -0.062 0.000 
Student 0.046 0.033 0.031 0.064 -0.077 0.002 
Partner 0.019 0.346 0.021 0.187 -0.041 0.085 
Income -0.000 0.756 0.002 0.008 -0.002 0.147 
No. of  
responses 
(share) 715 (21 %) 591 (17 %) 2128 (62 %) 
 

As seen in Table 4, if a respondent received information from the health care system, the 

probability of underestimating decreases by 4 percentage points. However, women who 

received information from the health care system were also more likely to overestimate the 

risk; the probability of overestimation increases by nearly 6 percentage points. One possible 

explanation is that the respondents who overestimated the risks may have had some kind of 

gynecological problems.  

                                                 
18 Because there is no clear ordering of the dependent variable (whether the stated risks are underestimated, 
correct, or overestimated), it is more appropriate to use the multinomial logit than an ordered model. 
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Keeping in mind that the media is the most common information channel, it is important to 

study how they affect risk perceptions. We find that women who had received information 

from the media were more likely to state a correct risk, but that respondents who had read 

articles in the magazines about women who became pregnant at age 35 or older were more 

likely to overestimate the risks. In addition, the results of our media test are in line with our 

expectations that respondents in the test sample were more likely to state lower risks than 

those in the main sample (who received the questionnaire immediately after the large media 

coverage). 

 

What peers say and do affect risk perceptions. The respondents who had obtained information 

from friends and relatives were more likely to state too high risks. However, a woman with 

close friends or relatives who became pregnant at age 35 or older was more likely to have a 

correct perception of the risks. Comparing the effects of the media and friends/relatives, we 

see that the magnitudes of the effects are nearly the same in the case when the risks are 

almost correctly estimated, but the signs are the opposite. Information from the media is thus 

better for the risk perception than information from friends and relatives. Another interesting 

result is that mothers and respondents who wanted (possibly again) to become pregnant later 

in life, but did not know when, were more likely to underestimate the risks. 

 

As a sensitivity analysis we estimated the same multinomial logit model again, but this time 

allowing a 50 percent deviation from the actual risk levels when classifying the responses.19 

The results show that articles in magazines about women who became pregnant in their late 

30s no longer affect the probabilities of overestimating the risks significantly. Moreover, 

information from the health care system no longer decreases the probability of 

underestimation significantly. The results of how women are affected by their peers are more 

robust: There are no changes in significance or in signs of the marginal effects that capture 

that women had received information from friends/relatives or that a woman had close 

friends/relatives who became pregnant at age 35 or older. However, the effects of peers are 

even larger when we allow for a 50 percent deviation from the actual risk levels; the sizes of 

the marginal effects are doubled. Finally, our media test gives the same result: Women who 

completed the questionnaire two months later were more likely to underestimate the risks 

                                                 
19 The results are available upon request. 
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than those who completed the questionnaire immediately after several newspapers reported 

that students underestimate the risks.  

 

Our results are in line with the findings by McAlister, (1987), Rogers, (1987), Tonn et al., 

(1990), Chang and Kinnucan, (1991), and Wåhlberg and Sjöberg, (2000), who all found that 

experiences of peers affect people more than the mass media does. As shown in Table 2, a 

much larger share of the older women than of the younger claimed to already have enough 

knowledge about the risks. However, the results in Table 4 show that age has no significant 

effect on the probabilities to state correct risks. Moreover, those in the sample who claimed to 

already have enough knowledge about the risks do not significantly differ from other women 

in terms of their probabilities of stating correct risks. 

 

 

3.4 Who wants to have more information, and from what source? 

Table 5 shows the shares of respondents, by age groups, who wanted/did not want to obtain 

more information, and the share who were unsure. It also reports whether the women who 

under- or overestimated all the risks (by more than 25 %) wanted to receive more 

information. The table also shows through what channels the respondents wanted to receive 

the information, given that they wanted more information.20 The second to the last row in the 

table shows the shares of women who had never received any information about the risk from 

any information source.  

 

                                                 
20 We allowed the respondents to state several channels of information that they would like to receive 
information through. The respondents were also allowed to state other sources of information than those 
reported in Table 5. This explains why the percentages do not sum up to 100 %. 
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Table 5. The shares of respondents who did / did not want or were unsure of wanting to receive information. 
Channels through which respondents wished to obtain information, given that they wanted information. Whole 
sample, respondents by age group, and women who under- or overestimated all risks. 

Variable Whole 
sample 

20-24 
years 

25-29 
years 

30-34 
years 

35-40 
years 

Underestimates 
all risks 

Overestimates 
all risks 

Attitude towards information 
Yes, more 
information 

42 % 57 % 55 % 36 % 26 % 38 % 41 % 

No more 
information 

39 % 17% 25 % 44 % 59 % 42 % 40 % 

Unsure if more 
information 

19 % 26 % 20 % 20 % 15 % 20 % 19 % 

Channels women wanted to receive information from 
Info. from 
health care 

64 % 69 % 72 % 64 % 56 % 51 % 65 % 

Info. from 
friends/relatives 

6 % 10 % 7 % 5 % 5 % 5 % 7 % 

Info. from 
media 

27 % 40 % 35 % 23 % 17 % 27 % 29 % 

Never received information about the risks 
Never received 
information 
from any 
channel 

15 % 18 % 15 % 16 % 12 % 27 % 12 % 

No. of women 859 167 190 220 282 74 380 
 

As seen in Table 5, a clear majority of women under 30 years wished to have more 

information, while smaller share of the older women were interested in receiving more 

information. This is in line with the fact that the older women claimed to already have enough 

knowledge about the risks. Another explanation is of course that as many as 55 percent of the 

women 30 or older were mothers who did not want/were very unsure whether they wanted to 

have more children. However, we saw in Table 4 that older women were not more likely than 

younger to state risks more correctly. In addition, one-third of the women older than 30 were 

sure that they wanted to become pregnant, indicating that they also should be informed about 

the risks. Looking at the descriptive statistics of the women younger than 30, we see that as 

many as 86 of all women in this age group wanted to have a child, and that a large majority 

(72 %) were childless at the time.  

 

It is especially interesting to investigate those with biased risk perceptions. The Chi square 

test reveals that women who had never received information about the risk make up a larger 

share of those (at the 1% significance level) who underestimated all four risks than of all 

other women. Hence, lack of information may explain biased risk perceptions.21 For women 

who overestimated all four risk levels, we find the opposite result: A higher share of these 

                                                 
21 Nearly 60 % of the women who underestimated all the risks were 30 years or older. 
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women had been in contact with information compared to other women, and the difference is 

statistically significant. However, when it comes to wanting more information, the shares of 

women who under- or overestimated the risks do not significantly differ from other women. 

In summary, we have shown that women, regardless of their age, should be informed. The 

question is from what source they want to receive information. 

 

As seen in Table 5, given that women wanted more information, a majority wanted to receive 

it from the health care system. Since the media, and to some extent friends/relatives, are the 

most common channels of information, we see that the source women tend to want 

information from is not the source they actually get it from. If we assume that most people 

want to obtain information from the sources they feel are the most credible, the statistics of 

this study are contrary to the findings by Tonn et al., (1990). According to them, information 

based on peer experiences is felt to be more credible than media information. In our study, 

women were most likely to want information from the health care system. The media is the 

second most desirable source of information, while very few of the respondents wanted to 

receive information from friends or relatives. It could also be the case that women were less 

keen on wanting more information from the media since almost all of them had already 

received information from there.  

 

We also asked 21 gynecologists working in Sweden about who they give information 

regarding the risk of age-related infertility to.22 The ten doctors who answered said that they 

mainly give information either to all women around age 30 or older or only to women who 

request information.23 According to these physicians, the health care system tends to inform 

older women who we find are less interested, while the younger women who we find would 

want more information are not informed. 

 

                                                 
22 The 21 gynecologists were contacted by phone, e-mail, fax, or mail in November 2006. 
23 Other categories of women who receive information from doctors are those with a steady partner and women 
with some kind of gynecological problem. 
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The health care system as an information channel 

Because the health care system is the most desirable source of information, we investigate 

further what affects the probability of wanting information from this source and who wants 

the information. The results of the binary probit model, where the dependent variable is one if 

a respondent wished to obtain information from the health care system, are shown in Table 6. 

In addition to the variables used in the previous regression, we include two variables to 

especially investigate the women with biased risk perceptions. The first variable indicates 

whether a woman underestimate the general risk levels by more than 25 % for all four age 

groups, and the second whether a woman overestimated the risk levels by more than 25 % for 

all four age groups.  

 
Table 6. Results of the binary probit model. The dependent variable is one if a woman wished to receive  
information about the risk from the health care system. 
Variable Marginal effect P-value 
Intercept 0.060 0.534 
Health care 0.086 0.031 
Info. from the media -0.050 0.201 
Media over 35 -0.045 0.375 
January -0.002 0.974 
Info. from friends/relatives 0.045 0.222 
Friends/relatives over 35 0.026 0.503 
Knowledge -0.104 0.009 
Underestimates all 4 risks  -0.156 0.017 
Overestimates all 4 risks  -0.004 0.904 
Have children 0.034 0.461 
Child; yes within 3 years 0.155 0.000 
Child; yes but do not know when 0.179 0.000 
Child; unsure -0.014 0.841 
Age 25 0.071 0.200 
Age 30 0.035 0.590 
Age 35 -0.008 0.907 
Big city 0.041 0.272 
University -0.061 0.094 
Student 0.076 0.130 
Partner 0.033 0.513 
Income -0.001 0.749 
No. of women 859  
 

The results in Table 6 show that women who had already received information from the 

health care system were more likely to want to obtain even more information from this 

source. On the other hand, the probability of wanting information decreases by 10 percentage 

points if a respondent felt that she already had enough knowledge about the risks. This is an 

interesting finding because, as shown in Table 4, those who felt they had enough knowledge 

were not more likely to state more correct risks than other women. The other information 
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variables have no significant effect on the probabilities of wanting information from the 

health care system.  

 

Women who underestimated the risk levels for all age groups by more than 25 percent were 

less likely to want to receive more information from the health care system. The effect is 

large; the probability of wanting information decreases by 16 percentage points. The stated 

mean risk levels of these respondents are also substantially lower than those of the whole 

sample,24 showing that the risk perceptions of these women are clearly biased. As mentioned 

before, the shares of women who underestimated all risks do not significantly differ from the 

shares of other women when we look at who wants to receive more information. However, 

they are obviously less likely to receive information from the health care system. One 

explanation might be that it is more sensitive to receive information from a personal source, 

such as physicians. However, underestimation of the risks might be undesirable, especially 

since a majority (56 %) of the women who clearly underestimated all risks were sure that they 

would like to have a child. Women who overestimated the risks for all age groups do not 

significantly differ from those who had just about correct risk perceptions when we look at 

who wanted more information from the health care system. 

 

Women who wanted to become pregnant were more likely to want to receive information 

from the health care system. The probabilities increase by 16-18 percentage points. However, 

women of different ages do not significantly differ from each other when it comes to wanting 

to have information from the health care system. 

 

4. Conclusions and discussion 
This paper is based on a survey of a random and representative sample of Swedish females 

aged 20 to 40, and investigates: (1) from what sources women receive information about the 

general risks of age-related female infertility, (2) how different information channels affect 

women’s perceptions of the risks, and (3) who would like to have more information, and from 

what source(s)? 

 

                                                 
24 The stated mean levels of the risks are 3, 4, 6, and 10 % for the four age groups. The corresponding median 
risks are 3, 5, 6, and 10 %. 
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The results show that the media reaches women of all ages, while the share of women who 

have already received information from the health care system differs among the age groups. 

The older the woman, the more likely it is that she has received information from the health 

care system. This is in line with what the gynecologists we asked said: the health care system 

usually informs women around 30 and older, which is in sharp contrast to the fact that a large 

majority of the younger women (under 30) want more information from the health care 

system.  

 

Women who have received information from the media are more likely to state correct risks. 

On the other hand, reading articles in magazines about women who became pregnant in their 

late 30s increases the probability of overestimation. One possible explanation is that several 

studies report that female age-related infertility increases only a little before age 30 but more 

rapidly after age 35 (Leridon, 2004; Infomedica, 2004). Therefore, it is possible that 

magazines spread information highlighting the ages 30 and 35 as ”critical,” making women 

believe that the risks are higher than they actually are. If overestimation creates unnecessary 

worry, women should also have other information sources.  

 

Only about one-third of the respondents had discussed this risk with their friends or relatives, 

but as the results clearly show, friends and relatives are an important source of information 

that does affect women’s risk perceptions. However, the information from friends and 

relatives seems to generally be incorrect, making female recipients more likely to 

overestimate the risks. One possible explanation is that people tend to mainly discuss 

problems and difficult pregnancies, leading to overestimations of the risks. On the other hand, 

the probability of stating correct risks increases if a woman has close friends or relatives who 

became pregnant at 35 or older. These findings are also in line with previous research; 

experiences of peers affect people more than the mass media (McAlister, 1987; Rogers, 1987; 

Tonn et al., 1990; Chang and Kinnucan, 1991; Wåhlberg and Sjöberg, 2000).  

 

Moreover, we found that the stated median risk level for women aged 35-40 was clearly 

higher in the survey mailed out immediately after the media coverage than in the one carried 

out two months later, but the difference was not significant. Those who answered our second 

survey were more likely to underestimate the risks than those who answered the first survey, 

a result that is in line with our expectations. Thus, we find effects of the large media coverage 

on people’s risk perceptions, although the effects are not always significant. It is also possible 
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that the effect of the increased media coverage lasted longer than two months, which could 

explain why the median and mean risks for the 35-40 age group were overestimated by both 

samples. Furthermore, we do not know whether the respondents actually read the articles in 

the Swedish newspapers in November 2005. 

 

Our study points to three dilemmas that the Swedish health care system should want to direct 

attention to: (1) Only 26 percent of our respondents had obtained information from the health 

care system, while a majority wished they had. (2) Although large majority of the women 

who are younger than 30 want information from the health care system, the health care 

system tends to rather inform older women. Although we must remember that the issue of 

infertility might be sensitive for many women (which makes informing more difficult), we 

argue that it is important to reach women earlier since a majority of the younger women want 

to have a child later on but do not know when. (3) A larger share of women who 

underestimated the risk levels for all four age groups had not been in contact with any kind of 

information compared to other women. These women were however less likely to wish to 

receive information from the health care system, although a majority of them would like to 

have a child. In addition, if the health care system succeeds in informing women, it will affect 

women themselves as information channels; women can then give more correct information 

about the risks to their friends and relatives. Since the media is found to be the most common 

source of information, it should be an efficient channel for the health care system to use when 

informing women about the risks. 

 

Although the empirical evidence in this paper comes from Sweden, the risks of age-related 

infertility concern all women, and our results are therefore of more general interest. It is very 

likely that the media reaches women in most countries, while the roles and practices of the 

health care systems might differ among countries. However, the results of this study can be 

useful for health care systems in other countries to reflect on who they give information to 

and whether they reach those with biased risk perceptions. Moreover, the health care systems 

should be aware that women receive biased information, especially from their friends and 

relatives, and that this can cause unnecessary worry or serious disappointments if it becomes 

difficult for a woman to become pregnant. 
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Appendix A 
Part 2 – Questions about the age-related risk of female infertility 
 
Nowadays we establish families later in life than previous generations did. The average age of 
Swedish first-time mothers is 29 years, which is up five years from 30 years ago. Age affects the 
fertility of a woman, even if fertility is a very individual issue. Infertility is defined as when a woman 
regularly tries to but does not become pregnant without medical assistance during a period of one 
year. However, it is possible that she becomes pregnant after for example three years, with or without 
medical assistance. While infertility can be due to several reasons, this study investigates only how 
age affects female infertility. 
 
Questions 1-4 below are about women of different ages. Imagine that these women try to become 
pregnant and that their partners are perfectly fertile. I want to know what you believe the risk of age-
related infertility is for a woman in every age group. Question 5 is about what you believe your own 
risk to be. 
 
The number you state as a percentage rate in questions 1-4 indicates the number of women out of 100 
in that age group who will not become pregnant in a one year period without medical assistance, 
despite trying regularly. Answer the questions even if you feel unsure about the percentage rates. For 
this study, it is important to find out what you believe the risks to be. You can always go back and 
change your answers if you like. 
 
 
Question 1. I believe that the average risk for a 20-24 year old woman of not becoming pregnant 
during a time period of one year is……………………………….%  
 
 
Question 2. I believe that the average risk for a 25-29 year old woman of not becoming pregnant 
during a time period of one year is……………………………….% 
 
 
Question 3. I believe that the average risk for a 30-34 year old woman of not becoming pregnant 
during a time period of one year is……………………………….% 
 
 
Question 4. I believe that the average risk for a 35-40 year old woman of not becoming pregnant 
during a time period of one year is……………………………….% 
 
 
Note: Question 5 below is about you personally.  
 
 
Question 5.  Imagine that you want to try to become pregnant. How great, do you believe, is your 
personal risk of not becoming pregnant during a time period of one year?..........................% 
 
 
Space for your own comments……………………………………………………………….. 
…………………………………………………………………………………………………
…………………………………………………………………………………………………
…………………………………………………………………………………………..............
...................................................................................................................................................... 
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