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The overall purpose of this thesis is to study gender differences in patterns of knowledge. 
Knowledge is given a broad definition to emphasise a socio-cultural perspective and to enable 
the building of bridges between research traditions. The dissertation comprises three separate 
studies, which have been previously published, and an integrative essay. In the latter, the 
research approach and results are described and elaborated upon from different theoretical, 
methodological, and feminist perspectives. Moreover, controversies and paradoxes in the 
history of educational measurement and research on gender differences are discussed. In the 
final section of the essay the usefulness of quantitative research approaches for the 
understanding of gender differences, is discussed in the light of feminist critique.

The core assumption for the studies is that “knowledge” in whatever form it appears, is 
always complex, and that observable variability may be analysed in terms of structural 
patterns - patterns of knowledge.

The first two empirical studies utilise performance scores from 13 different cognitive 
ability tests and from standardised achievement tests in mathematics, Swedish and English. 
The data was collected in 1980 and comprised all 12-year old students in grade 6 in two 
communities. The third study utilises performance scores from Document reading tasks, 
selected from the 1990/1991 IEA Reading Literacy study. This analyses comprised 9-year- 
olds and 14-year-olds, in representative samples from 25 and 22 countries respectively. In 
order to reveal latent patterns, a multivariate hierarchical approach was adopted for all three 
studies, with the aid of structural equation modelling.

The first study revealed a similar latent structure of ability dimensions for boys and girls. 
However, despite almost equal observed performance, substantial gender differences were 
found in the latent dimensions of cognitive abilities. The girls showed higher levels on 
general analytical and verbal-educational dimensions, whilst the boys showed higher levels on 
a general spatial dimension, and on several narrow dimensions related to verbal, numerical 
and spatial content. Variability differences were found on spatial dimensions only, where the 
spread was wider in the male group.

In the second study, the results from the first study were further investigated in an 
analysis of the impact of missing data. In a multivariate analysis where the test scores from 
boys and girls lacking data on the three standardised tests were included, the pattern of gender 
differences on latent dimensions changed. The girls advantage on the analytic dimension 
increased, while their advantage on the verbal-educational dimension decreased slightly. The 
boys advantage on narrow numerical and verbal dimensions decreased, while their advantage 
on spatial dimensions increased.

There were two major results in the third study. First, performance on Document reading 
tasks are determined both by general Document reading proficiency and by the specific 
content in the tasks. Second, gender differences were found in all these dimensions, but the 
pattern of gender differences varied between countries, implying strong cultural influences. 
Again, the patterns of gender differences on latent dimensions were not deducible from 
observed scores.

In the essay, a socio-cultural explanation is proposed, according to which, the differences 
found in the empirical studies have a material ground in both the vertical and the horizontal 
dimensions of the gender system.
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Part I





Introduction
This dissertation comprises three empirical large-scale studies, which all 

investigate gender differences in patterns of knowledge. In this essay, the 
empirical studies are linked to each other theoretically and methodologically. 
The purpose has been to place the studies in a societal and a research context, 
and particularly so from a feminist perspective. I have devoted this final essay 
some length for several reasons. One is to make the studies more accessible to 
researchers not familiar with advanced statistics. Another is to apply feminist 
perspectives and considerations on educational measurement research. A third 
is to illustrate the necessity of research on gender differences in patterns of 
knowledge.

In the first chapter some of the major problems and questions I have dealt 
with during the course of my research are presented. The context and the 
research problem is described. The main purpose is to discuss the necessity of 
research on gender differences in patterns of knowledge.

In the second chapter, some of the methodological problems of investigating 
gender differences are described. I also present the rational for my choice of 
method, along with a description of the theory and methodology used for the 
empirical studies. The results of my empirical studies are presented in the third 
chapter. I have here allowed myself a more extended discussion of the results 
and the research praxis in relation to both the history and to contemporary 
research on gender differences in aspects of knowledge and skills. In the fourth 
chapter gender differences in patterns of knowledge are reflected upon from a 
socio-cultural perspective through the lenses of the gender system. I end this 
essay by discussing the feminist critique against quantitative methods.

First of all, however, two expressions need clarification, namely gender and 
patterns of knowledge.

The distinction between “sex” and “gender” is a frequent topic for debates 
within feminist research and epistemology. A common use of the term “sex” is 
to restrict it to referring to biological distinctions between males and females, 
while reserving the term “gender” to refer to the psychological features or 
attributes associated with these categories (e.g., Deaux, 1985). This is similar to 
my understanding of the matter. The use of gender is also more accurate for 
the connection to “the gender system” identified by feminist researchers (e.g., 
Hirdman, 1987), since it marks the cultural and structural dimension. My 
written language is more inconsistent, though, because it has been difficult to 
decide when sex should be used rather than gender. Thus, I have favoured the 
use of gender. I have also frequently used “males” and “females” regardless of 
age level, which in my empirical studies ranges between 9 and 15.
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The main focus of my dissertation is on patterns of knowledge in relation to 
gender. The data used originated as measures of performance on cognitive 
tasks. This performance is a manifestation of knowledge. Knowledge, in 
whatever form it presents itself, is never unidimensional. Furthermore, 
knowledge is constructed and developed in a socio-cultural context. I use 
“patterns of knowledge” to emphasise this complexity. In my studies, I use 
different terms like abilities, skills, capacities etc. All of these are constructs, 
referring to the same phenomenon, i.e. knowledge. This expression illustrates a 
conception of the matter, which also enables bridging between research 
traditions that seldom come together.

However, concepts of knowledge, like “intellectual ability” and “rationality”, 
are not value-free or neutral constructs in our society, and neither are any 
notions of gender. The societal value judgements of these, along with a 
connection to social history, does make the subject controversial. Lather (1991) 
has stressed that science and politics are never entirely separable, her message 
is: “nothing is innocent and everything is dangerous.”
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Gender Differences in Patterns of 
Knowledge: Research Context and the 

Problem
In this section I will present and discuss the research context for the three 

articles included in the dissertation. Two aspects, in particular, are central. The 
first is to identify the relevance and need to investigate gender differences in 
patterns of knowledge, which has been the overall purpose of my three articles. 
The other is to discuss some of the many conflicts between feminist thoughts 
and actions and the psychometric research tradition to which my empirical 
studies belong.

The context

One of the most problematic issues in investigating gender differences is the 
ever-present hierarchical relation between females and males - the gender 
system as feminists have defined it (e.g., Hirdman, 1987; 1988; Harding, 1986; 
Scott, 1988). On the structural level females is the subordinate group, which 
makes it impossible to disregard the political side of the matter. This will 
become more obvious in my attempt to elaborate on some of the feminist lines 
of thought that are central to my research interests.

Investigations of gender differences in proficiencies and skills have a long 
history, but there is still need for further analyses. In a review of gender 
differences in school in the Nordic countries Wernersson (1989) concludes that 
most studies are concerned with gender differences in classroom interaction. 
This problem is of obvious pedagogical interest since one goal for education is 
to provide equal opportunities for males and females (Lpo, 1994):

The school has an important task to bring about and anchor in 
the pupils the values that our society rests upon. The 
inviolability of human life, individual freedom and integrity, the 
equal value of all humans, equality between women and men 
and solidarity with the weak and vulnerable are those values the 
school shall form and bring about. (Lpo, 1994, p.5)

Gender aspects of cognitive performance is one important part of this goal. 
There is always a need for information regarding reasons why differences 
emerge and develop, and what the consequences may be in a longer 
perspective.
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For example, at levels above compulsory school, educational choice is 
strongly gender differentiated (Reuterberg & Svensson, 1998; SCB, 1997a). 
The previous vertical division of education seems to diminish, or at least be 
postponed until the entry of working life (SCB, 1995; SCB, 1997b). The 
horizontal gender division in Sweden is clearly demonstrated by the choice of 
programs in upper secondary school. Females represent 70% or more of the 
students on programmes directed towards e. g., ‘Health Care’, ‘Child 
Recreation’, and ‘Social Science’, while programmes directed towards e. g., 
‘Industry’, ‘Construction’, and ‘Electrical Engineering’ have more than 90 % 
male students (SCB, 1997a). Only a few educational programmes have a more 
equal distribution of males and females e. g., ‘Media’, ‘Restaurants and 
Catering’, ‘Business Administration’ and ‘Natural Science’.

At the university level, the vertical dimension is no longer as obvious as it 
was just a few of years ago. Males were then over-represented on the more 
prestigious educational alternatives (e. g., Medicine, Law, Architecture, and 
Graduate engineer). A rather dramatic shift has taken place in the past few 
years. In 1996/ 97 a total of 50% or more of the new students, on all 
programmes but engineering, are women (SCB, 1998).

However, in postgraduate education, males still form the larger group, and 
the proportion of males increases by graduate level (Licentiate and Doctorate). 
Women are still a minority at the top of the academic hierarchy (SCB, 1997a). 
The horizontal division at the undergraduate level remains intact. Women 
dominate the field of teaching and health-related science with 77 and 89 per 
cent respectively, while men dominate the fields of technology/natural science 
with 73 per cent (SCB, 1997a).

One question is if the prestige associated with some programmes will 
diminish as the proportion of females increase. There are several indications that 
this may be the case. An example is medical education, where women now are 
equally represented as males. There are reports of a decreasing status of the 
medical profession. Sub-fields of medicine are becoming genderized and ranked 
hierarchically, i.e. differentiated both in terms of specialisation and gender, 
where the female fields have a lower status (Einarsdottir, 1997). Another 
example is the increasing number of female school principals, previously a male 
occupation (Olofsson, 1996). Salaries are decreasing, and the power that 
previously was attached to the position has moved to other areas, despite the 
fact that school principals of today have a better education (Ullman, 1997). 
Education is one important strategy for women to reach the same status as 
males (e.g., Florin & Johansson, 1993), so reports like these are troublesome

Knowledge is power, and equal levels of competence should remove any 
legitimate argument for female subordination. The maintenance of female 
subordination may be understood by the two principles: the rule of distinctive 
separation of the two sexes, and the rule of the “male norm”. The latter
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principle is also referred to as the “hegemonic masculinity” principle (Connell, 
1987), which states that higher value is automatically assigned to things 
masculine (Hirdman; 1987, 1988).

Studies of the development of knowledge and skills during the school years 
have so far provided very little information that helps to explain the pattern of 
horizontal or vertical division between males and females in secondary 
education.

Patterns of gender differences enjoy a great interest in public media as well 
as in peoples’ belief system. The privileged position of men on the structural 
level partly explains why many old beliefs about female and male “nature” 
appears so frequently in both media and in private conversations. Many of the 
beliefs reflected address notions of gender differences in cognitive abilities, 
proficiencies and achievements. Research has an important role in enriching our 
understanding of gender differences in cognitive abilities and their relation to 
performance, and also in setting bounds on speculation in these areas.

There are two major reasons for my interest of patterns of knowledge and 
gender. The first is for the societal and educational reasons mentioned 
previously. The second is the lack of feminist work within this field.

There are several reasons why feminists are lacking in mainstream 
educational research, and particularly so in the field of educational 
measurement. It was early acknowledged that this field had numerous 
misinterpretations and prejudices against women (Woolley, 1910 cited in Shields 
1975; Hollingworth, 1914), and it was and still is a well-established male 
research area. According to Hallberg (1992) the common basis for the feminist 
critique against traditional science, is the presumption that the male/masculine 
has an important impact on both form and content of research. This 
presumption comprises science as an institution, theories, the philosophy of 
science and the definition of research problems. Science is regarded as one of 
many social institutions where “the male” is hegemonic. Traditional science is 
defined by males from male perspectives.

Another reason for female/feminist avoidance/abandoning of science is that 
traditional methods have not proved useful or efficient enough for the research 
questions and perspectives urged by women and feminist researchers (e. g., 
Reinharz, 1992; Davies & Esseweld, 1989; Lather, 1991; Hallberg, 1992). Yet 
another motive may be identified in female/feminists researchers biographical 
writings, where their personal experiences from traditional research reveals a 
number of conditions and incidents of oppression in their daily working praxis 
(SOU, 1995:110).
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In conclusion it can be argued that the lack of females/feminist researchers 
is unfortunate for two reasons.
• First, traditional educational research needs female/feminist researchers 

since androcentrism is more or less unaware, and needs to be concretely 
identified and balanced.

• Second, from a pedagogical viewpoint, this type of research is often quite 
influential on the educational system, which m turn has an impact on the 
gender system.

Gender differences are often given biological explanations, which sometimes 
refer to previously abandoned theories (as for example “man- the hunter and 
woman-the gatherer”). It seems particularly important to contrast such ideas 
with well-founded results and illustrations of how socially constructed the 
reality is. The nature/nurture question seems, however, always to be present 
when gender differences are in focus.

The problem and its history

As mentioned before, the quantitative measurement tradition and the 
research on human cognitive abilities or intelligence has been strongly criticised 
by feminist researchers. This is in part due to the history of the subject. From 
the start, some hundred years ago, there existed a more or less explicit 
assumption of female intellectual inferiority (e. g., Shields, 1975; Rossiter, 
1982; Dijkstra, 1986; Fausto-Sterling, 1985), and several studies aimed to prove 
this assumption (e. g., Siegwald, 1944). Prejudice and misinterpretation of 
observed gender differences have been pointed out repeatedly during all these 
years (e. g., Hollingworth, 1914; Maccoby and Jacklin, 1974, Gould, 1981; 
Tavris, 1992). There is perhaps no wonder that many feminist researchers have 
come to the conclusion that theses types of studies only produce sexist results, 
which implies that the female inferiority assumption is a part of both the 
methods and the theory (Fausto-Sterling, 1992; Reinharz, 1992; Mizra, 1998).

It may, however, seem paradoxical but it is the same criticised research 
tradition, which did early, and against common belief, produce scientific 
evidence which showed females and males to be equally intellectually capable. It 
is undeniable that several distinguished male scholars expressed doubts about 
females’ intellectual ability level, and particularly so when their data tended to 
show greater variability in male groups. It is also true that many of them 
changed their position, as methodology was refined and empirical evidence 
emerged, and as the critique from feminists and others was heard (e. g., 
Noddings, 1992; Hyde &Linn, 1986).

It is a fact that most of the early tests of intellectual abilities were developed 
by male researchers, and often in collaboration with “field-workers” (e.g, 
doctors and teachers). The time when “modem” cognitive test development
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started coincided with a societal need for more “objective” criteria and effective 
methods, rather than mere “subjective” judgements, when ranking or diagnosing 
people. The “testing age” began with Alfred Binet in France 1905, Charles 
Spearman in England 1904, and Lewis Terman in USA around 1916 (Cattell, 
1987; Block & Dworkin, 1976).

In France, Parisian school authorities asked Binet and his colleague Simon to 
clarify the diagnosis of irremediable forms of backwardness in schoolchildren, 
which resulted in the so-called Simon-Binet test. The test aimed to distinguish 
between true mental defect and mere lack of school progress.

Spearman in London was more interested in the fundamental question of the 
definition of intelligence. More specifically, he asked whether we should think 
of intelligence as a single power or as a crowd of faculties, as seemed to be 
implied by Binet’s multifocal view. Spearman is also the originator of factor 
analysis, a method developed for answering this question.

In the USA, around 1910, Terman at the Stanford University, took over 
Binets test and revised it. Block and Dworkin (1976) describe the revision as 
follows:

By editing, rearranging, and supplementing the original Binet 
tests, he [Terman] finally worked out a series of tests for each 
age which the average child of that age in about one hundred 
Californian children could pass. (Lippman, in Block & Dworkin 
1976, p. 6)

An adaptation of the Stanford-Binet test was then put together in a period of 
a few weeks, for the army in World War I. Thousands of (male) recruits were 
tested, and the interpretations from analyses of these masses of data started the 
IQ-controversy. The tests became instruments for classifying people, rather 
than a measure of intelligence. What was considered experimental research in 
Europe quickly became a large-scale industry in the USA. The American use 
does not, however, disqualify research questions regarding human cognitive 
competencies and their measures; on the contrary it urges for more in depth 
understanding.

From the feminist critical review of early research in the field it seems that 
the beliefs about womens’ intellectual capacities, if any, were limited to 
expectations that females would not perform as well as males on cognitive 
tests. The most common belief in all Western societies at the end of the 19th 
century was that females were not suited for intellectual work (e. g., Noddings, 
1992). One may argue that the tests and the methods were “gender blind”! 
because if females were thought of at all, during the course of development of 
ability tests, it was seldom explicitly reported. To my knowledge, typical female 
tasks were never considered as models for cognitive abilities or test
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development. It is thus possible (but not necessarily the case), that both the 
conception of abilities and their measures would have looked different if more 
females had been involved and/or listened to in those early days. Noddings 
(1992) gives several examples of intellectual capacities valued by women, 
which do not appear in current standard batteries (e. g., listening, oral and 
written text interpretation, and interpersonal reasoning). It is thus plausible that 
current scholarly definitions of the human intellect are too narrow.

Many of the early cognitive tests have been revised and are still used in both 
research and elsewhere, and thus in need of deeper understanding. The samples 
used today for development and validation of tests are usually mixed in terms of 
males and females selected from more comparable groups than in the early 
days, when boys were given better educational opportunities. Furthermore, 
female researchers are usually involved in the process of instrument 
development and evaluation. Although the researchers of the area of today 
probably have quite different conceptions of both gender and cognitive tests, 
the historical burden cannot be entirely disregarded. However, although the 
“hegemonic masculinity” characterised the development of both cognitive tests 
and their related theories, it is not clear what consequences this may have had.

The feminist scholarly interest
Above, the feminist standpoint regarding gender differences in relation to 

cognitive performance and its connotations that this is an uninteresting and 
unnecessary research domain has been discussed. As Chipman (1988) states, 
gender differences in cognitive abilities is “a far too sexy topic Her conclusion 
is based on the fact that gender differences are so small, or rather, that the 
variations within the female population is rather similar to the variations within 
the male population. A similar conclusion has been put forward by Jacklin 
(1989), one of the authors of The psychology of sex differences, which is one 
of the most important books on gender difference. Her argument is similar, 
namely that the interest should vanish since gender seems to be of no 
importance in relation to intellectual abilities.

At the same time, however, there is a feminist discourse of gender 
differences in thinking, reasoning and acting styles (see Tavris, 1992), which in 
a way refers to the same phenomena. Here the issue is expressed as “women’s 
ways of knowing” (Belenky, Clinchy, Blythe, Goldberger & Tarule, 1986), 
understanding (Tannen, 1990), reasoning (Gilligan, 1982), which implies that 
women’s minds work different from men’s. I believe that as long as these 
types of beliefs or notions are put forward by researchers or in the public 
opinion, the research domain is warranted.

However, given the small differences found, I agree that focus should not 
be on the question which is the better sex on the vertical scale, which usually is
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the subject in the public debate. Nevertheless, the vertical aspect should not be 
completely neglected either, particularly when gender differences in knowledge 
and skills seem to agree poorly with gender differences in power and status.

What is more interesting is the dynamics of both the within- and the 
between- group differences, the possible implications of them, and their 
relations to other qualities (e. g., self-esteem, interest, motivation, opportunities, 
educational and occupational choices, quality of life) and societal (e. g., 
selection to higher education and occupations) actions. It is also important to 
remember that although differences should not be regarded as eternal, it is not 
self-evident that similarities are either.

Finally, newly developed theories and methodologies offer alternative ways 
to analyse and understand cognitive achievement data, and this automatically 
calls for new investigations and reanalyses of group differences.

Common quantitative analysis procedure
As noted among critical feminist researchers, gender differences are often 

reported in traditional studies of knowledge and skills but not much elaborated 
in terms of explanations and theoretical discussions (e. g., Deaux, 1985; 
Wemersson, 1989). Since all notions of gender difference also always have a 
political or ideological dimension, it seems extra important that the purpose of 
investigating gender differences is made explicit, and that the meaning and 
interpretation of the result is expressed by the researcher. The risk of 
misinterpretation and misuse is always present in all types of research, but 
particularly so if results are left without comment.

Nevertheless, it belongs to common research practice to check for gender 
differences in statistical analyses, even though gender is not the main focus of 
interest. One important reason for this is, of course, to satisfy a curiosity and 
see if the results are the same for females and males. An analysis of gender 
differences may also be a part of the validity and reliability analysis. If gender 
differences (or no differences) are found when not expected this may be an 
indicator of phenomena that calls for further analysis. However, as Eagly 
(1997) points out, whether to report the result of the gender comparison or not 
is a decision made by the researcher. If there are not any differences, and the 
researcher finds null results uninteresting, for example, the researcher may 
chose to exclude the analysis of sex differences in the report.

One may, however, ask if the results may be readily interpreted if gender 
differences are described without further discussion. As a minimum the reasons 
for investigating gender differences should be made explicit. On the other hand, 
a large part of the research on differences in cognitive dimensions may be 
considered as a search and description of the unknown or theoretically 
undeveloped, so interpretations, explanations and theoretical discourses remains
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to evolve. This fact accentuates the importance of feminist involvement in this 
particular research praxis.

The problem of single variable research
In most studies of cognitive performance, gender differences have been 

investigated with respect to one single variable at a time. The implicit 
assumption in this approach is that performance on the single variable is 
determined by only one underlying dimension, for example that performance on 
a mathematics test is governed by mathematical ability, and consequently 
interpretations may be made in terms of such an ability. There is rarely any 
analysis of how different subject areas relate to one another, and how such 
patterns are related to gender. As Snow and Lohman (1989) have argued:

...sign-trait interpretations of test scores and their 
intercorrelations are superficial summaries at best. At worst they 
have misled scientist, and the public, into thinking of 
fundamental, fixed entities, measured as amounts (Snow & 
Lohman, 1989, p. 317)

This traditional univariate way of investigating gender differences is 
problematic for several reasons. One is because it gives an unfair picture of 
group differences, since it singles out a particular proficiency dimension from a 
larger context of many proficiencies or abilities without even discussing it in 
such terms. Perhaps this is what Chipman (1988) has in mind when she 
criticises traditional research for reporting gender differences in mathematical 
and spatial ability areas without considering the influence of other variables such 
as general cognitive ability. In her own words:

In the research on women and mathematics, it turned out that the 
obsession with understanding sex differences in mathematics 
performance and course enrollment (themselves greatly 
exaggerated in popular and much professional thinking) 
detracted even from the illumination of those phenomena. 
Researchers focused on variables that seemed relevant to the 
difference neglecting others that are more important in 
understanding the underlying phenomena of individual 
performance and enrollment choice such as general cognitive 
ability (Chipman, 1988, p. 48).

Chipman also points at the need for knowledge regarding what processes 
are involved in successful mathematical problem solving. Another reason 
concerns validity since the univariate approach disguises the difference between 
test performance and underlying ability both in statistical analyses and in the
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researcher’s interpretations. How performances on different cognitive tasks are 
related to one another and how such patterns may be related to gender thus 
became the main concern in my three empirical studies. One of Willingham and 
Cole’s (1997) conclusions in their extensive study of gender and fair 
assessment was that

Understanding the underlying skill level may be critical to 
understanding the nature of gender differences and effective 
ways to address fairness issues in testing. (Willingham & Cole,
1997, p. 170).

My research interests thus seem to coincide with a contemporary interest in 
the matter.

Summary
In this chapter, the context, the social history and the many problems, 

paradoxes and needs associated with large-scale analysis of gender differences 
in patterns of knowledge have been considered, and particularly so from a 
feminist viewpoint.
• Aware of the critical voices, the necessity of research on gender 

differences in patterns of knowledge has also been argued. The societal 
need, peoples belief system, the power of large-scale studies, the 
pedagogical need to understand educational performance and measures, 
and, as I argue, the feminist need, has framed the importance of the matter 
to me, as it has to others in the field. I have also stressed that one of the 
major problems in the field is the limited number of feminist researchers.

• As is often forgotten in the heated feminist debate, the same tradition that 
is criticised, is also the very same tradition which repeatedly has shown 
that any notion of female intellectual inferiority is groundless, and the same 
tradition needs to continue to do so. It is also easy to overlook that the 
same type of methods and instruments that now are being criticised have 
also served to improve gender equality.

• Finally, I have pointed at the problem of traditional single-variable 
examination procedures, a problem, which has guided me through all three 
articles. As has been acknowledged before, knowledge is always complex.

In the next chapter, the problem and possibilities of investigating gender 
differences in patterns of knowledge will be further elaborated, but this time in 
terms of methodology and associated theoretical assumptions.
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Theory and Method
In this chapter theoretical and methodological issues are considered. First 

problems of investigating group differences in performance are discussed. Then 
a hierarchical model of abilities, which provides the framework for the empirical 
studies, is described. Finally the method of analysis is presented.

Gender differences in educational measures

A general problem with studies of group differences is the polarisation 
between groups that automatically occurs when differences are presented. This 
is particularly true for the study of gender differences where females are 
contrasted with males. Thus, whatever males are, do, accomplish or think is 
not what females are, do, accomplish or think. Although distinctions between 
the groups are necessary for our understanding, they often tend to get 
exaggerated and make us forget similarities. For researchers interested in group 
differences this is a well-known and intricate problem. There is still no good 
solution for how to handle similarity and differences simultaneously. As 
frequently has been pointed out, the gender difference in cognitive performance 
is generally very small (e.g., Hyde & Linn, 1988). Of all the factors that create 
individual differences, gender usually accounts for less than 2 percent.

Gender differences are often expressed in terms of mean and variance 
differences. Group averages are indicators at the group level and should thus 
not be translated to the individual level. The tendency to apply group differences 
to each and everyone within a group is not only incorrect but also a pedagogical 
problem. In fact, there may in reality exist no single person, who in every 
respect fits the average female or the average male reported on in research.

Another general problem in investigating socially determined group 
differences such as gender differences in knowledge and skills, is the risk of 
interpreting results as eternal truth given by nature. Behaviour and proficiencies 
arise in a social context of interactions that are shaped of time and culture, and 
an important question for research is to identify sources or conditions for 
understanding both individual and group differences. The persistence of some 
gender differences over time and/or nations, is often interpreted as a law of 
nature, but as research also has shown, social change takes time.

From an educational point of view, the less a problem is understood or the 
more complex the problem is, the harder it is to act upon gender differences. 
There is no reason to assume that old findings are eternally valid; on the 
contrary, there is reason to assume that differences between groups like gender 
vary as the society develops in various ways.
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Related to this is the problem of the universal impression that reported 
gender differences often give. Sometimes this has to do with how the 
researcher has expressed the difference found, but more often how results are 
treated in contexts outside the research report. If gender differences are 
perceived as universal, they are almost always interpreted as a result of nature 
(or evolution). When and if consistent patterns of gender differences are found, 
it may well be a sign of an unchanging society. This is also why it is necessary 
to investigate differences between groups such as gender.

One way to investigate the nature/nurture question is by comparative 
studies, for example by comparing gender differences in patterns of knowledge 
over countries. A problem is, of course, that even if similar patterns are found 
they may have different explanations in each country. On the other hand, if 
there is a dissimilar pattern across countries, then biological and evolutionary 
theories and explanations are seriously challenged.

There are, of course, many other reasons for comparative studies than the 
nature/nurture question, and gender equity is one of them. In recent years, 
many societies have become increasingly concerned with the twin imperatives 
of equity and efficiency. Education represents one of the largest societal 
investments. Evidence that not all groups within society are equally able to 
receive: and derive benefit from the investment, inevitably raises questions 
related to the equitable distribution of resources and benefits. Comparative 
studies may thus reveal patterns that call for further research. Furthermore, an 
international perspective on national patterns of gender differences may enrich 
our understanding as well as it might encourage new questions and hypotheses. 
Last but not least, comparative studies provide improved opportunities to 
empirically investigate various hypotheses of socio-cultural influences on gender 
differences.

The problem of comparability
As many researchers have observed (e. g., Maccoby & Jacklin, 1974; Hyde, 

1981; Hyde, 1990; Hyde & Linn, 1986; Hyde & Linn, 1988; Hyde, Fennema & 
Lamon, 1990; Linn & Petersen, 1985; Reinhartz, 1992) a substantial part of the 
studies that report gender differences has included highly selected and/or small 
samples. Some of the samples suffered from restriction of range from the very 
beginning, which is no problem as long as the groups that are to be compared 
are selected equally. Others were selected as convenience samples, which often 
makes it impossible to investigate whether the groups are comparable or not. In 
most cases, however, there is no comment, report or analysis of missing data, 
which makes the results questionable. Hyde and Linn (1986) in their textbook 
on meta-analysis techniques point at this type of methodological difficulties. 
Analysis is likely to be confusing because there are holes in the framework of 
samples and measures, and they interact in ways that often cannot be
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controlled. The comparability question is one of the most fundamental in studies 
of group differences since it concerns the reliability and validity of conclusions. 
Chipman (1988) is quite critical towards meta analysis where the researcher 
collects all relevant studies and computes a standardised measure of size of the 
effect of gender in each sample. Chipman points at the possibility that all or 
most of the studies included in a meta-analysis may be biased or non­
representative in the same way because of research convenience, a problem that 
she feels has been given far too little attention when gender differences are 
reported.

The problem of the American dominance
The dominance of USA in this field of research creates problems that are 

similar to the universality problem, that is the problem of over-generalisation. 
American reports are persuasive by mere quantity and it is quite easy to assume 
that the patterns of gender differences and the theories and explanations of this 
culture are universally valid, thereby overlooking possible cultural influences. 
This may be particularly problematic for the research and understanding of 
group differences. Although extensive reviews and reanalyses like Maccoby and 
Jacklin’s “The psychology of sex differences” (Maccoby, 1966; Maccoby & 
Jacklin, 1974) and Willingham and Cole’s “Gender and fair assessment’ (1997) 
are extremely valuable for researchers all over the world, it is easy to forget that 
all the studies they review are selected, and most of the selected studies are 
American.

Maccoby and Jacklin (1974) evaluated a large body of work on sex 
differences (the term gender was not yet introduced). In their book they 
repudiated a number of common claims for sex differences, for example that 
girls are more “social”, “suggestible”, “passive” and have lower “self-esteem” 
than boys, that boys are more “analytic”, that girls are more affected by 
heredity and boys by environment, that girls lack achievement motivation, that 
girls are auditory and boys are visual. They found four types of differences to 
be fairly well established, namely that girls have greater verbal ability than boys, 
that boys excel in visual- spatial and in mathematical ability, and that boys are 
more aggressive both physically and verbally. They also left a number of the 
common claims on sex differences to be determined in future research. Their 
conclusions have in later research been criticised for not recognising the 
disparities among studies and the relatively small size of many of the differences 
cited (Wilder & Powell, 1989).

The ETS gender study (Willingham & Cole, 1997) is the most recent, and 
one of the most extensive studies ever done on gender in educational settings. It 
describes patterns of gender differences from the fourth grade to graduate 
school and comprises nationally representative samples as well as self-selected 
samples of high-achieving students. Over 400 tests and other measures were
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analysed. Large-scale analyses of this kind are impressive, and they tend to 
serve as a norm, reference and validation of other smaller studies, and tend to 
carry weight on studies conducted in other countries too. Studies that show 
results of gender differences not in line with their conclusion thus risk to be 
disregarded, especially within the USA, but also outside. In the ETS gender 
study articles from all over the industrialised world were selected in the review 
of research. This makes it even more tempting to generalise their results and 
conclusions on a universal level, although most of their major conclusions were 
made on the analysis of American data. The table below summarises some of 
their results.

Table 1: Gender differences in grade 12 in the USA (Willingham & Cole,
1997)

Differences in Means Differences in Spread of 
Scores

Females Males Females Males
Verbal-Writing | | Vtechanical/Electronic Civics

8 Verbal-Language use History
s

Ii! Short-Term Memory Spatial Skills Math

Study Skills Math-Concepts Reading

Verbal-Reading, Writing

Math-Computation

Abstract Reasoning

V erbal-V ocabulary 
Reasoning

Social Science

= Very Small |
if
¡1 = Medium-Large = Very Large

In terns of cognitive performance they found the following differences for 
the 12th graders: Females showed on the average better results on a wide array 
of verbal productive tests as well as on measures of math computation 
(arithmetic calculations, e. g., multiplication, division, fractions and percentage), 
perceptual speed, short-term memory, study skills, abstract reasoning and
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social science. Males showed on the average better results on math concepts 
(higher level math skills, e. g., concepts of number, definitions and procedures, 
quantitative reasoning, applications, problems solving, knowledge specific to 
algebra and geometry) mechanical/electronic, geopolitics, natural science and 
spatial tests. Females performed on the average better in most subjects, while 
males showed a higher average on traditional science subjects and on spatial 
tests. The differences were ranked in terms of magnitude and are reproduced 
by the grey-scale in the table; differences marked dark grey were considered 
very large, difference marked medium grey were considered medium to large, 
and differences considered very small are marked light grey.

In their analysis of changes over time, the main pattern was that gender 
differences increased from grade 4 to 12. They concluded that at the younger 
age-levels, the differences were non-existent or minor. Larger differences did 
not occur until later and then at different times for different subjects.

They also reported that the spread of scores, i.e. the variance, was greater 
in the male group for writing, reading, math, science, history and civics. The 
largest variability differences were found in civic, history and science, while the 
difference in reading, writing and math was considered small. Again, the trend 
analysis indicated that the differences grew with age. They commented the 
results as follows in their executive summary:

Gender differences are not easily explained by single variables 
such as course-taking patterns or types of tests. They not only 
occur before course-taking patterns begin to differ and across a 
wide variety of tests and other measures, but they are also 
reflected in different interests and out-of-school activities, 
suggesting a complex story of how gender differences emerge 
(The ETS Gender study, Executive Summary, Cole, 1997, p. 16)

It is important to keep in mind that their results, methods, assumptions and 
interpretations are as open to challenge as any other (smaller) study in any other 
country. And most important, gender differences may be different in different 
countries, if cultural and contextual influences are.

In the following section an alternative multivariate research approach will be 
described, which enables investigations of complex data, since it may reveal the 
patterns of knowledge that explain test performance. However, first a model, 
closely associated with the methodology will be described.
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A hierarchical theory of human cognitive abilities

The question whether human cognitive abilities are unitary or multifaceted 
has been occupying educational psychologists all over the world ever since 
Binet and Spearman did their work in the beginning of the 20th century. The 
theoretical model that today has gained most empirical support (Carroll, 1993) is 
a hierarchical model with three levels or strata. The various ability constructs 
and notions of relations between general, broad and narrow cognitive 
dimensions, rely on theoretical ideas from the past (Gustafsson, 1984; 
Gustafsson & Undheim, 1996; Carroll, 1993). The hierarchical model combines 
Spearmans theory of general intelligence as a unitary dimension, Thustone’s 
findings of multiple abilities and Cattell and Horn’s (Cattell, 1963; Horn & 
Cattell, 1966) ideas that human cognitive abilities can be hierarchically ordered 
and their distinction between fluid intelligence and crystallised intelligence 
(Gustafsson, 1984, 1988).

Today’s scientific view on intelligence has its roots in the beginning of the 
century when psychological measurement started. Before that time, the notion 
of intelligence was founded in personal beliefs and philosophical thoughts 
among distinguished men (Cattell, 1987). Cleary (1992) points out that gender 
differences in aptitudes and achievement were noted long before there were any 
test scores to compare, referring to both Plato and Aristotle, and of course to 
the male advantage. Hollingworth’s request, in 1914 (cited in Walsh, 1997) bear 
witness that the introduction of systematic observations would be of great 
importance for the so-called “woman question”. Hollingworth asked that a 
psychology of women should be written:

based on truth, not opinion; on precise, not on anecdotal 
evidence; on accurate data, rather than remnants of magic 
(Hollingworth, 1914, p. 49).

Spearman’s questions whether the human intellect should be thought of as 
“a smgle power” or “a crowd of faculties” is considered fundamental 
(Spearman, 1904). He also developed the first factor analytic method to 
investigate this question. Building on the correlational technique developed by 
Francis Galton at the end of the 19th century, Spearman found that all measures 
of cognitive performance were positively correlated, and that the correlation 
was highest among complex and abstract tasks. His interpretation of this pattern 
was that all tasks share a common dimension, g (general intelligence), and that 
each task also require an ability specific to that task (Cattell, 1987)

Thurstone (1938) extended Spearman’s unidimensional model to encompass 
multiple factors. With a newly developed factor analytic technique (multiple 
factor analysis) Thurstone was able to identify about a dozen ”primary” factors
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in large-scale empirical studies. The number of “Primary Mental Abilities - 
PMA’s” was later considerably extended by Thurstone and his followers. There 
was, however, a growing disenchantment with multiple factor analysis and the 
PMA system, which had to do with its limited utility for describing the structure 
of ability, and for its tendency to yield as many factors as there are types of test 
items (e.g., Humphreys, 1962). Furthermore, differential aptitude batteries did 
not seem to have differential predictive power for achievement in different 
subject matter areas, which questioned the value of primary abilities in practical 
applications (Gustafsson, 1992a). Broader abilities were thus needed for both 
theoretical and practical reasons.

One way to bring order among PMA’s is to analyse the correlations between 
factors, and thereby identify so called second-order factors. This approach 
yields a hierarchical organisation, which includes both broad and narrow ability 
dimensions. Horn and Cattell, (1966) applied such techniques to construct a 
hierarchical model with two broad factors, fluid intelligence and crystallised 
intelligence. They also identified some further broad factors (e.g., General 
Visualisation, Gv, and General Fluency, Gr)

Carroll (1993) has reanalysed most studies of the structure of abilities, and 
has extended the Cattell and Horn model into a model with three levels. Using 
confirmatory factor analysis Gustafsson (1984) also arrived at a hierarchical 
model with three levels. This model is described in greater detail below (see also 
Figure 1).

18



Apex

id Dimensions'The Intermediate Level

General Visualization 
Gv

Spatial ability 
Visual/figural

Speediness
Quickness of performance^^/

General SpeedinessGeneral Crystallisation 
Gc

Crystallised ability 
Verbal/Cultural Conceptual
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Figure 1: The hierarchical organisation of human cognitive abilities
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General intellectual ability
At the apex there is g, general intelligence. Current interpretations regard g 

as a combination of Spearman’s general intelligence concept, and Fluid 
intelligence (Gf) from Cattell and Homs Gf-Gc theory (Cattell, 1943, 1971, 
1987, Horn & Cattell, 1966). Recent findings from correlational and 
experimental research (Gustafsson, 1984, 1992b, 1997: Kyllonen & Christal, 
1990; Carlstedt, 1997) provide evidence in support of equating Gf and g. 
Gustafsson (1992b, 1997) describes Spearman’s (1923, 1927) theory of g, 
which involved both a quantitative and a qualitative aspect. The qualitative 
aspect is expressed in terms of three principles; “eduction of relations” (rule 
inference), “eduction of correlates” (rule application) and “apprehension of 
experience”. The first two principles aim to capture basic aspects of reasoning, 
while the third corresponds to what is now called meta-cognition. The 
quantitative aspect of g was formulated in terms of “mental energy”, which 
should be understood as expressing individual differences in limitations on the 
ability to keep more than a limited number of items in mental focus at the same 
time (Gustafsson, 1997).

The definition of Gf in Cattell and Homs Gf-Gc theory share much of 
Spearman’s definition of g, although they themselves describe Gf and Gc as a 
twin- form of Spearmans g. However, Gf is thought to precede Gc, 
“Crystallised intelligence is a product over time of earlier fluid actions” 
(Cattell, 1987, p. 94), indicating that Gc is dependent on Gf. According to the 
theory, Gf is thought to reflect biological and neurological factors, and factors 
such as incidental learning. Gf is thus thought to be unconnected with cultural 
skills “...[Gf] rises at its own fate and falls despite cultural stimulus” (Cattell, 
1987, p. 97). Gf'vs, thought to be best reflected in so-called “culture-fair” tests, 
i.e. in tasks reduced of cultural qualities, and in tasks that are novel to the 
person. Examples of tasks measuring Gf are analogies, classifications, matrices, 
series and topology-matrices.

As has already been mentioned several studies indicate that g and Gf are 
empirically and theoretically inseparable (Gustafsson, 1984, 1988, Undheim, 
1981; Undheim & Gustafsson, 1987). Gustafsson (1997) concludes that this 
finding supports putting Gf at the apex of the hierarchy, which thus emphasises 
reasoning as the central component of intelligence. He also offer a rational for 
the existence and influence of g in any cognitive task in the following way:

“ ...there is a factor of general intelligence, which is equivalent 
with fluid ability, because every task, in one stage or another, 
involves a least a minimum of rule-inference. For example, 
vocabulary tests have been found to be highly loaded on the 
general factor, which is not because the process of retrieval an 
response require much of analytical ability, but presumably
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because the process of acquiring the meaning of words to a large 
extent is an inductive, rule-inference, process of learning from 
context” (Gustafsson, 1992b, p. 19)

Other research has indicated that the g-Gf dimension may be a reflection of 
“working memory” (Kyllonen & Christal, 1990). Thus, the principles of 
Spearman’s theory have lately gained much empirical support, and the definition 
of g as an analytical non-verbal reasoning dimension now seems firmly 
established.

Broad cognitive ability dimensions

On the intermediate level a number of broad ability dimensions have been 
identified of which the most important one in educational contexts seems to be 
Gc, Crystallised intelligence. The term “crystallised” is meant to imply the 
‘ freezing shape of what was once fluid ability” (Cattell, 1987, p. 115). Gc like 
Gf also is thought to reflect the capacity for abstraction, concept formation, 
perception and eduction of relations. The difference is that Gc is associated 
with systematic influence of acculturation, and is central in tasks of a verbal- 
conceptual nature (Gustafsson & Undheim, 1996).

General visualisation, Gv, is another broad dimension spanning over a range 
of tasks with spatial content, a dimension which according to Cattell (1987) 
reflects good visualisation resources. Another broad dimension, Gs, General 
speediness, is thought to reflect speed and accuracy in cognitive performance, 
and Gr, General fluency, is thought to reflect retrieval from memory storage 
(Cattell, 1987). Later research has proposed a few additional broad dimensions 
(Carroll, 1993; Gustafsson & Undheim, 1996)

Narrow dimensions

At the lowest level of the hierarchical model a large number of narrow, 
specialised ability dimensions identified in the Thurstonian multiple factor 
tradition is identified. Examples of primary abilities are Verbal comprehension 
(V), Numerical ability (N), Cognition of figurai relations (CFR), Visualisation 
(Vz), Spatial orientation (Sr) and Flexibility of closure (CFR). Narrow 
dimensions are thought to be determined by practice and experience as well as 
interest and motivation.
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Choice of method
Theories of the structure of human intellect have throughout history been 

developed in rather close relation to factor analytic techniques. One may say 
that each new model in history relies on methodological advancements. The 
current three-level structure of cognitive dimensions has been identified with a 
refined form of exploratory factor analysis (Carroll, 1993), although a use of 
structural equation modelling (described below) yields more stable and precise 
results, and opens for further questions and analyses (Gustafsson, 1997). In my 
three studies the latter type of factor analysis and models was applied, and the 
methodology will be further commented on in relation to the results in the 
following sections.

There are several reasons for my choice of multivariate quantitative research 
methods for studying gender differences in patterns of knowledge:
• My ambition was to study complex patterns of multiple variables in terms 

of variation, structures and relations simultaneously, and there is no other 
method that can handle such a large amount of information.

• The great variation within each of the female and male groups overlaps to 
a large degree. Therefore a study of gender differences seemed best 
performed m the light of individual differences, in order to give a fair 
picture and avoid unduly polarisation. The need for large samples was 
obvious.

• Furthermore, large-scale studies have many other advantages: they are 
usually powerful, they tend to give a reliable impression if performed 
correctly, and they tend to influence researchers and decision makers as 
well as the public if the results are made known.

These are not unimportant reasons if one wants to provide information that 
may reveal structural patterns of differences between groups like gender, and if 
such information can be useful in the work of change towards gender equality. 
However, my choice of methods was primarily based on the research question.

Thus, the perspective and the approach I have chosen in my empirical 
investigations, has its roots in the latest advances within the psychometric 
tradition for investigating and understanding individual and group differences in 
cognitive functioning (Gustafsson, 1992b; Gustafson & Undheim, 1996). The 
power of structural equation modelling, for the study of cognitive performance 
has been demonstrated in studies that has adopted a multivariate approach with 
latent variables organised in accordance to the hierarchical structure described 
above (e. g., Gustafsson & Balke, 1993; Gustafsson, 1994; Hämqvist, 1997).

The same method has also been demonstrated to be useful and relevant for 
the study of group differences (Gustafsson, 1992a). The method assumes and 
investigates latent structures, and although the starting point for the analysis is 
sameness, this tool not only enables investigations of the question if these latent
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structures are the same, but also enables identification of how these structures 
may vary between the two groups.

In all three studies I have chosen to contrast this multivariate technique with 
traditional univariate methods, for two reasons. The first was to demonstrate 
the power of the method, which is not yet widely spread. The second reason 
was that the contrast in itself contributes additional information compared to 
that which either of the two types of analysis would have contributed.

As my research shows, when gender differences are put in relation to 
individual differences they are usually small. But sometimes this is deceptive, 
since small is easily confused with unimportant.

Some strong feminist voices have pleaded for a general rejection of 
quantitative methods as research tools (Reinharz, 1979; Fox Keller, 1985; 
Harding, 1986, Hallberg, 1992). As Reinharz (1992) asserts

One root of this criticism is hostility to statistics that are seen as 
part of the patriarchal culture’s monolithic definition of ‘hard 
facts’. (Reinharz, 1992, p. 87).

Although others have pleaded against methodological essentialisms (e.g., 
Martin, 1994; Jayaratne & Stewart, 1995; Elisasson, 1987, 1994; Rosén & 
Wemersson, 1996; Wemersson & Ve, 1997) the limited number of feminist 
researchers in the field of educational measurement and psychometrics, bear 
witness of the persuasive power of arguments against quantitative methods.

Some of the critique that feminists and others have levelled against 
traditional research certainly is warranted. I am, however, not convinced that 
such a standpoint benefits feminist interests. I will, however, scrutinise the 
critique in greater detail in the last chapter of this essay

Methodological advances within performance research

Confirmatory factor analysis or, more generally, structural equation 
modelling (SEM), has its roots in the psychometric approach to the study of 
individual and group differences. Ever since its beginning, the psychometric 
approach has been relying on scores on quantitative scales. With the tools of 
factor analysis, these scales may be analysed so that the dimensions of 
knowledge and skills that form the structure of individual differences may be 
identified.

The explorative factor analytic approach has been criticised for failing to 
provide deeper theoretical insights into the nature of intelligence, since it fails to 
specify the processes by which problems are solved (e.g., Resnick, 1976; 
Sternberg, 1977). However, instead of abandoning the psychometric approach!
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which seemed logical and rational at the time, there is now a well-grounded 
confidence in the new possibilities that structural equation modelling offer.

In the following, I will try to describe the methodology without getting into 
all the technicalities. But first I will give a description of some of the central 
terms.

Manifest vs. Latent
In recent research on individual differences in knowledge and skills a 

distinction is made between the “manifest ” and the “latent ”, both theoretically 
and methodologically. In theory, terms such as knowledge and skills refer to 
abstractions that are not directly observable, or latent. The manifest part refers 
to observable and observed behaviour, like achievement on tests, which may be 
viewed as indirect measures of latent dimensions.

The methodological or statistical meaning of latent and manifest variables is 
at a superficial level equivalent with the theoretical distinction. The observed or 
manifest variable is the one that “meets the eye”, while the latent variable is 
disguised. Examples of manifest variables are, in the context of knowledge and 
skills, the observed performance scores on various types of achievement tests. 
Observed performance scores may be total test scores, sub-test scores or 
performance on particular tasks or items. In traditional univariate research, 
manifest scores are used as indicators of some more general and/or abstract 
cognitive skill, such as when performance on a vocabulary test is interpreted in 
terms of verbal ability.

In contrast, the latent variable is in a multivariate context part of a 
mathematical model, in which the latent variable accounts for the correlations 
that exist between performance on various cognitive tasks. The parameters of 
such models may be estimated with statistical methods, and the fit of the model 
may be tested. The model parameters (i.e. the latent pattern) may differ in 
various ways between groups, which may be investigated statistically. Such 
latent variable models may be built, analysed and evaluated with the aid of SEM 
(e. g., Jöreskog & Sörbom, 1993a, 1993b; Gustafsson & Stahl, 1997).

Modelling
Under any observed performance hides a latent pattern, a structure with 

relations to the manifest variables. When correlations between tasks are sorted 
out and transformed into latent variables, a latent variable pattern emerges. This 
“sorting procedure” is called modelling. The latent variables are then assumed, 
on logical grounds, to be closer to the theoretical constructs than is any 
observed manifest score. It may be observed that this “sorting” procedure is
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quite similar to the procedures for identifying theoretical constructs within 
qualitative research.

In SEM the researcher thus proposes a particular model with a particular 
number of latent variables (= factors), and also the pattern of relations between 
observed (manifest) and latent variables. The model is then estimated from Hqta, 
which usually is the covariance matrix for all the variables. The process 
towards the final model is usually a stepwise procedure, because the originally 
hypothesised model often requires some modification. To evaluate the fit there 
are statistical tests which indicate whether the model fits the data or not, and 
so-called modification indices which provide suggestions for improving the 
model. It should, however, be noted that meaningful models cannot be 
constructed on the basis of modification indices alone. The process of model 
fitting, whether guided by modification indices or not, must be given a 
theoretical rational. The overall %2 goodness-of-fit test provides an evaluation of 
the fit of the complete model, and involves a comparison between observed 
covariances and the covariances implied by the model. If this measure is large 
in relation to the degrees of freedom, the model must be rejected. However, the 
chi-square measure is sensitive to large sample sizes, so other global fit indices 
have been developed. A broadly accepted measure is the “Root Mean Square 
Error of Approximation” (RMSEA) index, which provides a measure of model 
fit independent of the sample and model size. More detailed information about 
measures of the model fit is offered elsewhere (e. g., Gustafsson & Stahl, 
1997; Jöreskog & Sörbom, 1993a, 1993b; Bollen & Long, 1993)

Rich information is gained from a structural equation model. In addition to 
observed scores, means and covariances may be estimated for each latent 
variable. Furthermore, the relations between latent and observed variables, the 
structure, is described by coefficients called factor loadings. These are 
regression coefficients, which, when standardised, are the correlations between 
latent and the observed variables. Similarly, a model may include relations 
among latent variables in a structural model. If groups are compared in a 
multiple group model the information from the analysis may be massive if there 
are differences with respect to many parameters.

Factor analysis in principle enables division of the observed variance into 
two parts, one that is due to the common factors and one that is unique to the 
observed variable. The unique variance may, in turn, be divided into two parts, 
one called specificity ’, which is the reliable part of the unique variance, while 
the other part represents random sources of influence (measurement errors). All 
measures are more or less “polluted” with measurement errors, which are 
sorted out from the analysis.

Research utilising SEM and these measurement considerations, has 
demonstrated that observed measures, such as scores on vocabulary tests, are 
usually not indicative of only one underlying latent dimension, such as verbal

25



ability but several (e. g., Gustafsson, 1984; Gustafsson & Balke, 1993). For 
example, scores on vocabulary tasks both measure a specific verbal knowledge, 
and more general cognitive skills.

These advances and findings within psychometric research indicate that 
when differences between females and males (or other groups) are observed on 
manifest scores, it may be due to differences in many different latent 
dimensions and to measurement errors. Furthermore, a similar observed score 
does not necessarily imply similarity between groups in underlying dimensions 
or latent patterns.

In my studies, for example, it is demonstrated, that the specific factors can 
cause the performance to be higher or lower than would be expected from the 
common factor, which is due to knowledge and skills that are important for a 
narrow domain.

Summing up, in this chapter I have presented some problems, the theory 
and methodology chosen for my three empirical studies. The principles of the 
method and the technique are quite accessible, but it takes some experience to 
conduct this type of analysis. This is obvious when results from this type of 
analysis are published. A substantial part of the articles are often concerned 
with all the technicalities, while a minor part addresses the substance. 
Hopefully, this will change, as the methodology becomes more established and 
used.

An investigation of gender differences in the latent patterns of knowledge 
thus coincided with my research ambition. Furthermore, as has been previously 
described, it seems also to meet a need that researchers within and outside the 
field have called for. The main focus for my studies included in this dissertation 
(part II, part III and part IV) are the patterns of knowledge that underlie 
observed performance scores, and in what way such latent pattern differ 
between males and females. In the following chapter, I will present and further 
elaborate on the findings from those studies.
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The Studies
In the following sections the more specific purposes of each of the three 

empirical studies will be described, together with a somewhat extended 
discussion of results and issues related to theory, practice and contemporary 
research. General problems and purposes, theory and methodology have been 
described in preceding chapters. However, methodological points and 
clarifications are offered during the presentation of results.

Theories of gender and gender differences will be partially dealt with during 
the course of discussion, although some feminist socio-cultural reflections are 
saved to the final chapter.

A common goal for the three studies presented here have been to investigate 
observed gender differences in cognitive performance in terms of differences in 
underlying constructs of abilities and proficiencies. As the previous chapter 
aimed to clarify, the multivariate approach, using structural equation modelling 
(SEM), enables investigation of the relations between theoretical constructs of 
cognitive abilities, performance on operative cognitive tasks and their 
interrelations. Furthermore, many of the typical problems of measurement can 
be handled with the aid of SEM.

Patterns of knowledge in the two first studies, consists of an investigation 
of gender differences in various aspects of intellectual abilities. The difference 
between them is that the results in the first are analysed in more depth and 
challenged by the second in an analysis of missing data. Thus, the second study 
addresses the comparability problem and the problem of selectivity discussed in 
the previous chapter.

The third study aims to analyse gender differences in so-called “Document 
reading between countries. Document reading is assumed to be an important 
part of reading skills, where the patterns of knowledge from these skills 
represent a mixture of broad and narrow abilities as well as “task-specific” 
knowledge in the theoretical model of intelligence. The study comprises an 
investigation of the influence of underlying dimensions, their relation to gender 
and how gender differences in patterns of knowledge vary between countries. 
Their connection to the hierarchical model of cognitive abilities is limited to a 
theoretical discussion. The influence of culture is demonstrated, which should 
be regarded as a contribution to the eternal question of gender differences as 
determined by culture or biology.

The three empirical studies are throughout this essay referred to as follows 
and fully presented in Part II, Part III and Part IV:
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1. “The first study” or “The ability study” as an alias for the article Gender 
differences in structure, means and variances of hierarchically ordered ability 
dimensions (Rosén, 1995)

2. “The second study” or “The missing data study” as an alias for the article 
Gender differences in hierarchically ordered ability dimensions: The impact of 
missing data (Rosén, 1998)

3. “The third study” or “The comparative study” as an alias for the article 
Gender differences in reading performance on documents across countries 
(Rosén, in press)

Data background to the ability study and the missing data
study

Both the first and the second study comprise an analysis of gender 
differences in cognitive abilities. The data analysed came from a project with 
the primary aim of analysing and describing individual differences in learning 
strategies. Central for the project was the question of the structure of human 
abilities and above all the question whether intelligence is unitary or 
multifaceted. For this purpose the designers of the project had selected a 
number of different cognitive tests that seemed to be the most promising 
variables previously developed in traditional differential psychological research. 
These tests were also intended as reference variables when evaluating new 
cognitive constructs. Another important aim for the project was to collect and 
document a reference material of tests and subjects to be used in further 
research of individual differences in learning as well as group differences. The 
project and the data collected is described in greater detail elsewhere 
(Gustafsson, Lindström & Björk-Åkesson, 1981) and for the present purpose I 
will only give a brief description of the data I used.

The sample consisted of 1224 students in grade 6 from 1980. It was more 
or less all the students in two communities on the Swedish West Coast. In the 
autumn of 1980, when most of the students in the sample had reached the age 
of 12, members of the research project administered a test battery of 13 ability 
tests to the students. The tests in the battery were selected primarily to capture 
the broad cognitive dimensions that theoretically are thought to be the most 
important ones for describing the individual variation in cognitive performance. 
The 13 ability test used all refer to three broad cognitive ability dimensions, 
General Intelligence/Fluid intelligence (g-Gf), General visualisation (Gv) and 
Crystallised intelligence (Gc).

In their regular activities in grade 6, schools were also recommended by the 
state to administer three standardised achievement tests (Swedish, English and 
mathematics), and which also represent measures of Gc. The three standardised

28



achievement tests consisted of 4-7 sub-tests, and for the analysis in both the 
first and the second study, the sub-scores from these different parts were used. 
The total number of test-scöres included in the analysis was 29. Altogether 981 
students had completed all three standardised tests together with all ability tests, 
and those 981 students became my research subjects in the first study. The 
analysis in the missing data study comprised all 1224 students.

The ability study

The first study had three specific aims, of which one was to contrast the 
traditional univariate approach with a multivariate one. “Traditional” refers to the 
practice of comparing means and variances on one single observed test, sub­
test or task score at that time. The multivariate approach used, considers 
several scores, and treats them as more or less interrelated in that they share 
latent sources of variance. With the aid of SEM, these latent sources can be 
sorted out as mentioned earlier, and interpreted as more valid measures of the 
theoretical constructs.

The second aim was to investigate the assumption of gender similarity in the 
hierarchical structure of cognitive abilities. The theory described above was 
thus translated with SEM into its empirical correspondence of a hierarchical 
latent variable model. With this approach the observed variance for all the 
variables was “sorted” into a number of broad and narrow latent dimensions for 
each observable task, along with the measurement errors. In the modelling of 
the data the theoretical model was thus fitted and adjusted to the data. Gender 
was included in the analysis after an acceptable model was arrived at. Gender 
differences were then investigated in terms of means, variances and relations 
between latent constructs and observed variables.

The third aim was to investigate if potential mean differences in latent 
dimensions were influenced by various model assumptions. The multivariate 
approach allows for investigation of questions, such as if and how the latent 
mean differences between the groups are affected if the variances, or the 
measurement errors, or the relationship between the observed and the latent 
variables are allowed to differ between females and males.

The first and most striking result was the contrast between the observed 
pattern of gender differences, e. g., the differences in test performance arid the 
differences that occurred on the latent dimensions, which gave a completely 
different picture of the pattern of gender differences observed on the surface. 
In the following I will present and discuss the results study by study.

Contrasting the results of a traditional univariate approach with the results of 
the multivariate latent approach, serves two purposes. It distinguishes between 
performance on tests and the latent cognitive dimensions of the test that cause 
differences in performance. This means that common interpretations of test
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performance can be problematized not only theoretically but also empirically. It 
also demonstrates that both approaches are needed, since the relations between 
the observed and the latent contribute to a more complex understanding. Thus, 
for each study I will start with the results of the univariate analysis, move on to 
the multivariate analysis and then discuss the relation between the two. 
Enclosed are also a somewhat extended discussion about the meaning and 
implications of the results, compared to what is presented in the published 
articles.

In the final chapter I will further elaborate a socio-cultural explanation in the 
light of the gender system, for the gender differences in patterns of knowledge 
found. My reflections will hopefully serve as an invitation for further 
discussions and research.

Gender differences in observed performance
Mean differences in the observed performance (manifest scores), were, on 

the ability tests, apparent in 4 out of 13 tests, on 6 out of 7 sub-tests in 
Swedish, on 3 out of 4 sub-tests in English, and on 1 out of 5 sub-tests in 
mathematics, i.e. 14 out of the 29 different test scores. In most cases the 
difference was to the female advantage. Differences in variability in these 
observed measures were apparent in 5 of the ability test scores and in 2 of the 
sub-test scores in Swedish and English respectively. A greater variability was 
found in the male group in each of these 7 test scores.

While describing the observed differences more specifically I will also 
highlight that which a traditional single-variable approach would have indicated. 
Although connections to previous and contemporary research are made in each 
article, some references are made here to put the results into a larger context.

Gender differences on tests of Fluid intelligence
In a traditional analysis it would have been difficult to draw any strong 

conclusions on the basis of the results from the 13 ability tests. Three of them 
are considered to be typical tests of Gf, that is “Number Series”, “Letter 
Grouping” and “Ravens Progressive Matrices”. A minor male advantage on the 
first, and a somewhat larger female advantage was observed on the two latter. 
The inconsistent pattern makes any conclusion about an advantage in either 
direction doubtful. This is particularly so if Gf is interpreted to be “General 
intelligence” in the IQ-score meaning described earlier. Gender differences have 
not been expected on IQ tests.

When Binet and Simon (1905) constructed the first psychologically useful 
measure of intelligence, their belief was that there were no gender differences in 
general intelligence (Hyde, 1990), and their use of intelligence test did not reveal
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any either. However, as Hyde acknowledges, another interpretation is that the 
test constructors were successful in producing tests that confirmed their prior 
belief. It may thus be that the patterns of there not being any gender differences 
from the test, gives a misleading picture of reality. If similarity is a criterion of 
test validity, it certainly makes the question harder to explore. Hyde also 
comments that Binet and Simon’s beliefs regarding females were rather 
unusual, given the popular views of the time (Shields, 1975).

According to Hyde (1990) it was Thurstone’s conceptualisation of 
intelligence as being composed of multiple abilities (rather than one as Spearman 
suggested), that laid the foundation for research on gender differences in verbal, 
mathematical, and spatial abilities separately. It thus seems that the tradition of 
investigating gender differences on one single dimension at a time, without 
connecting different measures to each other, has its roots from this time.

Although tests of induction were developed early, it was not until later they 
were referred to as tests of Fluid intelligence (Gf), when Cattell and Horn’s 
(Cattell, 1971; Horn & Cattell, 1966) hierarchical theory of the intellect was 
accepted as being more sensible and useful than the Thurstonian one. Test of 
Gf are, among others, the so-called culture-fair, e. g., the Ravens Progressive 
Matrices test. Explicit assumptions regarding gender differences in Gf or in 
performance from tests of Gf are not available, and early research on Gf-type 
tests did not reveal any consistent pattern of gender differences. In Maccoby 
and Jacklin’s (1974) review of research on gender differences in cognitive 
abilities and cognitive styles, there are not any studies, which refer to Fluid 
intelligence explicitly. However, in their review there are three studies of Ravens 
Progressive Matrices test (I: age 7, 8, 11, sample size: 72; II. age 8-0, sample 
size 12 & 350; III. age 13 sample size 240), of which I and III did not show 
any gender difference while II showed a male advantage. Other “resoning” tests 
showed a mixed pattern of gender differences, but the most common 
conclusion was “no differences”.

The idea of a dimension like “General intelligence” has now reappeared, at 
the apex in the hierarchical model described in the previous chapter. The 
methodological implications of the hierarchical theory of intelligence with three 
levels are, however, not yet widely adopted.

To conceptualise “general intelligence” as a composite of several 
dimensions, as represented in IQ-tests, is still common in contemporary 
research. Tests of IQ are also commonly used in public and popular media 
(mostly in the USA) as a reference to signs of general intelligence. However, to 
view general intelligence as a composite of a number of narrow ability 
dimensions is something quite different from the g (General intelligence) in the 
hierarchical theory. Two conceptions and applications of the same constructs 
undoubtedly cause confusion, and it will probably take a while before a
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terminology that differentiate between these two views is agreed upon among 
scholars and elsewhere.

The developers of IQ-like tests do however share the opinion with Binet and 
Terman, that there are not any gender differences in general intellectual ability, 
and the tests are thus constructed accordingly (Matarazzo, 1972, McNemar, 
1942). The idea that there could be any “real” gender differences in g or Gf is 
not socially acceptable, and thus quite controversial to investigate. A female or 
male advantage in some tests of Gf would probably be interpreted as either 
accidental, caused by chance or by specifics in the test, or as a sign of maturity 
level.

Gender differences on Spatial tests
In my study a female advantage was found in ‘Hidden Patterns’ and 

‘Disguised Pictures’, both spatial tests. Taking into account that none of the 
other spatial tests revealed any gender difference, a reasonable conclusion may 
have been that the consistent male advantage in this domain finally seems to 
have vanished, at least in Sweden. Questions regarding gender differences in 
spatiality has in the research community caused many animated debates, (e.g., 
American Psychologist, September, 1986). As Linn and Petersen (1985) report, 
spatiality -is not a unitary construct, and the “consistent” pattern of male 
advantage reported through history (Anastasi, 1958; Maccoby & Jacklin, 1974) 
has not only decreased (Feingold, 1988; Emanuelsson & Svensson, 1990) but 
seems restricted to particular aspects of spatiality, as for example “spatial 
perception” and “mental rotation”. On “spatial visualisation,” Linn and Petersen 
conclude in their extensive meta-analysis of previous research, that the 
differences found were neither significant, nor meaningful.

There have been voices pleading that the differences found in spatial abilities 
are given disproportional attention with reference to their “smallness” (e. g., 
Chipman, 1988), while others have elaborated on what practical consequences 
small differences may have (Burnett, 1986). Others again argue that the 
differences are substantial (e.g., Sanders, Soares & D’Aquila, 1986). When 
females on the average perform better on spatial tests, the comments are 
generally few in the research literature. Some scholars have challenged the 
notion of gender differences in the spatial domain by elaborating on whether 
they really exist (Caplan, MacPherson., & Tobin, 1985; Halpem, 1986)

Gender differences on Standardised Achievement tests
The female advantage on the standardised tests in Swedish and English 

would confirm and validate the fact that females gain higher school grades. This 
would also confirm the rather consistent pattern of female advantage in verbal 
abilities reported over the years (e.g., Anastasi, 1958; Maccoby & Jacklin,
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1974, Hyde & Linn, 1988, Willingham & Cole, 1997). However, these 
researchers also emphasise that the “consistency” of the patterns is dependent 
on how verbal abilities are defined, indicating that there are fields within the 
verbal domain where there are no gender differences to be found, or fields 
where sometimes the reverse pattern is shown. The issues for research on 
gender differences are now directed towards which types of verbal ability show 
these differences, and the developmental timing of the appearance or 
disappearance of the differences (Hyde & Linn, 1988). Male advantage on tests 
of verbal abilities seem only to occur when the male and female samples are 
selected from different groups, as in the case of the verbal scale on the 
American Scholastic Aptitude Test in 1985.

The almost gender-neutral result on the standardised test in mathematics 
from my first study, seems to support the conclusion that there no longer exists 
a male advantage in mathematical abilities. However, most (American) studies 
of gender differences in mathematics performance indicate a male advantage, 
which increases with age. This is particularly true on tasks that require more 
than computational skills (Fennema & Petersson, 1985, Willingham & Cole, 
1997). Mathematical skills are presumed to be of particular importance for 
career development, which explains why mathematics and its relation to gender 
is another area that has caused many controversies among scholars and 
practitioners (Fox, Brody & Tobin, 1980; Friedman, 1989). Since the type of 
mathematical tasks on which males outperform females are tasks that are 
described as requiring “high cognitive complexity” (Fennema & Petersen,
1985) , it is no wonder that the same idea of female intellectual inferiority, as 
was the common belief not long ago, reoccurs.

Reports of gender differences in mathematical skills have been criticised for 
utilising unreliable samples, male-biased performance measures and both 
incorrect and sexist interpretations. It seems that most of the differences 
reported are very small or non-existent if sampling and previously taken 
mathematics courses are considered (Peterson & Fennema, 1985). In their 
extensive review and meta- analysis of 100 studies, Hyde, Fennema and Lamon 
(1990) came to the conclusion that gender differences are small, and actually 
favoured females in young samples of the general population. However, 
differences favouring males emerged and increased with age and increasingly 
selected samples, and were largest in highly selected samples, and samples of 
highly precocious persons.

Global statements of consistent and/or robust male advantage in 
mathematical abilities made previously (Maccoby & Jacklin, 1974; Halpem,
1986) were thus misleading, but the problem of female under-representation in 
mathematical areas later on in life is not artificial. The critique has then turned 
the research question from “why can’t" females do as well as males in 
mathematics?” to “why don’t” females do as well as males in mathematics?”

33



(Willis, 1990). This tum of the research question implies that females abandon 
the mathematical field for other reasons than lack of ability. If in Sweden there 
was a female disadvantage in mathematics among 12-year-olds in 1980, this 
was not deducible from the observed score on the Standardised Achievement 
test in mathematics in my study. Females are still “underrepresented” in most 
educational programs where mathematics is one of the key subjects.

Variability differences between females and males in observed test scores
“The greater male variability hypothesis” has its origin in historical 

observation of a wider array of behaviour among males compared to females, 
accompanied with more sophisticated notions of anatomy and physiology. 
These observations were translated into a dual model of strength/weakness 
which was determined by nature (Hollingworth, 1914; Shields, 1975; Dijkstra, 
1986; Noddings, 1992;)¿ and used as an explanation for existing inequitable 
social circumstances. The functionalistic view of nature, introduced by Darwin, 
has its parallel ip the understanding of sex differences. According to Shields 
(1975) Charles Darwin fitted the observed variability difference into his 
functionalistic evolutionary theory in The Decent of Man. It was his cousin 
Francis Galton who first claimed empirical scientific ground for the conclusion 
that women tend in all their capacities to be inferior of men (Galton, 1907, 
referred in Shields, 1975). One of the many illuminating examples from Shields 
illustrates the logic of that time:

That men should have greater cerebral variability and therefore 
more originality, while women have greater stability and 
therefore more ‘common sense’, are facts both consistent with 
the general theory of sex and verifiable in common experience 
(Geddes & Thompson, 1890, cited in Shields, 1975, p. 743).

Males were all of a sudden the more variable sex intellectually, enriched with 
many more virtues than the female sex, however female traits were also 
acknowledged in that “the female” was seen as complementary to “the male”:

The presentation of evolutionary theory anchored in yin yang 
concepts of functions represents the most positive evaluation of 
the female sex offered by the 19th century science. Whatever 
woman’s shortcomings, they were necessary to complete her 
nature, which itself was necessary to complete man’s” (Shields,
1975, p 746).
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Females, who were seen as the opposite of males by default, were seen 
more restricted or even invariable intellectually:

“Women is a rule, typical; man, individual. The former has 
average, the latter exceptional features ...there is incomparably 
less variation between women than men. If you know one, you 
know them all, with but few exceptions” (Dijkstra, 1986, p. 129, 
citing Nordau, 1885).

Variability differences in test scores were, at this time, linked to these 
notions. Distinguished scholars, such as Edward. L. Thorndike, Havelock Ellis, 
James McKeen Cattell and Lewis Terman thought they had found the reason 
why females were missing among geniuses, and were under-represented in the 
upper half of the vertical division of labour and society. This was, and is, of 
course, a provocative hypothesis, and it has been heavily criticised from 
feminist scholars on both methodological and theoretical grounds (e.g., 
Hollingworth, 1914; Noddings, 1992). In light of the critique and reanalysis of 
data, several of these distinguished male scholars later changed their position;

“The woman who is a potential poet, novelist, lawyer, physician, 
or scientist usually gives up any professional ambition she may 
have had and devotes herself to home, husband and children.
The exclusive devotion to domestic pursuit robs the art and 
sciences of a large fraction of the genius that might otherwise be 
dedicated to them. My data strongly suggest that this loss must 
be debited to motivational cause and the limited opportunity 
rather than lack of ability” (Terman, 1975, cited in Hyde &
Linn, 1986, p. 223)

The greater male variability hypothesis has gained mixed empirical support in 
modem research (Feingold, 1994; Willingham & Cole, 1997). When gender 
differences in variability occur in research, they need to be explained, however.

Common findings in contemporary American research indicate greater male 
variability in measures of science, history and civics, and in mathematical and 
spatial abilities, but no difference is found in verbal ability (Feingold, 1992; 
Maccoby & Jacklin, 1974, Willingham & Cole, 1997). In a Swedish study, à 
consistent pattem of somewhat greater variability has been found among males 
on one type of spatial test “metal folding” in grade 6, but not on the 
mathematical or the verbal tests (Emanuelsson & Svensson, 1989).

In the observed distribution of scores in my study, greater male variability 
was found from the tests of Fluid intelligence, in one short-term memory test, 
in most sub-tests in English, and in one sub-test is Swedish. When gender 
differences are found in the tails of the distribution, they only concern a very
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limited number of persons. Furthermore, these persons are the most deviants 
from the average within the group. However, the observed differences in the 
lower end of the distribution confirm reports of male students as having more 
difficulties in school subjects (e.g., Wemersson, 1989). A common hypothesis 
is that this has to do with maturity level and/or negative student-teacher 
interaction (Entwisle, Alexander & Olson, 1997).

The latent structure
The multivariate modelling part was the next step of the analysis described 

in the ability study. Before commenting on the pattern of gender differences in 
latent constructs, a few remarks will be made on the hierarchical model that 
was fitted to the data. In order to account for the individual differences in all of 
the 29 tests scores, 13 latent dimensions were introduced.

The statistical model was built in a top-bottom manner, which means that 
the first latent variable entered into the model was g, capturing the common 
variance across tasks. The broad and narrow dimensions were then imposed 
successively, and were formed by the residual variance, i.e. the remaining 
variance, after g and the other factors had been taken into account. A common 
way to mark that a latent variable accounts for residual variance is by entering a 
prime (') after the variable label, like Gc'.

The model included three broad dimensions (Gv’, Gc’, and Gs ’) all 
influencing a number of tests each, and there were nine rather narrow 
dimensions of specific knowledge or skills influencing particular types of tests. 
The model shows that all the observed performance measures were accounted 
for by more than one underlying dimension.

A simplified illustration of the empirical model is presented in the figure 
below. Squares represent manifest variables while circles represent latent 
variables. The arrows indicate the direction of the relations. The prime denotes 
residual variables, and latent variable labels are presented in italics.
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Figure 2: A simplified nested factor model.
The model is a so-called nested-factor model. A nested-factor model 

expresses the multiple influence of several latent dimensions on each single 
observed variable (Gustafsson & Balke, 1993). First there is the general factor, 
influencing all the observed scores. Then follow the broad factors, influencing 
a wide array of tasks that shares some characteristics, but not all. Finally, there 
is a number of narrow factors influencing a limited set of task that share some 
specific characteristic

The amount of variance accounted for by each ability dimension in each 
manifest test score is illustrated in the graph below. Each bar represents the 
total observed variance (100%) in each test. The proportions of variance that 
are explained by the different latent ability dimensions are represented by the 
different pattern within each bar. For example, the observed variance in the 
spatial Metal Folding test was determined to be 24% by G, 38% by Gv’ and to 
be 15% by Vz’, while about 23% of the variance was due to measurement 
errors. Another example is the sub-test Estimates in the Standardised 
Mathematics test, were 28 % of the variance was accounted for by G, 1 % by 
Gc and 19 % by NumAch’ factor, and 52 % was due to measurement errors.
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It is noteworthy that g is about equally influential in each sub-test of the 
standardised achievement test, with on the average 35% of the variance. Gc ’ on 
the other hand, which is assumed to be the typical school achievement factor 
and strongly influential on school performance, accounts for between 11 and 
30% in the language tests, but only for between 1 - 6 % of the variance in the 
mathematics sub-tests. This pattern may, however, be due to the fact that the 
content in the mathematics tests was basically numerical, i.e. the verbal content 
was in many of the tasks quite limited. On the other hand, mathematics training 
in school takes place in a verbal cultural context, so one might have expected 
more influence from Gc as proposed by the Gf-Gc theory. Perhaps Gc 
becomes more influential as the students grow older and better trained in 
mathematics.

Gender differences in the latent variable model
In latent variable models gender differences can be investigated with respect 

to several aspects. First of all there are a number of questions that concern 
model fit. Does the model fit the data from each group equally well in terms of 
fit indices? Are the patterns of relations between observed and latent constructs 
the same in the groups? Is the strength of the relations equal between groups? 
If the model is completely different from one group to the other, a comparison 
between groups in terms of means and variances in latent dimensions would be 
meaningless. If there are only minor differences in the model between the 
groups, then it may be investigated if and how these aspects affect the pattern 
of differences in latent means.

The patterns of relation between latent constructs and observed test 
performance were similar for boys and girls, although the strength of a few 
relations differed somewhat. The differences were, however, so few and small, 
that the same pattern has to be validated in more studies before one can draw 
any conclusions. These differences did not, however, affect the means on any 
of the latent dimensions in any substantial way. This study thus supports the 
hypothesis that the structure of human intellect is the same for males and 
females

Gender differences in latent ability dimensions
The pattern of mean differences between boys and girls in latent constructs 

was strikingly different from the pattern in observed scores. Girls had a 
substantially higher mean on General intelligence (g) and on the broad 
Crystallised intelligence (Gc’) dimension. Boys on the other hand showed a 
somewhat higher mean on the broad spatial dimension General Visualisation 
(Gv '), and on some of the narrow spatial dimensions as well (Speed of Closure 
(Cä ’) and Spatial orientation (Sr ’)). Boys also had remarkably higher means on
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the narrow dimensions of Numerical Achievement (Num Ach ’) and Verbal- 
vocabulary (V’). Gender accounted for some 30% of the variance in the 
NumAch ’ factor and some 20% in the V' factor.

The rather large difference in g to the female advantage was quite 
unexpected, given the above-mentioned assumption of equality in this respect. 
When gender differences in this broad intellectual ability have been reported, it 
has only been on the basis of performances from IQ-scores and similar 
composite scores (Feingold, 1992). Such types of tests have almost always 
shown a male advantage whenever gender differences have been found 
(Willingham & Cole, 1997). The male advantage has, however, only been found 
in selected samples, which makes comparison between females and males in 
this respect more complicated to interpret. This is also a circumstance that 
easily is lost in the public debate, and thus supports beliefs of male superiority in 
this respect.

General intelligence in the modem theoretical sense is not easily captured by 
any single test, but instead is always involved in all test performances as 
demonstrated here. Lack of valid measures is therefore one of the reasons why 
such findings have not been reported previously. The empirical support for Gf 
being inseparable from g described earlier has helped in defining the construct 
of g, why. more studies of gender differences in this respect can be expected in 
the future. Investigations of group differences in g thus require tests of Gf to 
differentiate between General intelligence and any general dimension. As 
Gustafsson (1994) has pointed out, it is impossible to differentiate between g 
and Gc in IQ- tests unless some of the tasks are measuring Gf exclusively, and 
the variance decomposed in a latent variable mode, similar to the one in this 
study.

The fact that history lacks findings like this also makes the result somewhat 
doubtful. There is, however, one parallel study that shows similar results. 
Hämqvist (1997) too found a female advantage on g. One possible explanation 
for the female advantage has to do with the age-group that is investigated (12- 
13 year- olds) in the present. This advantage may be a reflection of differences 
in the process of development, and if the onset of puberty also involves a 
dynamic phase in terms of intellectual development, then females at this age will 
be ahead. Ljung (1965) suggested that the earlier onset of puberty among girls 
may be accompanied by an earlier spurt in mental growth for females than for 
males. However, Hämqvist (1997) investigated gender differences in g and 
other ability dimensions in a representative Swedish sample of intact school 
classes in grades 4 through 9, and found an increasing advantage on g for girls. 
One may ask at what age a mental spurt for boys is to be expected, and if such 
a spurt really would remove the difference. Hämqvist’s analysis comprised the 
ages 10-16, and the difference did not decrease, but the level on g decreased for 
both sexes in grade 9. The mental spurt hypothesis has not gained much
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empirical support, but one reason for that may be the lack of longitudinal 
measures over a wide age range. Another problem is the gender differentiation 
that increases by age, which makes the two groups difficult to compare.

As has earlier been mentioned, gender differences are not expected on so 
called IQ-tests. At some point in the history of test development it was decided 
that intelligence is equally distributed between the sexes at each age level. 
Reasons for this rather radical turn is probably that the differences found did 
not make any sense or were politically uncomfortable since the test were used 
for ranking and selection. The rationale for adjustments of the tests was that 
there should not be any gender differences in tests of general intelligence. 
Gender differences in tasks were then cleaned out by either removing those 
items or tasks that showed a difference, or matching it with an item or task that 
showed a similar difference in the opposite direction (Matarazzo, 1972; 
McNemar, 1942, Halpem, 1992). To hide or remove gender differences in this 
technical way does makes it difficult to investigate if there are any differences 
between groups. The matching strategy still permits investigation of gender 
differences, although not with univariate methods. The exclusion strategy 
makes analysis of gender differences meaningless. It should again be noticed 
that IQ-tests are not a valid measure of the type of General intelligence referred 
to in my study. Gustafsson (1994) has found that although g is highly involved 
in IQ scores, such tests also involve a fair amount of Gc.

A related reason why gender differences in g have not been investigated, or 
reported, is also the multivariate hierarchical approach, which is not yet widely 
spread. This may be due to the fact that the model has just recently been 
empirically validated by an extensive reanalysis of most previous test data 
(Carroll, 1993). Another reason may be that these types of analysis are quite 
complex and have been rather tedious to perform. This is all changing now, as 
the usefulness is demonstrated and as more user-friendly software becomes 
available.

The female advantage on the broad Crystallised intelligence dimension (Gc ’) 
was more expected both from previous research and from the data reported 
here. Females have consistently been reported to have been awarded higher 
average school marks (Willingham & Cole, 1997; Emanuelsson & Fischbein, 
1986) which together with the average higher performance on most of the 
verbal school achievement test makes this advantage reasonable. In my study 
the observed female advantage on most sub-tests of the standardised 
achievement tests in Swedish and English is a reflection of this Gc advantage. 
In the verbal tests, Gc and g together account for the main part of the variance. 
The female advantage is thus due to their relative advantage on both these broad 
latent dimensions. However, in the more narrow dimensions of the school 
achievement tests, males were on the average substantially stronger (NumAch 
EngAch'and V’).
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The observed pattern did not indicate any difference in mathematics, and 
thus supported the feminist notions that female inferiority in this respect is 
nothing but a “mathematical myth” (Fox, Brody & Tobin, 1976). Although boys 
and girls performed equally well on the mathematics test in this study, the 
difference in the more narrow underlying numerical construct needs some 
explanations.

Males and females may use different approaches in solving the tasks. It 
seems that male performance to a higher degree is explained by their 
proficiencies on narrow dimensions, while female performance to a higher 
degree is explained by their proficiencies on broad dimensions. In a qualitative 
study of how Swedish pupils at the upper level of compulsory school meets 
chemistry, physics, and technology in the classroom interaction (Staberg, 
1992), different learning styles were noted. It was concluded that boys have a 
practical approach to science, whereas girls have a theoretical approach. Girls’ 
learning style was in the study characterised by work and boys’ by play. 
Perhaps the male advantage on this narrow dimension is a mark of female 
subordination in the quantitative area.

The feminist literature has repeatedly been pointing out that the quantitative 
area is a well-established male domain where females are more or less expected 
to be - and treated as if they are - less successful regardless of performance, 
(Fox et. ah, 1976; Chipman, Brush & Wilson, 1985). Staberg found that boys’ 
interest and learning styles were favoured, “..often because they manage to 
masculinise the content and to influence the teaching methods” (Staberg, 1992,
p. 180).

A less conflict-oriented explanation may be that the differences in the 
underlying pattern are an expression of differences in interests and focus. 
Another of Staberg’s conclusions was that girls prefer knowledge connected 
with their own and others’ lifes, while boys are interested in things and in 
making things. This does not mean, of course, that any of the suggested 
explanations rules the other out. The question is what consequences these 
differences underlying mathematics performance may have. Although 
mathematical tasks in grade 6 may be solved with different approaches, more 
advanced math may perhaps require more specialised skills. It is thus of great 
interest to investigate how these differences change with development, if and 
how they affect student perceptions of self, self- confidence, interests, and 
future choices in terms of education and occupation.

If the quantitative domain is established as a “male domain”, the verbal 
domain is an equally established “female domain”, so the huge male advantage 
on the narrow Verbal dimension (V’) was even more surprising. V’ is 
interpreted as a narrow verbal factor involved in tasks that require some 
specific vocabulary knowledge. In the present test battery V’ was involved in 
six of the ten language sub tests and in the Opposites ability test. The proportion
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of variance accounted for by the factor varied between 1-22%. The female 
advantage in observed performance on these tests is due to their advantage on 
the broad dimensions of g and Gc rather than to their level on the more narrow 
verbal-vocabulary dimension. The most reasonable explanation of the male 
advantage on V\ is that the tests were developed under the awareness of 
historically consistent female advantage within this domain, why the choice of 
words in these tests more or less unknowingly has been selected to compensate 
for this expected difference (Hämqvist, 1997).

The male advantage on the narrow English Achievement dimension (Eng 
Ach’), although not as large, is equally unexpected. The factor accounted for 
12- 26 % of the variance in the English tests, while g and Gc accounted for the 
main part '. On all the observed scores girls performed significantly better than 
boys, which again has to do with their advantage on g and Gc ’. The male 
advantage on the EngAch ’ factor may perhaps be attributed to the content of 
the tests, i.e. a similar hypothesis to the advantage on V’. Another hypothesis to 
account for the male advantage in these narrow verbal dimensions may be the 
test situation, which can be interpreted as a competitive situation. There have 
been some reports which indicate a larger male preference for competitions in 
the classroom setting (Staberg, 1992; Wemersson, 1989, 1992a; Willingham & 
Cole, 1997).

On the broad spatial dimension Gv and on the more narrow spatial 
dimensions of “spatial orientation” (Sr ’) and “speed of closure” (Cs ’) a higher 
male average was found. Again, in the observed pattern of performance the 
differences were not seen, a pattern that is consistent with contemporary 
feminist research. The historical and consistent male advantage in the spatial 
domain thus reappears in the latent pattern. Gender similarity may thus have 
been reached in solving spatial tasks, but this is obviously not the same as 
gender similarity in spatial abilities.

In this study a substantial male advantage on several latent spatial 
dimensions was found, and some hypothetical explanation for this advantage is 
suggested further below. Again one must understand that the lack of difference 
in the observed pattern is due to the female advantage in g, which accounts for 
substantial parts of the variance in these tests. Different approaches for solving 
the tasks are again hypothesised, since it is obvious that spatial tasks can be 
solved with the aid of other abilities than spatial.

These findings of mean differences in various ability dimensions between 
the groups, invites to reflect upon the dynamics between various dimensions in 
the hierarchical model, why this will be done before discussing the results of 
the variability differences found in latent dimensions
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Theoretical implications I - some reflections
The pattern of gender differences in the underlying dimensions relative 

observed performances raises questions regarding the dynamics between g, the 
broad dimensions of Gc and Gv and the more narrow dimensions. Female 
performances are, on the average, better than males on most of the cognitive 
tests, which is due to their relatively higher level on broad ability dimensions.

In the Cattell and Horn Gf-Gc theory these broad dimensions are assigned 
relatively greater importance than both other broad dimensions, and the more 
narrow ones in the hierarchical model, and they also account for the larger part 
of the variance in each task.

However, looking at the male group’s profile regarding spatial dimensions, 
the pattern of a higher male average on both the broad Gv dimension and on 
several of the narrow dimensions suggests that these may be of equal 
importance for solving cognitive tasks.

If one assumes that g or Gf is a prerequisite for developing more narrow 
dimensions as the Gf-Gc theory suggest, one interpretation of the pattern is that 
males overachieve while females are held back in developing proficiencies in 
narrow dimensions given their general intellectual capabilities. However, it is 
also plausible that various proficiencies develop more independently of g and 
Gc. Perhaps the development of more narrow dimensions to a larger degree are 
influenced by interest and motivation, than by “higher-order” thinking skills, at 
least at this age.

Females equal performance on mathematics tests, and males superiority on 
the Num Asch ’ dimension, indicate that the two groups may focus on different 
objectives during their lessons in mathematics. Females seem to nurture their 
general intellectual abilities, while males seem to nurture their numerical 
achievement skills. Staberg’s (1992) study of how males and females confront 
the science subjects in school provides some support for this hypothesis, where 
females were found to seek more “connected knowledge” and expressed an 
urge to “really understand”, while the males seemed to treat the science subjects 
in a more “playful” way.

From the theory of g and Gf-Gc one may argue that females ought to 
perform better in mathematics relative to their level in g and/or males ought to 
improve their general intellectual ability relative to their performance in math. 
From this pattern there is at least two questions for future research: (1) What is 
the dynamic between g and narrow math abilities; and (2) is it true that females 
and males partly nurture different types of abilities while solving mathematical 
tasks? The first question requires longitudinal data, while the other probably 
requires other research approaches to be explained. However, if females 
underachieve relative to their general capacities, then there is a support for the
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feminist arguments, that females are not provided equal opportunities within 
male defined subject domains.

Looking at V' and EngAch ’, narrow factors that are involved in the language 
tests, the pattern of gender differences is even more spectacular, males 
outperforming females on the latent verbal dimensions while females are 
outperforming males in observed performance. If the relation between general 
and specific ability dimensions is so hypothesised, the females should perform 
even better on these tests. From classroom research we know that males get 
more attention, different types of attention and more of the teachers’ time, i.e. 
they tend to dominate the classroom (Wemersson, 1989; Staberg, 1992). 
However, little empirical evidence exists which indicates that this inequality pays 
off in any cognitive sense. The results from this multivariate analysis may, 
however, be interpreted in such terms. As mentioned before, the male 
advantage on these dimensions may be explained by the choice of content in the 
test.

The findings in this study do not provide any information concerning the 
relation between broad and narrow ability dimensions. One way to investigate 
the development of different cognitive profiles may be to investigate groups 
which are high and low respectively on broad dimensions, and analyse how 
they are related to the levels on other abilities, and preferably on longitudinal 
data (see Sandqvist, 1995; Andersson, in press).

Variability differences between females and males in latent abilities
The pattern of variability differences was in this study also remarkably 

different from that in manifest scores. Differences in variability were found in 3 
of the 13 latent dimensions: CFR ’, Ms ’ and Gv’. Boys’ variability was about 45 
% larger than girls’ in the two narrow dimensions and approximately twice as 
large in the broad spatial dimension. The Ravens Progressive Matrices test also 
showed a variability difference, but not nearly as large in the latent construct of 
CFR The Raven Progressive Matrices test is the only indicator of the narrow 
dimension CFR but also an indicator of Fluid intelligence, which makes it 
difficult to interpret the manifest variability difference. The latent analysis, 
however, indicates that the observed variability difference is due to variability 
differences in spatial dimensions rather than in g. The magnitude of the 
difference was not obvious from the observed pattern. The variability difference 
on the observed Auditory Number Span test matches the variability difference in 
the latent Ms’ variable although the latter is larger. For the Auditory Letter Span 
test, however, there is not any trace of a similar difference, in spite of the fact it 
is supposed to reflect the same narrow dimension. Thus, it is difficult to 
generalise from these two observed variables.
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For Gv there is nothing in the comparisons of the observed scores that 
indicates such a large gender difference in variability. Greater variability within a 
group compared to another indicates longer “tails” in both ends of the 
distribution of scores, although the debate about gender differences usually is 
restricted to the difference in the upper tail. There is now a growing concern 
about the boys in the lower end of the distribution, although the debate has been 
couched in terms of unfair treatment of all boys in school (Entwisle, Alexander 
& Olson, 1997)

As mentioned earlier gender differences in variability has a long history 
surrounded by controversies of different kinds. Greater variability among males 
has often been suggested to have a predetermined biological basis, although 
always without direct empirical support. Today, this historical belief is 
translated into what seems to be an eternal research question. Feingold (1994) 
argues that cross- cultural comparisons are of critical importance for 
conclusions about causality between biology and variability. Consistent patterns 
of equal differences over nations are considered to support biological theories, 
while a pattern of inconsistent differences across nations would support cultural 
theories. Feingold’s meta- analysis of test performance data from many 
countries indicates that the only thing consistent is the irregularity of variability 
differences between males and females. Given numerous methodological 
considerations, Feingold concludes that gender differences in variability are 
likely to be due to cultural factors or to the interaction between cultural and 
biological factors rather than to purely biological factors.

In my study greater male variability was found in about 1/3 of the observed 
scores, most of them on the verbal school achievements test, and the difference 
in most of the cases were not very large. On the latent dimensions the variability 
differences were restricted to the spatial domain.

Hypotheses on spatiality
In terms of explanations of gender differences in variability in spatial 

abilities, research has so far not been very successful. However, I will suggest 
some different hypotheses to account for the pattem found.

Variability differences were only found with respect to the spatial abilities. 
Males have an average advantage on these dimensions, so it may be that males 
get better opportunities to develop these abilities. However, the within-group 
differences are large, which indicates that this is true for a subset of the male 
group only. The hypothesis suggested is thus, that “spatial activities” are more 
common in male settings than in female ones, but that these male settings do 
not include all males. There is reason to believe that these settings are 
constructed outside the school curriculum. This is supported by the 
substantially higher male average on latent spatial dimensions, while there is a
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consistent female advantage in almost all academic school subjects, as reflected 
in the school marks (Emanuelsson & Fichbein, 1986).

Furthermore, in a previous study of the same data analysed here 
(Gustafsson & Balke, 1993), an analysis of the ability dimensions’ predictive 
power with respect to school achievement showed only very weak relations 
between a spatial dimension and school marks. The only school marks for 
which Gv showed any predictive power were technology, which is a typical 
male area of interest, handicraft and drawing.

Other research shows that boys more than girls enjoy competitive games 
(Staberg, 1992), and “single-minded” devotion to a particular task (Eccles, 
1987), which also may be of some importance in accounting for this pattern. 
The hypothesis thus is that proficiencies in spatial areas are developed through 
typical male activities outside of school, activities which are restricted to 
particular groups of males.

Another explanation is that the variability difference is a reflection of 
maturity differences. At this age level boys are on the average less mature than 
girls, and it is reasonable to assume that this type of visual skills develops in the 
course of physical maturation. There are voices in the literature, which stress 
that many of the problems young boys have in the early school years are due to 
their lesser maturation, and which may have severe effects on their perception 
of the self and on the schoolwork later on in life (Entwisle, Alexander & Olson 
1997).

However, this pattern of both gender differences in means as well as 
variability differences may well change as more spatial tasks are implemented in 
schoolwork. An example of such possible change is the growing use of 
computers in the school environment.

The usual assumption in large-scale studies is that the missing data patterns 
are random across groups. It is true that groups with missing data often are 
weaker achievers than those with complete data, and particularly so when the 
data is obtained from a “high-stake” test situations as the standardised 
achievement tests are. Fortunately enough, the database used in the present 
study includes information enough to allow further analysis of the selectivity 
hypothesis. Thus, in the second study, the impact of missing data on the model 
and on the gender mean differences in latent dimensions was investigated.

The missing data study

The first study revealed a pattern of differences quite unexpected from the 
test performances as well as from previous research. Aware of the common 
critique from feminists and others that a substantial part of the research that has 
been reporting gender differences in cognitive performance, has been biased in
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terms of selective samples and/or in the choice of operative measures, the same 
suspiciousness should be directed towards my study. It thus became a concern 
to find out whether the results in my first study to any degree could be 
attributed to unintended selection mechanisms. Since the first study was based 
on the part of the sample that had complete data on all the tests only, one 
potential source of bias was the exclusion of individuals who were lacking all or 
some of the three standardised achievement tests.

The study relies on a methodology for investigating or controlling for, 
missing data in the same multivariate fashion as was used in my first study, 
which has been developed by Muthén, Kaplan & Hollis (1987). It thus became 
my project to challenge the results of my first study by applying this new 
methodology on the same set of data. However, as was demonstrated in the 
first study, the contrast between traditional univariate analysis and the 
multivariate approach in itself provided valuable insights and it also 
demonstrated the power of the multivariate approach. It thus became a separate 
aim to contrast the two approaches again.

As emphasised in my second study, missing data is not merely a statistical 
problem: the phenomenon can also be addressed from a more substantial point 
of view, and thus contribute to the understanding of gender differences and 
related issues. The data that some students in my sample were missing were, 
one, two or all three standardised achievement tests (in Swedish, English and 
mathematics). These tests are indicators of school achievement, designed as an 
aid for the teacher to calibrate marks, and thus a direct “high-stake” test for the 
students, and indirectly for the teacher. School achievement is typically 
influenced by factors at different levels, such as the individual level, the 
classroom level, the school level and so on. Since none of the sampled schools 
in my study were missing, possible sources of missingness were missing 
individuals and missing classes. It is a well known fact that less successful 
individuals are more likely to avoid test situations than others, but as long as the 
“bias” is the same in all groups, it does not cause any problems in 
interpretations of group differences. In my first study, as in most other studies, 
the missing data distribution was assumed to be equal over the two groups, and 
thus treated as random. If this assumption is incorrect, the results of the first 
study may be more or less invalid. Both the pattern of gender differences and 
the hierarchical model itself may be affected by a non-random missing data 
pattern.

There are several reasons why individuals and classes may lack data. Valid 
reasons such as “normal” illness, usually results in random attrition in collected 
data. However, there are a number of less innocent reasons why some 
individuals do not show up or respond to standardised achievement tests, such 
as test anxiety, lack of motivation, lack of sense of meaningfulness, parents’ 
expectations, teachers’ and/or class mates’ expectations and so on. All of them
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may contribute to systematic errors in the data. There are also a number of 
reports of gender specific expectations as well as theories of gender stereotyped 
behaviour, e. g., low self esteem or low performance confidence in particular 
school subjects, learned helplessness, test-anxiety, and resistance strategies 
(Staberg, 1992, Wilkinson & Marrett, 1985; Wilder & Powell, 1989; Öhm, 
1990). Such behaviour may, in turn, result in a missing data pattem' that is 
different for boys and girls, and thus affects the analysis and the interpretation 
of group differences.

When complete classes are missing, other mechanisms may be involved. 
About half of the missing individuals belonged to missing classes. The tests are 
designed to help teachers assign comparable grades. One reason not to 
participate may thus be fear of exposing the achievement level of an individual 
class. Another reason can be ideological reasons of the teachers’ or the school 
principal. Parents may also be influential in such a decision if they, for one 
reason or another, would perceive the tests to be unfair for their'children. 
Missing classes does not necessarily result in biased samples from a general or 
a gender point of view.

There may, however, also be gender-related mechanisms of attribution at 
the class-level. The frequently reported observations of male dominance and 
females’ lesser visibility in the classroom is one basis for that. It may thus be 
that in some classes the male performance more than the female performance 
serves as a basis for teachers’ decision whether to participate or not.

All the above examples show that there are theoretical as well as substantial 
grounds to investigate the potential impact of missing data on the pattern of 
group differences. The missing data generating mechanism may be interacting 
with gender, and several underlying mechanisms at different levels may be 
working simultaneously. It is thus not unreasonable to suspect that any kind of 
missing data may be biased with respect to gender. The implications are, 
however, not easily predictable, so missing data analysis seems important.

Impact of missing data on manifest performance
The first examination of data concerned the different types of attrition, and 

the proportion of boys and girls in each category. About half of the attrition 
came from missing classes, and the other half from missing individuals. About 
55 % of the students in the five missing classes, and the same proportion 
among missing individuals, were females. The number of missing females in the 
whole sample was 121, and the number of missing males was 122. The 
observed means and standard deviations on the 13 ability tests in the reduced 
group with complete data compared to the complete sample were more or less 
identical, so the assumption that data is missing at random in the first study 
seemed well grounded. However, when both attrition and gender and gender-
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attrition interaction were investigated, with respect to the observed performance 
scores, the result showed a significantly lower performance level among the 
attriters (“attriters” are the 243 student that did not have the complete data, 
“completers” are the 941 students with the complete data) on all but four spatial 
tests. This pattern is, as mentioned earlier, quite common in the social sciences. 
However, the gender- attrition interaction analysis indicated a deviating pattern 
of gender differences among attriters compared to the gender differences found 
among the completers on three of the 13 ability tests. The gender differences in 
means within the attriters group were, on the three tests of fluid intelligence, 
larger and to the female advantage. The mean differences on the rest of the test 
were similar to those of the first study.

With respect to observed variability, differences were found both within and 
between each sex when attriters were compared with the completers. However, 
the pattern of differences was hard to interpret in substantive terms since some 
of it was assumed to be random effects. The overall pattern indicated that the 
male attriters were less successful on most of the tests compared to the female 
attriters. This also implies that the observed variability difference may have been 
underestimated, since the less successful males were missing. This observed 
missing data pattern could have influenced the pattern of differences in 
underlying constructs.

In the next stage of this study, class level attrition and individual level 
attrition were compared against the completers in terms of means and 
variances, first for the total group and then for females and males respectively. 
The overall conclusion was that class level attrition did not substantially 
contribute to any bias, while the attrition on the individual level did. Female 
attriters did not deviate from female completers, indicating a random missing 
data pattern for females. However, male attriters deviated quite substantially 
from male completers, indicating that the overall male performance in the first 
study was slightly over-estimated compared to the female performance.

Impact of missing data on latent patterns and gender differences
In the multivariate missing data analysis the group with missing data is 

included in the analysis so that the maximum likelihood estimates are based on 
all available information. This procedure results in more correct and reliable 
estimates than does the analysis where cases with missing data are excluded. 
Again, the multivariate analysis showed a pattern that was not predictable from 
the observed pattern in the univariate analysis.

The first question was whether the hierarchical model was affected in any 
way. It was found to be affected, although not in any substantial way. There 
were no indications of a pattern of relations between observed and latent 
constructs different from that obtained in the preceding study. There were,
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however, some differences in the strength of some of the relations. The 
influence of g increased somewhat on almost every test, as did the influence of 
Gv ’ on all the spatial tests. The opposite pattem was found for Gc ’ and most of 
the narrow dimensions, whose influence decreased on their target tests. The 
variance in the latent variables g and Gv’ increased slightly, while the variance 
in the rest of the factors remained stable or decreased inconsiderably. The 
overall deviations from the original model in the first study were systematic but 
small, and did not alter the interpretation of the relations between manifest 
scores and latent dimensions.

Gender differences in latent constructs were affected in the following ways. 
The female average advantage in g increased, as did the average male advantage 
on the spatial dimensions Gv\ Sr ' and Cs ’. Gender now accounts for 1 % more 
of the variance in those dimensions. The male average advantage on the narrow 
V’, NumAch’ and EngAch’ dimensions decreases similarly as the female 
average advantage on Gc The amount of variance explained by gender drops 
hardly at all in Eng Ach to 6 % in Gc \ to 28 % in Num Ach and to 17 % in 
V’, indicating that the magnitude of gender difference is not dramatically altered 
in any latent dimension. The influence of the missing data analysis on gender 
differences in latent dimensions in the first study is summarised in the table 
below:
Table 2. Summary of results from the missing data study

Latent Ability dimension Gender difference in
the first study

Impact of missing data 
on the gender 

difference
g - General Intelligence
Gc ’ - Crystallised Intelligence
Gv ’ - General Visualisation
Gs ’ General Speediness
Sr ’ Spatial orientation
Cs ’ Speed of closure
Vz’ Visualisation
CFR ’ Cognition of figurai relations 
Ms ' Memory Span
V’- Verbal-Vocabulary
EngAch ’ English achievement
Word ’ - Word

NumAch ' Numerical Achievem.

Female advantage
Female advantage 
Male advantage
No gender difference 
Male advantage
Male advantage
No gender difference 
No gender difference 
No gender difference 
Male advantage
Male advantage
Sfo gender difference 
Male advantage

Increased advantage 
Decreased advantage 
Increased advantag
No gender difference 
Increased advantage 
Increased advantage
No gender difference
No gender difference
No gender difference 
Decreased advantage 
Decreased advantage
No gender difference 
Decreased advantage
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My own expectations before the analysis were that gender differences 
would decrease and perhaps disappear altogether in some of the latent 
dimensions. Again the results were something of a surprise, Thus, the pattern 
of mean differences in observed scores changed differently than the pattern of 
mean differences on the latent variables, when cases with missing data were 
accounted for. In the univariate regression analysis, when attrition and gender- 
attrition interaction were taken into account, the pattern of gender differences 
changed in favour of females on almost all observable performance scores. This 
made sense, since the female attriters performed equally well on all of the ability 
tests as did the female completers, while the male attriters performed far worse 
than did the male completers. The missing females thus seemed to match the 
missing at random assumption, while the missing males did not. From the 
changes in the observed pattern one may have suspected that the female 
advantage on Gc ' would increase, while the male average level on most latent 
dimensions would remain the same, and that the level on the achievement 
factors (V’, EngAch’ and Num Ach’) would decrease. The pattern of 
differences on the latent dimensions changed however differently.

The female advantage on Gc ’ decreased while their average advantage on g 
increased. Male average advantage on the more achievement oriented factors 
V\ NumAch ’ and EngAch ’ decreased a little as expected, while their average on 
the broad Gv' factor and the narrow spatial dimensions of Sr’ and Cs ' quite 
surprisingly increased. In a way this pattern supports the idea that spatial 
abilities are developed outside of the school context, and particularly so in male 
activities. If lower achieving boys resist school more than other students, and 
particularly so at “high-stake events” such as the Standardised Achievement 
test-situation, it may be perceived to be, and also contribute to a higher average 
on spatial dimensions when included in the analysis, it could be an indication 
that they develop these skills elsewhere.

Despite the fact that those missing males who were included in the analysis 
in general performed at a lower level on most tests than the male completers, 
the gender difference found in the three spatial dimensions increased. This again 
raises the question of the relation between g and spatial abilities. However, the 
dynamics of the relation between latent ability dimensions can only be 
understood in analyses of longitudinal data. New methods have been developed 
to investigate growth in latent variable models (Muthén, 1997) which are 
particularly valuable when longitudinal data from at least three time-points are 
available.

The general findings from the missing data study were that the pattern of 
difference changed, despite the almost invisible deviation of mean differences 
between boys and girls in the small group with missing data, compared to the 
larger group with complete data. This result implies that missing data analysis 
may be of importance to understand gender differences and to identify and
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control for differential selection mechanisms, even in cases when the attrition 
seems trivial.

Theoretical and methodological implications II - some reflections
This result raises questions about what impact a gender-biased attrition may 

have had in other studies of gender differences in cognitive performance. The 
most surprising result is the increase of the male average on spatial tasks, 
despite the lower performance in the male attriters group. Another rather 
peculiar result was the decrease of the female average advantage on Gc ’ despite 
the fact that female attriters did not deviate in terms of observed means and 
standard deviations from female completers. The increase of the female average 
advantage on g is more understandable, since the inclusion of less highly 
performing males lowered the average level for the male group. It seems to 
depend on two co-operative phenomena. One is the increased influence of g on 
all tests when the information from the attriters’ performance is included in the 
analysis, and the other is the representation of different cognitive levels and 
profiles in the male and female attriter group.

The impact of missing data on variability differences was not investigated in 
this study. Such an analysis would require a multivariate multiple group analysis 
of males vs. females with complete or incomplete data respectively. At the time 
the analysis was performed, the technique was rather complicated and time 
consuming, and the analysis was thus not performed. Today, however, more 
user- friendly software for undertaking these types of analysis is available, 
which makes such analyses more easy to perform. The more general research 
question of whether gender differences in variability on observed measures 
completely or partly is due to selection mechanisms is, however, valid and is an 
urgent issue for future research.

Leaving the effects of missing data and returning to potential causes for 
differential missing data patterns for females and males in this particular data 
set, there are a few issues to be discussed. In 1980 when the data was 
collected, every grade 6 class in Sweden was encouraged to administer the 
three standardised achievement tests in order to help the teachers to calibrate 
grades that were comparable over classes and schools. The classes were, 
however, not forced to take the test, although most of them did. Performance 
on these types of tests can also be viewed as a measure of the teachers’ degree 
of success, therefore low achievement in a class could be one of the reasons 
why a teacher decides not to give the test. Another possibility is that it is classes 
with many low achieving boys that are missing, which would support the 
notion of missing classes as a sign of the influence of the male norm in the 
classroom. None of these hypotheses received support in the present study, 
although boys in the missing classes performed relatively lower on two of the
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ability tests. It was rather the missing individuals than the missing classes that 
contributed to the bias.

Since these types of tests, i.e. standardised achievement tests, tend to be 
very important, primarily for the students since they form one of the bases for 
their grades, there are at least two plausible hypotheses for why low achieving 
boys, and not to the same extent low achieving girls, are lacking this type of 
information. Perhaps weak boys are more or less explicitly encouraged to stay 
away when the test is administered. Perhaps such signals are directed more to 
these boys than to similarly performing girls, because of the boys’ relatively 
higher visibility in the classroom. It is well known that boys, and particularly 
low achieving boys, are more disturbing in the classroom than females. Since 
this may affect the class’ result negatively, the students may be aware of it, and 
the teacher may feel the possibility to give high grades to high achievers to be 
unduly restricted. The hypothesis of the male performance as a norm for the 
class level is thus applicable here too.

These findings support the idea of differential selection mechanism for 
females and males, and indirectly the male norm hypothesis. Perhaps the pattern 
that low achieving males drop out while low achieving girls do not, applies to 
most of the high stake tests. The selection mechanism to the Swedish 
Scholastic Aptitude test for example, indicates that those who chose to take the 
test are high achieving boys while the high achieving girls chose not to, to the 
same extent (Reuterberg, 1998a). Further research is needed to investigate this 
phenomenon in order to understand and perhaps alter the observed behaviour.

This study demonstrates that analysis of missing data is not only needed for 
a more reliable analysis, it may also provide valuable information for the 
understanding of gender differences in performance as well as in different 
performance situations. Missing data analysis may thus also be considered as an 
analysis of contexts, which in turn, are often omitted in large-scale studies.

In relation to the variability discussion, the usefulness of comparative studies 
was stressed, to investigate notions of biologically determined differences 
between females and males. Consistent patterns of gender differences over time 
and countries has made both researchers and others to suggest biological 
explanations, while other argues for socio-cultural explanations. In the third 
study this issue was investigated in a comparative analysis of gender differences 
in patterns of knowledge on a particular type of reading tasks.

The comparative study

The results from the multivariate analysis approach adopted in my two 
previous studies indicate that reanalysis of gender differences may contribute 
deeper insights regarding gender differences in performance. When the IEA 
Reading Literacy data became available for further analysis, it captured my
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interest for several reasons. The primary one was the opportunity to address the 
question of social and cultural influences, and investigate how the multivariate 
approach adopted in previous studies would contribute to our knowledge of 
gender and gender differences. Furthermore, it allowed me to address some of 
the concerns listed in the background description of my studies.

Multivariate analysis of comparative data may provide relevant information 
to the nature/nurture debate. It is a fairly common belief that the patterns of 
cognitive functioning are more or less universal, and when gender differences 
are found it is easy to maintain such assumptions. It has been argued that 
cross-cultural studies are needed to “buttres biological (or evolutionary) 
explanations for gender differences" (Feingold, 1994, p. 82). SEM makes it 
possible to separate common latent sources on the one hand, and measurement 
error and specific task variance on the other. Such analyses may uncover 
gender differences in underlying sources across countries.

Furthermore, gender differences have been found to change with 
development, and the most common pattern is that they increase (e. g., 
Willingham & Cole, 1997). Generally there is little evidence of when they begin 
and why and how they develop. There is, however, some evidence that they 
change from one time to another (Emanuelsson & Svensson, 1990: Feingold, 
1988). The IEA reading literacy data consisted of cross-sectional data from two 
age groups, which would allow for some insights on the subject.

Throughout history test validity has been, and still is, a major problem for 
the identification of “true” differences in cognitive functioning between females 
and males as well as other groups. Test bias is an eternal problem in educational 
measurement, and sometimes reported gender differences have been 
demonstrated to be constructed by the researcher, or researchers have been 
accused of doing so. The choice of content in the tasks may give one sex an 
unfair advantage over the other, thus creating differences which have nothing to 
do with the targeted proficiency.

Various kinds of cognitive tests have sometimes been shown to “unfairly” 
benefit or misjudge one group over the other (e.g Block & Dworkin, 1976; 
Gould, 1981; Tavris; 1992; Mirza, 1998). The problem is often linked to the 
researchers’ interpretation of the pattern. When for example Benbow and 
Stanley (1980) stated that superior male mathematical ability is the best 
explanation for sex differences (which they claimed to be biologically 
determined) on SAT-M in a sample of highly gifted seventh- and eight-graders, 
it had an unfortunate impact on the societal beliefs of gender differences, and 
on attitudes towards mathematics. Their conclusions formed headlines in public 
media like: “Do males have a math gene?” and “The Gender Factor in Math. A 
new study says that males may be naturally abler than females” (referred in 
Eccles & Jacobs, 1987, p. 351).
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The scholarly critique was massive. Some argued that the SAT-M was not 
justifiable as a measure of mathematical aptitude (Schafer, 1981). Eccles and 
Jacobs (1987) in their critique concluded that Benbow and Stanley’s conclusion 
was premature at best, but very influential on students and parents attitudes in 
the subject of gender and math. Later, Benbow & Stanley (1987) changed their 
position and concluded that the reasons for the sex differences they found on 
the SAT-M test were unclear.

As has been demonstrated in the first two studies, observations on a single 
variable cannot easily be translated into judgements about level on particular 
ability dimensions. In fact, observed scores are, according to the latent variable 
model, always due to more than one underlying dimension. The approach used 
in the third study may on the surface look different from the one in the two 
previous studies, but it is in fact quite similar. With SEM the variance on 
different tasks can be divided into two major latent sources, latent variables and 
measurement errors, and in the previous studies this was extended to a 
hierarchical model, with latent dimensions of different degrees of generality.

A similar approach may be used to analyse scores on different tasks that all 
aim towards the same proficiency (e. g., Document-reading proficiency). Thus, 
even a simple one-factor model may be regarded as a hierarchical model where 
the residual variance is not modelled. The measurement error of the manifest 
variables may thus be interpreted as a mixture of specific task variance and 
random error. Specific task variance may be due to the test-takers previous 
experience of similar tasks, i.e. rather concrete knowledge, and not on more 
general and abstract proficiencies. If there are enough tasks and there are 
residual correlations after the effect of the general factor has been taken into 
account, these may then be entered as more narrow dimensions and may 
perhaps be interpretable in terms of test characteristics that are shared by some 
but not all tasks.

Gender specific patterns over and above the intended construct are also of 
great interest for understanding differences between females and males. Since 
task scores have been shown to be rather rich of information regarding 
underlying dimensions other than the targeted, there may be additional signs of 
gender related differences, that may or may not be shared between nations. 
Tasks that use examples from the animal world may perhaps suit girls better, 
while a task that uses examples from the technical world are perhaps better 
suited to boys. What type of content that suits one sex better than the other 
may also vary across countries.

The relation between content and gender can be connected to theoretical 
notions of “the male world and the female world” as an expression of different 
experiences, which has been suggested for example by Ve (1982, 1991), 
Gilligan (1982) Tannen (1990), Wemersson (1992a, 1992b) and Staberg (1992) 
as signs of sex-stereotyping. By analysing gender differences in the specific
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task variance, it will be clear if the content in some tasks appeals more to one 
gender. Analysing the variance that is usually referred to as test-bias may thus 
contribute to the identification and understanding of gender related activities, 
gendered cultures and/or sex-stereotyping.

The IEA Reading Literacy data

The IEA reading literacy data used in the third study was collected 
1990/1991 by the International Evaluation of Educational Achievement (TEA) 
and comprised two age-groups (9-year olds and 14-year olds) in some 30 
countries. For the present study I selected 25 and 22 countries respectively. 
“Reading literacy” is defined by three categories of reading material, which are 
assumed to require different types of skills or knowledge. Narratives and 
Expository texts are known from previous studies and definition of reading 
literacy while Documents is a rather newly defined category (Elley, 1994, see 
also Barr, Kamil, Mosenthal and Pearson, 1992) in this line of research. The 
constructs are defined as follows:

Narrative prose: refers to continuos text materials in which the writer’s 
aim is to tell a story whether fact or fiction.

Expository prose: refers to text materials designed to describe or explain 
something, factual texts.

Documents: refers to structured tabular texts such as graphs, tables, 
charts, forms, labels, lists, and sets of instructions where the reading 
requirement typically involves following directions and locating information, 
rather than following a continuos text. Documents often require the reader to 
handle spatial layouts, and furthermore, often involve the requirement of 
processing numbers.

As previously mentioned, many studies have reported gender differences, 
which indicate male advantage in spatial and numerical domains, although not 
consistently so. In reading proficiency however, a rather consistent female 
advantage has been established. Reading is thus as established a female domain 
as mathematics is a male domain. The inclusion of Documents may therefore 
change the pattern of gender differences in reading performance, at least on the 
surface.

The expanded definition of reading literacy may be viewed as an attempt to 
even out the presumed female advantage in reading abilities, that seems so 
persistent. It may also be viewed as a more realistic definition of “reading 
literacy” since much information in modem society has the features of 
Documents.

Document tasks thus have features that often have been found to suit the 
male population, since the content is often spatial or numerical (Elley, 1994,
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Wagemaker, 1996). From my two previous studies it was learned that such 
tasks are also determined by other ability dimensions than spatial and numerical 
ones. Furthermore, the content in traditional test-items that uses stimulus 
material such as maps, tables and charts, often seems to reflect male interests 
more than females. However, in the original IEA study, Document reading was 
assumed to require special skills different from those required on Expository 
and Narrative texts. The tasks were also chosen with particular care, so that 
gender differences would not emerge due to the content (Wagemaker, 1996). 
Items were thus selected with an eye towards gender differences, and “male 
tasks” were balanced with “female tasks”.

It is thus impossible in a univariate analysis to determine whether observed 
gender differences, if any, are due to general document reading skills, or to the 
content features of the task. Similar gender differences across countries in a 
univariate analysis may in a multivariate analysis reveal that in some countries 
the difference is due to the content of specific tasks and in other countries to 
differences in Document reading proficiencies. Such multivariate analyses may 
also contribute important information relevant to the nature/nurture debate. 
These lines of reasoning form the background to my third study, in which the 
Document tasks in the IEA reading literacy data were analysed in greater depth 
with multivariate methods.

The specific aim of the third study was to describe and analyse gender 
differences on Document tasks, and to investigate if and how the pattern of 
differences varies over countries. Another aim was to compare the multivariate 
approach with a univariate approach.

The Document construct was represented by a number of passages that 
differed in content and form. Each passage was followed by three to seven 
questions, which were added up into passage scores. These passage scores 
were then utilised in the analysis. In the univariate analysis these scores were 
examined both as sub-scores and added together as a single index of Document 
reading proficiency. In the original IEA-study the total Documents raw score 
was transformed into so-called Rasch scores (Elley, 1994). These are assumed 
to be more reliable than are the manifest raw scores. However, they are 
univariate measures too, which do not allow for multidimensionality.

In the multivariate analysis a model was fitted to the passage scores. First a 
general dimension was entered into the model, which influences performance 
on all the passages (General document reading, Gendoc). The remaining 
variance in each passage, formed latent passage specific dimensions. The 
passage Maria’s timetable, for example, was thus decomposed into two latent 
sources, Gendoc and Maria The model below illustrates the main model for 
the 9-year-olds.
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Maria s .... ► Maria’s Timetable ,

C__Content -----------► Table of Content

C Buses —.... ► Buses
Island » Islands

Bottles Bottles

C_Temp -----------► Temperature

Gendoc

Figure 4: Latent variable model for Pop A, 9-year-olds.

For the younger group the model included one general document reading 
factor, along with six narrow latent passage-specific dimensions. Gender 
differences were investigated in each of these latent dimensions for each 
country. The results indicated a mixed pattern of gender differences across 
countries. In both the manifest Document score and the Gendoc dimension, the 
most common result was no gender difference. When a gender difference was 
found, it was usually to the female advantage. However, comparing the 
univariate pattern with the multivariate, it was not always the same countries 
that showed differences, the differences were not always in the same direction, 
and they were not always equal in strength. The difference in results between 
the approaches are illustrated in the table below.

The multivariate analysis also revealed a pattern of gender differences on the 
specific task dimensions, which indicates that some of the tasks give higher 
results for females, others for males, while others again are gender neutral. This 
pattern illustrates how important the content of a task may be for how well a 
group succeeds. Although a completely consistent pattern of gender differences 
was not found on any passage specific dimension, the overall impression was 
that there were two female contents, two “male” contents, and two gender 
neutral contents. The more “girl-ish” content required the student to “locate 
lessons on a school time table” and “to identify authors and page numbers in a 
table of content”, while the more “boy-ish” content required the student to 
“locate points on a simple map” and “to locate time and trends on a temperature 
chart over 4 days”.
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The main model for the 14-year-olds is presented in the figure below. As 
can be seen, nine Document passages were included in the analysis.

(ffTrav card ~^ffr-

Cfßesources

C^Job vac Z>
(Fare & Lynx ~^>-

Bus

(^Directions

(ffWe cither ffy-

C Tempf^~

GffÂspirol

Travellers'card

Resources

Job vacancies

Hare & Lynx

Weather

Temperature

Aspirol

--------► Bus 4---------------- 1

>--------► Directions

Gendoc

Figure 5: Latent variable model for Pop A, 14-year-olds.
For the older group the model building phase resulted in a model with one 

general document factor, Gendoc, and nine narrow latent passage-specific 
dimensions. However, in several countries the data indicated that the model 
required an additional factor in order to obtain an acceptable fit. This factor was 
related to all the passage scores of either the first or the second test booklet. 
This indicates that it may have something to do with the test administration, 
because the two booklets were administered on two separate occasions.

The univariate examination yielded a much more mixed pattern of 
differences in the total Document score, about a dozen of the 22 countries 
showing a gender difference. In about half a dozen countries a higher male 
average was found, and almost as many countries showed a higher female 
average.Differences were found somewhat more frequently with Rasch scores 
than with raw scores, and male advantage was more common when Rasch 
scores were relied upon.

A comparison of results can be studied in the table below for both age- 
groups.
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Table 3 Gender differenes in Document Reading Skills across countries. A 
comparison of results of different analysis approaches.

Country
9 •year-olds 14-year-olds

Latent
Doct

Rasch
Doc

Manifest
Doc

Latent
Doc

Rasch
Doc

Manifest
Doc

Belgium F ■ F~

Canada BC F* F* F *
Denmark F* F* p*
Finland
France Country not included
Germany East p:
Germany West F*
Greece F*
Hong Kong
Hungary p*

F* ¡V v :v"'
Iceland p* F* I- *
Ireland
IMy..........................
The Netherlands T- f HA F*
New Zealand i< lg1*; F* 174*

Norway llllill! P
Portugal wmmMmmM

Singapore !■’ * F* F* F*
Spain

................ ' ' ' M* '

Sweden F4* ' F*
Switzerland \t
Trini. & Tob. F* F* F* Country not included
USA F*
Venezuela F* S©:;F’.®I| Country not included
Slovenia F* F* * a

= No gender difference p* . = Female advantage = Male advantage

Again, it was not always the same countries that showed differences, they 
were not always in the same direction, and they were not always equal in 
strength. As in the two previous studies, the observed pattern can be better
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understood when underlying dimensions are investigated, and measurement 
error sorted out.

The analysis of gender differences in the specific task dimensions indicates, 
that the observed performance differences to a large degree were due to 
differences in these dimensions. Again, a consistent pattern of gender 
differences was not found in any passage, although two of the passages tended 
to show female advantage and three passages tended to show male advantage. 
The more “feminine” content required the student to “ fill in a traveller’s card 
for a person, using already provided information” and “to answer questions 
about use, dosage and composition of Aspirol tablets”. The more “masculine” 
content required the student “to locate time and trends on a temperature chart 
over 4 days” and “to use a key to locate resources in a detailed map” and “to 
interpret a bar graph showing population frequencies of hares and lynxes over 
10 years”. The rest of the passages showed few differences and mostly in both 
directions. On the latent booklet-factor, gender differences were found in eight 
countries, all but two to the male advantage.

The first issue to discuss is gender differences in “Document reading”. The 
multivariate analysis revealed a pattern of gender differences across countries 
that was mostly to the female advantage. This may seem odd since this type of 
tasks is thought to require different skills than narrative and expository prose, 
due to its spatial and numerical content. However, the instructions to most of 
these tasks are in written language, so general reading ability may play an 
important part in solving these tasks as well. Therefore, to differentiate between 
Document reading and other types of reading, both types of tasks are required 
in the analysis.

In the hierarchical model of cognitive abilities reading is identified as a first- 
stratum ability below Gc (Carroll, 1993). Reading is, however, also described as 
a product of cultural evolution and relying on cultural transmission for its 
continued existence (Lundberg, 1991; Lundberg & Hoien, 1991), and it has an 
interactive and constructive nature (Lundberg, 1991). From this description of 
the skill it is reasonable to assume that reading performance is partially 
influenced by g, to a larger extent by Gc and by several narrow dimensions 
depending on the type of reading task. Document reading should also be 
influenced by spatial and numerical dimensions. However, to analyse Document 
reading tasks in terms of ability dimensions, indicators from a broad array of 
different ability dimensions are needed.

Gender difference on the Booklet factor’ were found in many countries and 
to the male advantage. The tentative interpretation of the factor makes it 
difficult to draw any conclusions. However, if it is a reflection of the test 
situation, one possibility is that the factor is a reflection of a competitive 
climate, which has been suggested to appeal more to males than to females
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(Staberg, 1992; Wemersson, 1989). Why this would be important for one 
booklet and not the other is however not easy to explain.

The passages with “masculine” content tend to represent traditional malp 
interests, such as natural science domain, while the “feminine” content tend to 
reflect common female interests and responsibilities in both age groups. 
Gendered pattern like this may be interpreted as signs of sex-stereotyping. 
Females are supposed to take care of the daily practical and caring activités, 
while males are supposed to engage in more scientific issues, which also are 
reflected in their interests (Ve, 1982).

If the content in these passages were put on a traditional value scale, the 
male field would probably be considered as more valuable. An obvious sign of 
this are the efforts to persuade females to enter the traditional male domains of 
natural science, mathematics and technique. Another sign is the much larger 
emphasis that the current curriculum puts on these areas, compared to earlier 
versions (Ds, 1994). These are also the domains that are considered productive, 
while the female domains are considered reproductive or consuming ("SOU 
1998:6).

The analysis of the two age groups imply that differences are not equally 
common in the younger populations as in the older, a pattern which matches 
observations made in numerous other studies. This phenomenon is, however, 
quite general for any kind of gender differences. The older we grow the more 
pronounced gender differences become, in preferences, in expectancies, in 
opportunities, in salary, in positions, in power and so forth (SOU 1998:6)

The nature/nurture controversy
Halpem (1992) states that the nature/nurture controversy has been debated 

for over 2000 years without resolution because it is essentially unanswerable. 
Yet, it has served as a framework for much of the research of sex/gender 
differences. One of the major sources to the controversy is socio-biology, i.e. 
the systematic study of the biological basis of all social behaviour. The 
discipline attempts to use evolutionary principles to explain the behaviour of 
humans and other animals. According to socio-biology more or less all 
behaviour is genetically determined. Womens’ subordinate position as well as 
the gendered division of labour may thus be regarded as natural according to 
this theory. This position has, of course, been heavily criticised by feminists 
and others, by both empirical evidence and logical arguments (Bleier, 1984).

Another source of this controversy may be traced to the heredity question 
within behavioural genetics research. One of the major questions for this 
tradition is to investigate the relative influence of environment and heredity. 
Since differences in behaviour between the two sexes have been observed, the 
same question has been formulated for gender differences. Thus, questions like
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“are the cognitive differences due to factors that are inherent in the biology of 
maleness and femaleness, or due to differential sex-related experiences and 
expectations?” and “does nature or nurture play the greater part in the 
differences of the study?” are basic research questions (Halpem, 1992).

However, the way they are answered may have severe implications for 
different groups, as it has had for example on racial groups (Block & Dworkin, 
1976; Gould, 1981; Mirza, 1998). As Halpem (1992) acknowledges, like all 
loaded questions, the answers sometimes backfire. “Results could be, and have 
been, used to justify discriminations and/or affirmative actions based on sex” 
(p. 5). This has led feminist researchers to regard “nature” as a political strategy 
of those committed to maintain the status quo of female subordination.

For individual differences very few modem psychologists would deny an 
interaction of biological, psychological and social influences on cognitive 
abilities, but for differences between groups, such as males and females, the 
influence of biology is strongly challenged (Shields, 1975, Bleier, 1984).

Cross-cultural studies of gender differences are thus of critical importance 
for conclusions about causality. Biological theories would predict that gender 
differences would be consistent over a wide range of cultures and countries, 
whereas socio-cultural theories would predict variations in gender differences 
over diverse cultures and nations. The multivariate analysis of gender 
differences in all latent dimensions of Document reading tasks is far from 
consistent across countries. Both age groups showed gender differences in both 
directions on the Gendoc dimension. About half of the countries among the 
younger students and about one third of the countries among the older students 
did not show any gender difference on the Gendoc dimension. Further, the 
analysis revealed a gendered pattem of influences from the content of the tasks 
on the observed performance. The empirical pattem suggests that socio-cultural 
explanations are considerably more reasonable than any biological or 
evolutionary theory.

With this lengthy discussion of the results in my three studies in relation to 
the social history and contemporary research I believe I have demonstrated the 
importance and the complexity of the subject and the need of continued 
research on gender differences in patterns of knowledge in various ways.
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Reflections on Results and Methodology
This final chapter has two sections. In the first, I will reflect upon the 

results from my first study from a socio-cultural perspective, where feminist 
notions of the gender system are used as an analytical tool to interpret the 
gender differences found in my empirical studies. It will also be shown that my 
studies may contribute to the understanding of the gender system.

All my studies rely on large-scale data and statistical methods, and since 
most feminists seem to have abandoned such research conduct, I feel there is a 
need to scrutinise the feminist critique towards quantitative methods in some 
more detail.

Connections to socio-cultural observations

The empirical models in my studies are in essence system models, which 
enables connections to other system models such as the gender system. 
Hirdman (1993) defines the term “system” as a dynamic structure, a network 
of processes, phenomena, perceptions and expectations, which through its 
interrelations mediates patterns and regularities. By applying a “birds-eye-view” 
on complex observations, as cognitive performance, patterns of knowledge 
emerge. Applying the two logics of the gender system, i.e. the distinctive 
separation of the two sexes and the hegemonic masculinity, may add to the 
understanding of gender differences.

The overall pattern in the first two studies indicates that boys and girls at the 
age level studied seem to have developed somewhat differently with respect to 
cognitive dimensions, which in turn may be interpreted as a result of different 
approaches towards the learning environment. Despite more or less similar 
observed performance girls seem to a higher degree to nurture their general 
cognitive capacities, while boys seem to a higher degree to nurture specific 
capacities tied to particular subject domains. Boys thus seem to specialise, while 
girls seem to develop capacities useful for managing broader fields of cognitive 
problems. Other feminist researcher (Ve, 1982; Staberg, 1992; Eccles, 1987) 
have reported similar types of observations. The hegemonic masculinity 
principle emphasises the power relation, which indicate female behaviour 
always is valued in the light of male behaviour. Thus, specialised cognitive 
abilities are higher valued than broad abilities.



A common finding in the research body of gender differences in the 
classroom interaction is that boys tend to dominate the classroom scene 
verbally, physically and socially (Spender, 1982; Kelly, 1986; Wemersson, 
1977; Wilkinson & Marrett; 1985, Öhm, 1990; Staberg, 1992). Some of the 
general results are summarised by Wemersson (1992a):
• Boys talk more, ask more questions and “show off’ in different ways, and 

thus demand more attention.
• The teachers attention is more directed towards boys. They get more help, 

more questions and more elaborated comments on tneir different 
initiatives. They also get more reprimands for disturbing behaviour.

• The content of lessons and teaching methods is chosen more often in 
accordance with the interest and needs of boys

• Girls, on the other hand, behave more as “responsible students”, which the 
teachers uses to keep track in the lesson and sometimes to discipline the 
boys.

One may thus conclude that the gender system is apparent in the classroom 
setting. However, as Wemersson (1992b) argues the effects of the male 
dominance are unclear, particularly since girls tend to get higher grades and 
perform better on most school achievement tasks. Common hypotheses are that 
the male dominance causes females to develop less effective social skills and a 
negative self-concept. Their better grades has often been negatively explained 
by “pleasing the teacher” syndrome, rather than by superior knowledge 
(Wemersson, 1989; 1992b).

However, male dominance may have a cognitive price, if males due to the 
fact that they receive more educational resources, are able to develop 
specialised skills, whereas girls in their subordinate position does not get that 
opportunity. Their different cognitive profile may also interact with the fact that 
boys are more visible than are girls in the classroom. It could be that females 
broad and even cognitive profile make them perceived as (too) “all-round” and 
broad in their interests; they either lack exotic specialised knowledge or it 
becomes inseparable from their high general level, and thus becomes harder to 
recognise. If broad and narrow ability dimension can develop more or less 
independently from each other, then, perhaps the male price for their higher 
degree of visibility and unique competence is an uneven cognitive profile and 
weak spots.

According to Hirdman (1993) the gender system also creates different 
rationales for action, but such ideas belong at another analytical level. Others 
have argued that such differences may be reflections of positive and active 
choices (Ve, 1982, 1991; Wemersson, 1992, Eccles, 1987).

Ve (1982, 1991) has argued that males and females partly develop different 
rationalities, and that their basis for doing so is interest and values, which in 
turn is based on the division of labour. Females more than males are socialised
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into taking the wellbeing of others into account, a habit which they bring with 
them into the learning environment. Males more than females are socialised to 
consider their individual interest, i.e. the principle that most paid production 
relies on.

Eccles has argued that an expectancy/value model for achievement choice is 
required to understand gender differences. The pattern she refers to is males’ 
“single-minded” devotion to future occupational roles. She offers some 
evidence that both females and males value the cost for various choices and act 
upon that. When asked what concerned them most about their graduate 
training, females discussed the personal and family costs while males were 
more likely to be concerned with their academic reputation and status among 
their professors and peers. Ve reports similar results which she argues is a 
reflection of females more responsible rationality and males more technical- 
limited rationality (Ve, 1982).

Haavind (1985) acknowledges that today’s ideal is that females shall enter 
the public sphere and males shall participate equally in the private sphere, at the 
same time as the caring work shall be upgraded on the value scale. She further 
acknowledges that there no longer exist formal hindrances for females to enter 
the public sphere, and most women are now engaged in paid work. This has 
made females more independent of males, which among other things is 
reflected in the increasing number of divorces (initiated predominantly by 
females) and single-parent (mothers) families. Women’s caring responsibility 
for children has, however, decreased only marginally.

The message to young girls is thus that they need to develop broad 
competencies in order to meet all the demands from both the ideal organisation 
of gender- relations, and the demands from the public and private sphere. 
Females may thus neither afford, nor value “single-minded” devotion to any 
narrow area.

Among feminist researchers today there is wide-spread idea that males and 
females develop somewhat different rationalities (Gilligan, 1982; Ve, 1982, 
1991; Staberg, 1992; Martin, 1991). Rationality, as Martin (1991) 
acknowledges, is a highly developed capacity for abstract analytic thought, 
critical thinking, self-government and independence, a trait that historically was 
attached to the male part of human beings. The gender difference is that 
females seem to have included care, concern and connection as a part of their 
rational behaviour.

The definition of rational thinking is very similar to the definition of g and 
Gc, dimensions, where females in my study showed a higher average level. My 
study does, however, not support any notion that the structure of cognitive 
abilities differs for males and females, only that there are mean differences in 
some of the dimensions. Ve (1982) has emphasised that males and females
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develop the same type of rationalities, but which type they will base their action 
on will depend on the activities they involve in.

The patterns of differences in my studies may, on the other hand be viewed 
as a sign of different focus. The overall pattern indicates that females to a larger 
degree than males have developed broad ability dimensions, which they can use 
on almost any cognitive task. Males on the other hand seem to a larger degree 
to specialise on narrow ability dimensions, which is profitable in specific tasks. 
In this way the male group becomes less homogeneous than the female group, 
since the tendency to specialise may be the uniting trait, but the choice of area 
for specialisation may differ.

The developmental tradition would probably explain the female advantage on 
general intellectual dimensions at the age levels investigated with females’ earlier 
maturation. However, with the line of reasoning provided above another 
explanation may be equally reasonable. The difference may have a materiel 
ground in the social environment, which implies that the difference may be due 
to both differences in power and different experiences, values, interests and 
expectations. Such an explanation also indicates that this pattern may change as 
the relations between males and females change in society. The inconsistent 
pattern of gender differences in the comparative study illustrates that 
differences have a socio-cultural basis. As Haavind (1985, 1992) repeatedly 
reminds us, we must seek the changing meaning in gender as the social 
condition change. “What is happening to male dominance and female 
subordination? The conclusion is: both are still there, but are difficult to 
grasp. ” (Haavind, 1985, p. 27).

My “birds-eye” perspective is based on statistical analyses, which, 
according to many feminists is incompatible with feminist research. However, 
in the next section, I intend to examine to what degree such critique may apply 
to my research.

Feminist critique of quantitative methodology

The critique against quantitative methods has been massive during the last 
couple of decades. Many equate quantitative methods with positivism, while 
others argue that positivism is no longer what it used to be (Egidius, 1986). My 
experience is that quantitative methods and the way they are thought of among 
researchers today, are quite different from those in the early days of the social 
sciences. Much of the feminist critique has its roots in the anti-positivistic 
movement that grew strong at the end of 1960s (Franssén, 1991; Hallberg, 
1992).

Nevertheless, critical analysis and self-reflections are an important part of 
any type of research. It goes on constantly and is as lively within different 
paradigms as between them. Here, I will comment on the most frequent
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feminist critique against quantitative methods, taking a starting point in a paper 
by Rosén and Wemersson (1996). In this article we argue for the necessity of 
quantitative feminist research in education, and use my first article as an 
example. We conclude that the feminist critique to some degree is unrejectable, 
but as far as the critique concerns statistical analysis techniques and quantitative 
data, it is in essential parts misdirected.

It could be said, that most of the feminist critique has its roots in a 
perceived failure of traditional research within the social sciences to address and 
investigate phenomena of importance to women. As Jayaratne (1993) notices:

“Anyone who glances through the indices of social science 
journals for the past thirty or forty years cannot deny that the 
great majority of research addresses issues of importance to 
white male academicians” (Jayaratne, 1993, p. Ill)

The controversy between qualitative/quantitative research methods is a part 
of this more general critique. Others make the distinction between naturalistic 
and interpretative modes of inquiry (e. g., Moss, 1996), but the critical points 
are quite similar. Quantitative against qualitative research methods appear in 
many debates, where they tend to be standpoints between opposite poles, like 
good and bad, winner and looser or right and wrong.

An illuminating example of this is Reinhartz (1983) table, where quantitative 
modes of inquiry (“Conventional or patriarchal”) are mirrored against qualitative 
(“Alternative or feminist”) ones. Examples of descriptive phrases for the former 
are “limited, specialised, exclusive, sometimes socially significant, testing 
hypotheses, detached relation to subjects”, while the latter are “broad, inclusive, 
socially significant problems, development of understanding through grounded 
concepts and descriptions, the relation to the subject is involved, sense of 
commitment, participation, sharing of fate”. The description of quantitative 
methods illustrate the prejudice, lack of insights or perhaps bad experience, 
which so easily leads to incorrect statements that are reproduced in textbooks 
and debates. Qualitative methods on the other hand, are, in Reinhartz table, 
glorified, and the author also comes to the conclusion that quantitative methods 
should be abandoned within the social sciences.

This polarisation, although not always so extreme, is quite common in 
feminist discourse (Hallberg, 1992). The binary opposition and the 
accompanying value hierarchy has many similarities with the female/femininity 
- male/masculinity debate, that seems to have always been going on, but which 
for the moment is extremely popular in the media, in everyday conversations, 
and among feminist researchers with an essentialist standpoint (Martin, 1994).

Addelson (1994) proposes that the “we” against “them” is created in action, 
where some knowledge is made public and others is kept silent, and by
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privileging some peoples’ actions over others. “The ‘we’ is a commitment to a 
way of knowing the past and making the future" (Addelson, 1994, p. 6). The 
critique against quantitative method is often argued from those committed to “a 
way of making knowledge” different from quantitative research. This 
qualitative/quantitative “we vs them -making” within feminist research illustrates 
a paradox within contemporary feminist thoughts. As Kelly, Regan and Burton 
(1995) notice with reference to Harding (1986), while recent feminist theory 
has questioned binary oppositions and the accompanying value hierarchies 
within Western patriarchal thought, many discussions of feminist methodology 
have also reproduced them, albeit reversing the value hierarchy.

Within feminist research the choice of methods is not only a question of 
scientific conduct; many feminist researcher classify methods as either in 
support of or in opposition to women’s interests. Quantitative methods are 
simply connected to hegemonic masculinity (Reinharz, 1979: 1983; Fox Keller, 
1985; Harding, 1986; Lather, 1991; Hallberg, 1992; Benhabib, 1994). Although 
others have pleaded against methodological essentialisms (Martin, 1994; 
Jayaratne, 1995; Jayaratne & Stewart, 1995; Kelly, Regan & Burton, 1995; 
Elisasson, 1987, 1994; Rosén & Wemersson, 1996; Wemersson & Ve, 1997) 
the limited number of feminist researchers in the field bear witness of the 
persuasive power of arguments against quantitative methods. This 
acknowledgement has not yet removed the connection between quantitative 
methods and patriarchy or the hegemonic masculinity. Use of quantitative 
methods when having feminist interests therefore easily becomes a moral 
dilemma.

Certain parts of the feminist critique of quantitative methods and traditional 
social research is today widely accepted:
• Most social researchers are aware that hers/his social background (sex, 

class, ethnicity, upbringing and so forth) as well as her/his ideological 
standpoints may (or has to) influence their research praxis one way or 
another.

• Few researchers believe that any method, quantitative or qualitative, is 
truly objective or that any method can give us the absolute ana pure truth.

• Male dominance in research has a long history, and although the 
proportion of female researchers has increased over the years, males stUl 
dominate both in terms of numbers and in terms of voices being heard. Of 
all the ascendant and influential perspectives used in research men have 
developed the major part. Still, the implications of this fact are seldom an 
issue within traditional research.

However, the fact that research is male dominated and has omitted female 
perspectives, does not imply that females would always have framed different 
questions or would have arrived at different conclusions. It is an exaggeration 
to claim that research questions raised and investigated by males are of no
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interest to females. However, women certainly have an obligation to be involved 
in all research areas today

In the early days, when finally a few women were allowed into academia, 
they soon recognised flaws in the research about gender differences, 
methodological ones as well as interpretative ones (e. g., Hollingworth, 1914). 
Woolley (1910, cited in Shields, 1975), as one early witness, commented on the 
quality of research on sex differences in psychology, and thus alerted the 
importance of female participation when females are investigated:

“There is perhaps no field aspiring to be scientific where 
flagrant personal bias, and logic martyred in the cause of 
supporting a prejudice, unfounded assertions, and even 
sentimental root and drivel, have run riot to such extent as 
here’'. (Woolley, p.340)

As history has shown, and feminists have emphasised (e. g., Benhabib, 
1994), in times of methodological monopoly certain important questions will 
never be asked. However, it does not follow that quantitative methods are “male 
corrupted” or that qualitative methods would be less limiting in the choice of 
research questions than quantitative methods, which is more or less implicit in 
some of the critique against quantitative methods.

Davies and Esseveld (1989) summarise in their textbook on qualitative 
research on women the feminist critique against quantitative research methods, 
which they claim led to a complete rejection of such methods among feminist 
scholars from the mid and late 1970s. The critique was based on the general 
critique of the social sciences that was put forward in the 1960s. It stated that 
the conception of reality within the social sciences was characterised by five 
fundamental elements; distinction, order, quantification, manipulation, and 
control. Furthermore, it was argued that the methods themselves were based on 
specific hierarchies. Feminists of the early 1970s stated that this view is a 
distinctively male view of knowledge, an active but impersonal standpoint, 
which is consistent with the male ethic within the public sphere, and that 
quantitative research methods reflected that view. Since concepts and questions 
often reflect the researchers’ personal social world, i.e. white, male, elite, 
prejudice assumptions and specific (male) points of departure are likely to be 
reproduced. The more concrete problems of quantitative methods are identified 
in the following way:
1. The questions are predefined.
2. Concepts and the analytical basis are not founded within the sphere of 

experience.
3. Quantitative methods are male.
4. The use of quantitative methods (unduly) objectifies people.
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5. Since the researcher is governed by the method, there is only a limited set 
of questions that are asked.

6. Quantitative methods are unable to uncover occurrences that are not 
immediately observable, and fail to capture the complexity of reality.

Davies and Esseveld (1989) have, as many other feminist researchers (e. g., 
Martin, 1994) acknowledged, that methodological essentialism is problematic. 
The feminist research literature is now more concerned with the problems of 
qualitative research. It has for example been realised that certain questions can 
not be asked within the framework of qualitative methods alone, and there is a 
tendency to investigate the lives of females and males separately, which also 
tends to reinforce sex stereotype images. Furthermore, many of the problems 
identified above are equally relevant for qualitative research. The problems thus 
seem to be a part of research praxis in general. The feminist critique has now 
left the quantitative/qualitative discourse and moved on to discuss which 
research problems are meaningful to women and those that are not, and the 
importance of epistemological viewpoints (Lather, 1991; Hallberg, 1992). 
Despite the official acceptance of quantitative methods, the critique does not 
disappear just because qualitative methods have similar problems; on the 
contrary the critique against quantitative methods is still strongly influential A 
deeper analysis of the critique may thus be useful.

In discussing the issues, it is useful to differentiate between data collection 
and data analysis. Fixed answer formats, which allow simple quantification, are 
for some types of research interests, like mine, necessary and/or preferable. 
Studies of variations within and between groups require information from many 
individuals. Such information is also needed if one is interested in studying 
structures and interrelationships between variables. The quality and validity of à 
priori formulated question with fixed response formats is, of course, dependent 
on the insights of the researcher, as is any data collection method. Several 
qualitative phases precede any serious large-scale survey study, in terms of 
interviews, various kinds of observations, consultations with literature and 
expertise and pre-tests. Furthermore, the quality and validity of on à priori 
formulated questions are in many studies investigated in the quantitative analysis 
of the data.

Quantitative analysis does not require data to be numerical from the start, 
but it has to be numerically coded before any analysis can be done. However, if 
one wants to extend the analysis beyond description of frequencies, then 
quantitative analysis is not intuitively obvious, which for many researchers 
within the social sciences is an obstacle. Beyond experience to interpret and 
understand results, which is needed in all research approaches, statistical 
techniques require additional competence of a different kind than that which is 
usually needed for understanding the substantive aspects of educational 
research. Anyone who masters the technique of advanced statistical analysis
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realises that these methods can not be used mechanically. They require 
theoretical insights, intuition and interpretative ability in order to yield interesting 
results, which is true for qualitative analysis as well.

It is true that the answering formats in the tests used in my studies are 
constructed to enable quantification, but it is not true that the research questions 
are socially irrelevant for people or practitioners in the field. Furthermore, for 
the ability studies, related questions and concepts are based on more than 100 
years of experience. During the course of time they have been elaborated, 
adjusted and reframed as new methodology has been developed. Most of the 
tests have been developed in close collaboration with students, teachers and 
other practitioners in experimental and quasi-experimental settings and with 
other methods than purely quantitative. There has virtually always been an 
interest in issues related to learning and knowledge. For “the woman” question 
the use of “objective tests” came as a relief, given the general belief of women’s 
inferior intellectual capacity. (For a recent parallell, see Wennerås & Wold’s 
(1997) analysis of sexism in academic competence ratings). However, it may 
well be that the tests used are too narrowly defined. This may both be due to 
the lack of female/feminist researchers in the field, and to the fact that many 
theoretical notions of knowledge are very hard to translate into operational 
measures.

A consequence of the feminist critique and the social history that surrounds 
quantitative methods is a widespread and healthy suspiciousness against 
numbers, but this suspiciousness has gone too far when numbers are 
interpreted as evil and/or male, as the third critical statement indicates. Numbers 
in themselves are not evil to women or female perspectives and numbers are 
certainly not male. Feminist researchers need to conquer the tools that 
traditionally have belonged to men and utilise them for our own purposes.

The fourth point of criticism attaches moral values with quantitative 
methods, as if choice of method would reveal the researcher’s valuation, 
understanding and experience of humans. Quantitative methods are said to 
improperly objectify people, since the researcher seldom gets to know the 
people in large-scale studies personally. It certainly is true that personal 
involvement with all participants in such studies usually is impossible. However, 
the anonymity of participants in large-scale studies does not indicate that the 
researcher is uninterested in these individuals’ interests and welfare. Clearly 
choice of method cannot be regarded as a valid indicator of the researcher’s 
ideological perception of people or knowledge. One may even claim, that large- 
scale studies show the participants greater respect in terms of integrity and time 
than methods which require the researcher to get close to the research subject 
(Bertilsson, 1995; Bernstein, 1977).

The critique from feminist qualitative researchers is widely heard, valued 
and discussed among feminists and others. However, as was concluded by
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Rosén and Wemersson (1996) the arguments often take the form of “guilt by 
association” which illustrates how easy it is to over-generalise observable 
contemporary occurrences (quantitative methods number males hegemonic 
masculinity), and interpret them as if they were inherently tied together, which 
easily leads to incorrect conclusions.

It is my hope that this essay has illustrated the necessity to continue the 
research on gender differences in patterns of knowledge, for both pedagogical 
and feminist interests. Furthermore, by connecting different research traditions 
and perspectives, new patterns of knowledge emerge.
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Abstract

The study investigates gender differences in cognitive abilities using a multivariate, latent 
variables approach. A test battery of 13 ability tests and 3 standardized achievement tests 
was given to a sample of 1224 13-year-olds, and a hierarchical model with 13 latent ability 
variables was fitted to the covariance matrix. No gender differences were found in the 
structure of cognitive abilities. There were mean differences in favor of females in general 
intelligence and in the broad crystallized intelligence factor. Males had higher means on 
most spatial dimensions, for which they also were more variable. Males also had higher 
means on narrow numerical and verbal ability dimensions.

Introduction

Many studies have been published on gender differences in cognitive abilities. However, 
such differences are typically investigated with a single variable comparison. In the 
present study, this method is contrasted with a multivariate latent variable approach. 
This methodology takes into account the fact that any cognitive task reflects more than 
one cognitive dimension.

Previous Research on Gender Differences in Cognitive Abilities

Research on gender differences in intellectual functioning has been going on for more 
than hundred years (e.g., Siegwald, 1944; Fausto-Sterling, 1992). Work from the 19th 
century often both assumed and “proved” female inferiority in cognitive functioning. 
Much of this work would not be accepted as scientific today, but it was fully accepted at 
that time. More recent research shows a different picture even though traces of historical 
assumptions still may be recognized in some studies.
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Several studies during the present century show that females excel in the verbal 
domain, but there are also studies which demonstrate an absence of gender differences 
in verbal ability. Anastasi (1958, first published 1937) and Tyler (1965) concluded that 
females are superior in verbal and linguistic functions from infancy to adulthood. Tyler 
found that girls are superior in verbal fluency but not in vocabulary. Several researchers 
(e.g., Maccoby, 1966; Maccoby & Jacklin, 1976; Halpern, 1986; Wernersson, 1989) have 
reached the same conclusion and it has also been shown that females have an advantage 
in written production, which seems to hold true for vocabulary tasks too. From the 1989 
National Evaluation study in Sweden, Balke (1990) analyzed achievement in English as 
a foreign language and found that girls achieved better on reading comprehension and 
vocabulary tests which required productive answers. On an essay test girls outscored 
boys. Halpern (1992) concluded on the basis of a review of differences in verbal 
ability, that females outperform males in fluent speech production, anagrams, and on 
general and mixed tests of verbal abilities, whereas males outperform females on solving 
analogies. In a large-scale study of several cohorts of 13-year-olds in Sweden there were 
in 1961 only small differences between the genders in the verbal domain but in 1985 girls 
were clearly ahead (Emanuelsson & Svensson, 1990). Hyde and Linn (1988) performed 
a meta-analysis of 165 studies of gender differences in verbal ability and concluded that 
there are no gender differences in verbal ability. However, the studies seem to support 
the general conclusion that there are differences favoring girls within the verbal domain, 
whenever the tasks require written production.

Most reviews of findings in the spatial domain have concluded that boys on the 
average have greater visual-spatial ability (Anastasi, 1958; Tyler, 1965; Maccoby & 
Jacklin, 1976; Hyde, 1981; Halpern, 1986). However, in a meta-analysis of 172 studies 
of gender differences in spatial ability Linn and Petersen (1985) found different amounts 
of gender differences for three types of spatial ability. For spatial perception tasks a 
moderate advantage for males was found; for mental rotation tasks there was a clear 
superiority for males, and for spatial visualization no gender difference was found. 
Emanuelsson and Svensson (1990) found that the pattern of differences in spatial 
reasoning ability has changed over time. Boys were superior in the early 1960s, but 
25 years later the difference had disappeared. It thus seems that there is a tendency for 
males to excel in spatial tasks even though the difference varies over time and tasks.

Males seem on the average to perform better than females in mathematical, quanti­
tative achievement tests as well (e.g., Maccoby & Jacklin, 1976; Halpern, 1990). 
However, some studies show that the male superiority is limited to certain aspects 
of mathematical achievement: mathematical reasoning (e.g., Tyler, 1965) and problem 
solving (e.g., Hyde, Fennema, & Lamon, 1990). Hyde (1981) reanalyzed the studies 
collected by Maccoby and Jacklin with meta-analysis methodology and concluded that 
the differences were not as large as the previous studies have indicated. Friedman 
(1989) performed a meta-analysis of more recent studies on gender differences in 
mathematical tasks. The analysis included 98 studies published between 1974 and 
mid-1989. Friedman found that the average gender difference is very small, and that 
differences in performance are decreasing over time. Halpern (1990) suggests that a part 
of the male advantage in quantitative ability is due to the male advantage in spatial-visual 
ability. Evidence supporting this notion has been presented by Fennema and Sherman 
(1977), Hills (1957), Burnett, Lane, and Dratt (1979) and Hyde, Geiringer, and Yen 
(1975). However, Linn and Hyde (1989) argue that the evidence is only correlational and
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not sufficient for such conclusions. Evidence against the hypothesis has been presented 
by for example Fennema and Tarte (1985).

Feingold (1992) assessed variance ratios (VRs) of gender differences in several large 
and well established test batteries and claimed that males are more variable than females 
in general knowledge, mechanical reasoning, quantitative ability, spatial visualization, 
and spelling. There was essentially homogeneity of variance for most verbal tests, short 
term memory, abstract reasoning, and perceptual speed.

As pointed out by Feingold (1992) and Noddings (1992), the question about gender 
differences in variability in performance has a long history which includes an ongoing 
controversy about the “greater male variability”. The controversy has several parts; 
one concerns existence of á difference in variability between the genders (McNemar 
& Terman, 1936), and one concerns the interpretation and use of the greater male 
variability findings (see Feingold, 1992 for an overview). Noddings (1992) calls it a 
“pernicious hypothesis” due to the social history that surrounds it. The often found 
greater male variability has usually been given biological explanations (e.g., Dijkstra, 
1986; Rossister, 1982). Statements of women’s lesser variability such as “females are all 
alike” were given by prominent male professionals (Dijkstra, 1986). Noddings (1992) 
affirms that evolution theory exacerbated this trend; it was widely held that “the 
male has been shaped for thought and creativity, the female for reproduction. In her 
increasingly specialized role, woman has little need for the variation that characterizes 
man” (p. 85). Psychologists and educators in the U.S.A. used the variability hypothesis 
to explain why men were more often than women found in the rank of genius. Females 
were (are?) considered genetically inferior, an opinion shared by leading social scientists 
such as G. Stanley Hall, Edward Thorndike and James McKeen Cattell (Rossister, 
1982). Noddings argues that the variability hypothesis should not be referred to as an 
explanation at all, it is rather the variability itself that should be explained.

From this brief review we can conclude that gender differences are found with some 
regularity in at least three domains: in verbal ability, in visual-spatial ability and in 
mathematical or quantitative ability. Meta-analyses have been conducted in all three 
domains and Hyde (1990) concludes that gender differences in cognitive abilities are 
generally not large. Contradictory results are common, however, and it seems that 
different results are obtained when different aspects within these domains are focused 
upon. The need for a theory for the abilities and their internal structure is obvious. 
Different results are also obtained for different samples. A fair amount of the studies 
referred to have used selected and/or very small samples which may have caused bias 
in either direction (Hyde, 1981; Becker & Hedges, 1984).

The main point of the present paper, however, is that it is not only unclear which 
ability is measured by a particular test, but that tests always tend to measure more than 
one ability. If different abilities are involved in test performance, the observed difference 
in level of performance will reflect a mixture of differences in several abilities. It is thus 
necessary first to decompose the complex observed variables into latent variables, and 
then investigate gender differences in these ability dimensions. This perspective is closely 
linked to a hierarchical view of the organization of cognitive abilities, so before we go 
any further some recent research on the structure of abilities will be described.
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Hierachical models of ability

During the last couple of decades hierarchical models of ability, which include both 
broad and narrow factors of ability have gained increasing popularity (see, e.g., Carroll, 
1993; Gustafsson, 1988, 1989). This is at least partly due to disenchantment with results 
achieved in the research on primary abilities in the tradition of Thurstone and Guilford 
(Lohman, 1989). Hierarchical models have primarily been developed as higher-order 
factor analytic models. In these, correlations between first-order factors are analyzed, 
with second-order factors as an outcome. The relations between the second-order 
factors can in turn be analyzed in terms of third-order factors, and so forth. Cattell 
(1971) and Horn (1986) has formulated the influential Gf (“fluid intelligence”) — Gc 
(“crystallized intelligence”) model on the basis of results of second-order analyses of 
“primary” ability factors (Thurstone, 1938). The model includes several broad abilities 
of which the following are the most important:

Fluid intelligence (Gf) is reflected in tasks requiring abstraction, concept formation, 
perception and eduction of relations, and in which tasks the stimulus material is new 
to the examinees. Gf is supposed to represent biological factors and incidental learning 
on intellectual development. Gf is most strongly involved in primaries such as Induction 
(/), General Reasoning (R) and Cognition of Figurai Relation (CFR).

Crystallized intelligence (Gc) is shown in tasks requiring abstraction, concept for­
mation, perception and eduction of relations too, but where the stimulus material 
primarily is verbal-conceptual in nature. In contrast to Gf, Gc is established through 
cultural pressures, education and experience. Gc is most strongly shown in primary 
factors such as Verbal Comprehension (V), Cognition of Semantic Relations (CMR), 
and in measures of school achievement.

General Visualization (Gv) is involved in “visualizing the movements and trans­
formations of spatial patterns, maintaining orientation with respect to objects in space, 
unifying disparate elements and locating a given configuration in a visual field” (Horn 
& Cattell, 1966, p. 254). Gv is loaded by primary abilities such as Visualization (Vz), 
Spatial orientation (Sr), Flexibility of Closure (Gf), Speed of Closure (Cs), and Figurai 
Adaptive Flexibility (DFT).

In addition to the Cattell-Horn model there exist other higher-order models. Carroll 
(1993) has reanalyzed almost 500 correlation matrices using higher-order factor analysis 
and has formulated a “Three-Stratum” model, which at the first level (stratum) defines 
narrow primary abilities. At the second stratum about a dozen broad abilities of the 
kind identified by Cattell and Horn are identified, and at the third stratum there is a 
single, general, factor.

Gustafsson (1984,1988; see also Undheim & Gustafsson, 1987) showed that the results 
from exploratory factor analysis can be replicated with the confirmatory factor analytic 
methodology which has been developed by Jöreskog (e.g., Jöreskog & Sörbom, 1989). 
At the lowest level, the model represents as first-order factors abilities similar to the 
primary mental abilities identified by Thurstone (1938), Guilford (1967), and other 
researchers working within the multiple factor tradition. At an intermediate level, the 
model identifies the factors Gf, Gv and Gc that are easily interpreted as the broad 
abilities within the Cattell-Horn model. At the highest level, the model includes a 
factor of general intelligence (g), on which all the broad abilities has loadings. This 
more powerful and flexible technique also makes it possible to carry the analysis to



gender and ability differences 41

models with a general third-order factor, even when the number of variables is relatively 
'>hte,a' I"^VCral *'“d‘es the general factor has been found to be perfectly correlated 

with the Gf factor (Undheim & Gustafsson, 1987; Gustafsson, 1988; Undheim 1981) 
which makes it possible to identify a g-factor in as invariant a manner as the G/-factor 
may be identified. 1

As was pointed out by Gustafsson (1989; see also Gustafsson & Balke, 1993) the 
hierarchical model implies that the instruments which are used to measure cognitive 
achievements are influenced by all the dimensions which appear in the hierarchical 
structure above the variable. Each instrument is therefore an indicator of several 
dimensions. This conclusion is not immediately deducible from a higher-order factor 
model, because the higher-order factors in such models have only an indirect relation 
to the observed variables (see Figure la). However, as has been shown by Gustafsson 
and ßalke (1993) such models may be reformulated in terms of an orthogonal model 
with nested factors (NF-model). In this kind of model it is immediately seen that every 
observed variable is complex in the sense that it is related to more than one latent variable 
(see Figure lb).

When gender differences in cognitive performance are analyzed, this is typicallv 
done by looking at differences between means for one test at the time. However 
this univariate method relies on the assumption that performance on a particular task 
is indicative of only one underlying ability. If the hierarchical approach is adopted for 
understanding the structure of abilities the differences in performance on a task are 
due to several ability dimensions with different degrees of generality. According to

la. A higher-order factor model lb. A model with nested factors

Figure 1. Alternative hierarchical models.
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this model an observed group difference may be due to differences in one or more of 
these underlying abilities. This suggests that group differences should be studied within 
a multivariate latent variable model. In order to compare the two approaches gender 
differences will be studied both traditionally and within a hierarchical latent variable 
model.

How Should Group Differences in Cognitive Abilities be Investigated?

Feingold (1992) argued that contemporary research on gender differences in cognitive 
performance has based its conclusions upon mean differences, or standardized mean 
differences ds (the difference between male and female means divided by the pooled 
within-gender standard deviation: Cohen, 1977), whereas no concern has been taken to 
differences in variability. He argued that gender differences in variability and in central 
tendency must be considered together to form correct conclusions about the magnitude 
of cognitive gender differences. If the genders differ in variability in performance on 
cognitive test, the more variable gender would be overrepresented at both high and 
low levels of performance when the average scores of males and females are the same. 
If the genders differ in both average performance and variability, the gender differences 
at lower and upper levels of ability would be different from what would be expected 
from the standardized mean difference.

The critique in this paper against univariate analysis is based on the fact that the 
observed performance on any cognitive tasks reflects a mixture of several ability 
dimension of different degree of generality. It is thus necessary to first decompose 
the variance into latent variables (preferably in a hierarchical model with orthogonal 
nested factors), and then compare means on the latent variables. The same critique 
applies to Feingold’s approach, the variances he compares are not reflections of single 
ability dimensions, but reflect a mixture of several abilities.

Theory and previous research on cognitive abilities argue for a hierarchical model 
with three levels (cf. Gustafsson, 1988; Carroll, 1993), and methodology and software 
for estimating such models is available (e.g., LISREL by Jöreskog & Sörbom, 1989; 
LISCOMP by Muthén, 1988; EQS by Bender, 1989).

However, a multivariate analysis with latent variables typically makes a homogeneity 
assumption through restricting the factor structure and the factor variances to be invariant 
over the groups. In the univariate case the homogeneity assumption can be investigated 
by comparing the variances for the different groups and by comparing the shape of the 
variability curve. If a multivariate approach is adopted, using a hierarchical latent variable 
model in a multiple group analysis, many more questions concerning homogeneity in 
cognitive abilities may be answered.

The primary purpose of the present paper is to contrast the traditional approach 
for investigating gender differences with a multivariate hierarchical approach. Another 
purpose is to investigate the assumption of invariance between the genders in a 
hierarchical latent variable model of cognitive abilities in grade 6. Differences in 
patterns of loading, means and variances on the latent variables will thus be investigated. 
A third purpose, finally, is to investigate the robustness of estimates of mean differences 
in latent variables in the presence of structural differences in the measurement model.
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Method

Sample and Variables

The sample consisted of most 6th graders (age 12-13) in two communities, Mölndal 
and Kungsbacka (51 classes) close to Göteborg in the western part of Sweden. The first 
data collection took place in 1980. The test battery of 13 ability test along with some 
questionnaires was administered to 1254 pupils. For different reasons the battery of 
cognitive tests could not be administered to 30 pupils, which left a final sample of 1224 
pupils, 602 boys and 622 girls. The sample and subsamples were followed up in different 
respects during the following three years. This has resulted in a longitudinal data base, 
suited for studies of individual differences in the domain of cognition. Several studies 
have been conducted and published on the data; some of them will be referred to later 
on in this article.

A description of variables collected in grade 6 is presented below. The procedure for 
the data collection and the aptitude variables are described in great detail elsewhere 
(Gustafsson, Lindström, & Björck-Åkesson, 1981; Gustafsson, 1984), so only a short 
presentation of the instruments and the latent variables which they originally were 
hypothesized to measure is given here.

The Test Battery in Grade 6

The test battery was assembled in such way that enough primary factors would be 
represented to make possible identification of the second-order factors Gf, Gc and Gv. 
The test battery consists of two parts; one with 13 rather well established ability tests, 
and one with 3 standardized achievement tests.

The following ability tests were included in the battery in grade 6. Bold style indicates 
the short labels used for the tests and italic style the short labels for the factors in tables 
and figures:

1. Opposites
Op

2. Number Series II 
NS

3. Letter Grouping II 
LG

The task is to select the word which is the antonym 
of a given word (40 items). This test has been found 
to measure Verbal Comprehension (V), which loads 
on Gc.

In the items in this test a series of 5 or 6 numbers are 
given, and the task is to add two more numbers to the 
series (20 items). Tests of this type have been shown 
to load on the primary factor Induction (/), which in 
turn loads on Gf.

The items in this test consist of groups of letters, and the 
task is to decide which group of letters does not belong 
with the others (20 items). This is a test of Induction 
(/), which loads on Gf.
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4. Auditory Number Span 
ANS

This is a conventional digit-span test, with digits in 
series of varying length being read for immediate 
reproduction (19 items). The test measures Memory 
span (Ms), which has a weak relation to Gf.

5. Auditory Letter Span
ALS

This test is identical with the Auditory Number Span 
test, except that letters are used instead of digits (19 
items). This test too loads on Memory span (Ms).

6. The Raven Progressive 
Matrices
Ra

The items in the Raven test present a matrix of figures 
in which the figures change from left to right according 
to one principle, and from top to bottom according 
to another principle. One figure is missing, however, 
and the task is to identify this figure (45 items). The 
test measures (I) (cf. French, Ekstrom, & Price, 1963) 
or Cognition of Figurai Relations (CFR) (cf. Horn & 
Cattell, 1966) which factors load on Gf.

7. Metal Folding
MF

The task is to find the three-dimensional object which 
corresponds to a two-dimensional drawing (30 items). 
Tests of this kind load on Visualization (Vz), which 
loads on the second-order factor Gv.

8. Group Embedded Figures
GEFT

The task is to find a simple figure within a more complex 
figure (9 items out of 16 given as recommended by 
Witkin, Oltman, Raskin, & Karp, 1971). This test has 
been found to measure Flexibility of Closure (Cf) which 
loads on Gv.

9. Hidden Patterns
HP

Each item consists of a geometrical pattern, in some 
of which a simpler configuration is embedded, and 
the task is to identify those patterns which contain 
the simpler configuration (200 items in each of two 
parts). This is another test of Cf and Gv.

10. Copying
Co

Each item consists of a given geometrical figure, which 
is to be copied onto a square matrix of dots (32 items in 
each of two parts). This test too measures Cf and Gv.

11. Card Rotations
CR

Each item in this test gives a drawing of a card cut into 
an irregular shape, and the task is to decide whether 
other drawings of the card are merely rotated, or turned 
over onto the other side (14 items in each of two parts). 
The test defines the Spatial orientation (Sr) primary, 
which loads on Gv.

12. Disguised Words
DW

In this test words are presented with parts of each letter 
missing, and the task is to identify the word (12 items 
in each of two parts). This test measures the primary 
factor Speed of Closure (Ci), which has been found to 
load on Gv.
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13. Disguised Pictures In the items of this test drawings are presented which
DP are composed of black blotches representing parts of

the object being portrayed, and the task is to identify 
the object (12 items in each of two parts). This is 
another test of Cs.

These 13 tests of cognitive ability were administered on one occasion. The second 
data collection in grade 6 yielded scores on three Standardized Achievement tests (SA), 
that is, mathematics, English and Swedish. Results were available at the subtest level 
for most of the pupils in the sample.

The SA test in mathematics is composed of 5 subtests and they are hypothesized to 
load on the Gc factor and on the primary factor Numerical Achievement (Num Ach):

1. Per Cent Calculation Tests the ability to carry out calculations involving the 
Ma PCC per cent concept. There are 16 items in the test, which

are to be solved in 25 min.
2. Estimates 

Ma Est

3. Geometry and Diagrams 
Ma GD

4. Applied Computation 
Ma AC

Tests the ability to make rapid estimates of approximate 
results of an expression. The test is a multiple-choice 
test with 21 items and a time-limit of 10 min.
Consists of 8 geometry items presenting tasks such as 
computing the area of rectangles, and 6 items assessing 
the ability to understand information presented within 
graphs and tables.

Presents 12 verbally stated problems, most of which 
require a mixture of the rules of arithmetic.

5. Numerical Calculation Presents 20 items testing understanding of the number 
Ma NC line, the ability to carry out additions, subtractions,

multiplications, divisions and calculation with fractions. 
The time-limit is 35 min.

In the SA test in English (En) there are 4 subtests and they are also hypothesized to 
load on the Gc factor:

1. Vocabulary Consists of 40 multiple-choice items which present a
En Vo one- or two-sentence context, and for some items a

picture. One word is missing and the task is to indicate 
this word. The time-limit is 30 min.

2. Listening Comprehension Presents via tape-recorder brief pieces of information, 
En LC in relation to which questions are asked. The questions

are answered by indicating the appropriate alternative 
among 4 given ones. For 15 items the alternatives 
are verbal, and for 20 questions the alternatives are 
pictorial. The time-limit is 30 min.

3. Forms and Structures 
En FS

Tests the knowledge of grammatical rules, such as the 
do-construction, flexion of verbs, and so on. The items
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4. Reading Comprehension 
En RC

are presented in groups of 2 to 4 within a context 
of a few sentences. Each group of items has 3 to 5 
alternatives in common, one of which is to be selected 
for each item. In all there are 40 items in the test and 
the time-limit is 30 min.

Consists of three different types of items. In one type, 
of which there are 9 items, a sentence is presented in 
which a word is missing. The word is to be identified in a 
list of 4 alternatives. In another type, of which there are
5 items, a one-sentence question is asked, and the task 
is to select the approximate answer from a list with 4 
alternatives. In the third type of items 5 texts of 75-200 
words are presented, in relation to each of which 3 to 5 
multiple choice questions are asked. In all there are 15 
items of this type. The time limit is 30 min.

The SA test in Swedish (Sw) language consists of 6 subtests and they are all 
hypothesized to load on the Gc factor:
1. Spelling Contains 25 items in which the task is to correctly spell

Sw Sp

2. Reading Comprehension 
Sw Rc

dictated words.
Attempts to measure the pupils’ ability to understand 
texts written in different styles and with different con­
tents. The test presents 6 different texts of 100-200 
words in relation to which 2 to 5 multiple-choice 
questions with 5 alternatives are asked. There are 21 
items in the test, which is administered with a time-limit 
of 35 min.

3. Words of Relation
Sw WR

Tests the pupils ability to use conjunctions and adverbs. 
An 8-sentence text is presented in which 12 words are 
missing, and the task is to select these words from a list 
of 28 words. The time-limit is 28 min.

4. Vocabulary
Sw Vo

Consists of items in which the synonym of a word 
presented in a one-sentence context is to be selected 
from a list of 5 choices. There are 25 items in the test 
and the time is 12 min.

5. Word List
Sw WL

Tests the pupils ability to use a word-list to find the 
meaning, spelling and flexion of words. There are 11 
items in the test and the time-limit is 10 min.

6. Sentence Construction
Sw SC

Presents a text lacking punctuation, and the task is to 
add the 18 punctuation marks which are missing. The 
time-limit is 15 min.
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Subjects and Attrition

The results on the standardized achievement tests were collected a few months after 
the first test battery. The standardized achievement tests were administered by the 
regular teacher who also decided whether the class should or should not participate. 
This caused attrition of some classes and students.

Out of 1224 pupils 981 had results on all the standardized achievement tests, while 
113 (9.3%) had not taken any of these. The frequency of attrition is about the same 
among boys and girls, about 20% in each group.

Previous Research on the Data Collected

As mentioned before the test battery was assembled in such way that enough primary 
factors would be represented to make possible identification of the second-order factors 
Gf, Gc and Gv.

Gustafsson and Balke (1993) analyzed the same data in order to find out to what 
degree ability factors could predict school achievement. The factors were fitted in an 
order determined by their degree of generality in a nested factor model.

First the g-factor was fitted, and then more narrow factors were successively added. 
Their final model of the test battery included 20 observed variables (13 ability test, some 
split in halves and 3 SA tests) and 10 latent factors (g, Gv', Gc', V, Ms', Num Ach', 
CFR', Vz', Sr' and Csthe prime is added to indicate a residual factor), and fitted rather 
well. The most striking difference between the HO-model and the NF-model was that the

Table 1
Aptitude Variables Included in the Analysis in Grade 6 

(Gustafsson & Balke, 1993)

Test name Label Factors

1. Opposites — odd items
2. Opposites — even items
3. Auditory Number Span
4. Auditory Letter Span
5. Number Series II
6. Letter Grouping II
7. Raven — odd items
8. Raven — even items
9. Metal Folding odd items

10. Metal Folding — even items
11. Group Embedded Figures
12. Hidden Patterns
13. Copying
14. Card Rotations Part I
15. Card Rotations Part II
16. Disguised Words
17. Disguised Pictures
18. SA test Swedish
19. SA test English
20. SA test Math

Sw Ach 
Eng Ach 
Ma Ach

Op-O
Op-E
ANS
ALS
NS
LG
Ra-O
Ra-E
MF-O
MF-E
GEFT
HP
Co
CR-I
CR-II
BW
DP

g GV 
g Gv' 
g Gv' 
g Gv' 
8 Gv' 
g Gv' 
8 GV 
g GV 
g GV 
g GV 
g GV 
g GV 
g Gc' 
g GV

g GV 
g Gc'
g
g
g
g

Num Ach'

Sr'
Sr'
Cs'
Cs'

Num Ach'

V
V 
Ms' 
Ms'

CFR'
CFR'
Vz'
Vz'
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latter contained fewer factors (10 vs 14). The reason for that is that the narrow factors in 
the NF-model may be identified only if there is any remaining residual variance when 
the broader factors have been identified. In Table 1 summary information is presented 
about the Gustafsson and Balke model.

As has already been pointed out there are at least two ways to formulate a hierarchical 
model, HO-modelling and NF-modelling. One problem with the HO-approach is that 
it does not offer procedures for analysis of differences between groups in means on 
higher-order factors (Gustafsson, 1992). With NF-models it is easy to analyze group 
differences in means on the latent factors. These reasons make a nested factor model 
preferable for this study.

Strategy for the Analysis

Some of the cognitive tests (Opposites, Ravens, Card Rotation and Metal Folding) 
have in the following multivariate analysis been split into two subscores (one for odd and 
one for even items), following the same procedure as Gustafsson (1989) and Gustafsson 
and Balke (1993). This makes it possible to extract more narrow dimensions, which thus 
tend to mix test-specific variance with variance due to narrow abilities.

In the first step, gender differences are analyzed in the traditional way through looking 
at the observed test-scores. The second step in the analysis will be to fit a hierarchical 
model with latent variables to the data and after doing so, study gender differences 
in means on the latent variables with a simple and straight-forward method, and to 
contrast the results of the latent variable approach with the univariate approach. In the 
next step previous assumptions about invariance in structure and variances are tested 
by performing the hierarchical model in a multiple group analysis. The final step in the 
analysis will be to evaluate the two latent variable approaches in order to find out to 
what extent the simple approach is valid and reliable.

The tools used for conducting the analysis is SPSS (SPSS Inc., 1988) for the univariate 
part, and LISREL technique for the confirmatory factor analysis (Jöreskog & Sörbom, 
1988).

The LISREL program computes several goodness of fit indices as an aid in evaluating 
model fit. Conventional fit measures in LISREL have always been the x2_test and 
the Goodness of Fit Index (GFI). However, LISREL 8 (Jöreskog & Sörbom, 1993, 
pp. 120-131) reports several others, among them Normed Fit Index (NFI), Non Normed 
Fit Index (NNFI) and Root Mean Square of Approximation (RMSEA). For accepting a 
model the RMSEA should be below .05. The new measures are considered to be better 
indicators of fit than the conventional ones. Thus the x2 measure indicates in large 
samples almost always a significant deviation between the model and data. However, 
the conventional measures are also reported for the sake of comparability.

Results

Gender Differences in Observed Test Performance

The univariate analysis has been performed by correlating test scores with gender 
for comparison of means. Positive numbers indicate female advantage, negative male
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Table 2
Relations Between Gender and Test Performance in Grade 6. N = 981

Mean comparison Variance comparison

r r2*100 t VR F p<0.05

Opposites (1 & 2) .057 0.32 1.79 0.99 1.01
Auditory Number Span .023 0.05 0.67 1.40 1.40 **
Auditory Letter Span .034 0.10 1.06 1.08 1.08
Number Series (1 & 2) -.071 0.50 -2.22** 1.33 1.33 **
Letter Grouping (1 & 2) .233 4.97 7.49** 0.98 1.02
Raven Progressive Matrices .106 1.12 3.33** 1.36 1.36 **
Metal Folding .022 0.05 0.69 1.28 1.28
Group Embedded Figures (1 & 2) .035 0.12 1.08 1.07 1.07
Hidden Pattern .160 2.56 5.07** 0.94 1.06
Copying .061 0.37 1.91 0.90 1.11
Card Rotation (1 & 2) -.061 0.37 -1.90 0.94 1.07
Disguised Words -.019 0.04 -0.61 1.03 1.03
Disguised Pictures -.052 0.27 -1.61 1.06 1.06
SA test in Swedish total score .160 2.56 5.08** 1.14 1.14

— Spelling .209 4.37 6.68** 1.31 1.31 * *
— Reading Comprehension .075 0.56 2.35** 1.23 1.23
— Words of Relation .182 3.31 5.48** 1.01 1.01
— Vocabulary -.045 0.20 -1.42 1.03 1.03
•— Word List .162 2.62 5.14** 1.03 1.03
— Sentence construction .226 5.11 7.27** 1.29 1.29

SA test in English total score .137 1.88 4.33** 1.33 1.33 **
— Vocabulary .125 1.56 3.93** 1.34 1.34 «•
— Listening Comprehension .040 0.16 1.25 1.30 1.30 »•
— Forms and Structures .159 2.53 5.03** 1.14 1.14
— Reading Comprehension .157 2.46 4.96** 1.34 1.34 *•-

SA test in Math total score -.076 0.58 -2.39** 1.12 1.12
— Per Cent Calculation -.059 0.35 -1.85 0.94 1.07
— Estimates -.157 2.46 -4.98** 1.24 1.24
— Geometry & Diagrams -.028 0.08 -0.87 1.14 1.14
— Applied Computation -.049 0.24 -1.52 1.11 1.11
— Numerical Calculation -.016 0.03 -0.51 1.04 1.04

For significance at the .05 level t-values should > 1.96 or < -1.96.

advantage. Variance ratios (VR) have been obtained by dividing the' male variance 
with the female variance, VRs greater than 1 indicate higher male variability, and 
VRs less than 1 higher female variability. An F-test investigates if the variance is 
significantly different between the genders. With 479/500 degrees of freedom the FcriI 
is approximately 1.31 on the 5% level.

There are some significant mean differences, most of which favor girls. Boys achieve 
better on Number Series and on one of the subtests on the SA Math test. When all the 
subscores are added up, the total score on the SA Math test is favoring boys. Girls on 
the other hand achieve better results on most subtests on the SA tests in Swedish and 
English, which is also reflected in the total score on these two tests. Girls also achieve 
better on Hidden Patterns, Raven Progressive Matrices and on Letter Grouping. In 
most of the tests gender explains less than 1% of the variance. Exceptions are most 
of the subtests in Swedish and English and the Estimates subtest in Math where gender 
accounts for 1.5 to 5.1% of the variance. This is also the case with Letter Grouping and
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Hidden Patterns. These results correspond reasonably well to the findings in previous 
research.

A few variances differ significantly between the genders. Boys vary more than girls in 
performance on Number Series, on Ravens Progressive Matrices, on Auditory Number 
Span, on one of the subtest in SA test in Swedish and on three out of four subtests in 
the SA test in English.

The Hierarchical Measurement Model

The next step in the analysis will be to fit the variables into a hierarchical model 
with latent variables. The Gustafsson and Balke (1993) model has been taken as a 
starting point. Their model fitted the data quite well, but there is still room for some 
improvement. By identifying a general speed factor (Gs'), identified by tests with narrow 
time limits (Copying, Hidden Patterns, Card Rotations and Group Embedded Figures) 
model fit was improved. Another problem with the Gustafsson and Balke model is

Op-O
Op-E
NS
LG
ANS
ALS
Ra-0
Ra-E
MF-O
MF-E
GEFT
HP
Co
CR-I
CR-II
DW
DP
Ma PC 
Ma Est 
Ma GD 
MA AC 
Ma NC 
Eng Vo 
Eng LC 
Eng FS 
Eng RC 
Sw Sp 
Sw RC 
Sw WR 
Sw Vo 
Sw WL 
Sw SC

Table 3
Loadings of the Aptitude Variables on the Ability Factors in Grade 6. N = 981

Gv' Gc' Ms' Cfr' Vz' Sr'

.56

.54

.75

.70

.28

.34

.54

.57

.48

.50

.57

.56

.53

.43

.50

.33

.22

.55

.53

.65

.70

.63

.58

.52

.60

.59

.50

.60

.61

.53

.65

.58

.31

.33

.12
.20
.18
.64
.62
.30
.24
.25
.19
.25

.23

.10

.07

Cs' Gs' Num 
Ach'

Eng
Ach'

.57

.70

.25

.10

.19

.14

.23

.51

.34

.50

.49

.54

.35

.41

.39

.32

.38

.73

.64
.40
.38

.58

.69
.69
.43

.24

.23

.44

.48

.32

.25

.11

.50

.44

.44

.40

.50
.45
.51
.35
.39

Words'

.32

.33
.42
.44

.09

.24

.17

.36

.19

.47 .12
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that the Num Ach' factor was poorly identified (see Table 1). In order to improve that 
factor the SA Math test was split into its 5 subtest. The other SA tests were also divided 
into their subtests in order to allow a more fine-grained analysis of verbal performance. 
The model is estimated from the covariance matrix and an acceptable model fit was 
obtained (x2 = 726, df = 406, RMSEA = .03, GFI = .96, NFI = .96, NNFI = .98). 
The standardized factor loadings are presented in Table 3.

By squaring the standardized loading the proportion of variance in the tests accounted 
for by the latent dimension is obtained. The g-factor accounts for a sizeable proportion of 
variance in most tests. The highest loadings are obtained with the non-verbal reasoning 
test Number Series and Letter Grouping, and with the Applied Computation subtest in 
the SA Math test which involves problem solving as well.

Gv appears in the mode! as a broad factor which has a relatively weak relation to 
every test which involves figurai content, except for the relationship to the Metal Folding 
test where Gv' explains about 39% of the variance in the variable. Two of the Ma subtests 
also include figurai content which results in tiny but significant loadings on Gv'.

Gc' has its strongest relations with the SA subtests in Swedish and English as expected, 
and with Opposites which demands both correct interpretations of words and a rich 
vocabulary. Gc' also has relations with all the subtests in SA Math and gives a small 
contribution to the Auditory Letter Span test.

MS , CFR ,Vz , Sr and CS' only have their relations to the tests that are hypothesized 
to measure these ability dimensions. The amount of variance explained by these factors 
in the tests varies between 17 and 45%.

The Num Ach' factor is defined by all the subtests in SA Math and the Eng Ach' 
factor is defined by all subtests in SA English.

F is a narrow verbal factor with relations to all tests that requires some vocabulary 
knowledge, and Word' is an even more narrow factor with relations to Swedish 
vocabulary tests.

Gender Differences in Latent Ability Dimensions

Gender differences in level of performance on latent variables may be studied in 
different ways. The most obvious procedure is to perform a two-group analysis and 
investigate mean differences in latent variables with the procedure described by Jcreskog 
and Sorbom (1989). Another way is to enter gender as a dummy variable in a one-group 
analysis. A dummy variable is a dichotomous variable with values of zero and one; in 
this case zero represent males and one represent females. The gender variable naturally 
lacks measurement error. By letting this dummy variable have relations to the latent 
variables in the model, one obtains estimated coefficients which are equivalent to the 
mean difference on the latent variable. This is exactly the same procedure as when 
gender is entered in an ordinary regression analysis.

The dummy procedure is much less tedious than the two-group approach, but it does 
make the assumption that the pattern of relations between observed and latent variables 
is invariant for the genders. Results obtained with both approaches will be presented.

Table 4 presents relations between gender, coded as a dummy variable, and the true 
scores of the latent variables in grade 6. Significant relations between gender and the 
latent factors have been entered in the model. Positive correlations and t-values indicate
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Table 4
Relations Between Gender and Latent 

Variables in a One-group Model for Grade 6. 
N = 981

Grade 6

r r2*100 t

g .22 5.00 5.41
Gv' -.15 2.00 -2.70
Gc' .26 7.00 4.58
V
Ms'

-.46 21.00 -6.37

Num Ach'
CFR'
Vz'

-.55 30.00 -11.28

Sr' -.24 6.00 -5.93
Cs'
Gs'

-.14 2.00 -3.04

Eng Ach'
Word'

-.19 4.00 -3.33

results to girls’ advantage, and negative values to boys’ advantage. By squaring the 
correlation and multiplying it with 100, the per cent variance explained by gender is 
obtained.

There are several rather striking results in Table 4. There is quite a large difference 
in the g-factor favoring girls which is also true for the broad factor Gc'. There are also 
differences favoring boys in the broad factor Gv' and the narrow factors V, Sr', Cs', 
Eng Ach' and Num Ach'. The difference in Num Ach' is quite considerable, gender 
explaining some 30% of the variance in the factor. The same goes for V where gender 
explains 21%. This multivariate analysis thus gives results which are strikingly different 
from those obtained in the univariate analysis.

Differences in the Structure of Cognitive Abilities

An equivalent model to the one-group model is obtained for the two groups when 
all parameters are constrained to be equal over the groups. A two-group model in 
which all parameters are free over groups will have equal or better model fit, and the 
modification indices for each gender will tell if the pattern should be changed for any of 
the two groups. The modification indices for the two groups did not suggest any pattern 
of relations between observed and latent variables different from the pattern presented 
in the original model.

The following fit indices are obtained for the model where all free parameters are 
constrained to be equal between the groups; x2 = 1425, df = 934, RMSEA = .02, 
GFI = .92, NFI = .93, NNFI = .97. This model is to be compared to the one-group 
model. When all free parameters are allowed to vary between the groups the fit indices 
are as follows; x2 = 1189, df = 812, RMSEA — 0.02, NFI = 0.94, NNFI = 0.98. The 
improvement is significant (x2 = 236, df = 122). However, among all the differences 
between the genders that can be seen in the model now, only a few are significant.
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The easiest way to find out which ones are significantly different is to be guided by 
the modification indices from the model with all free parameters invariant between 
the genders and then calculate a t-test on the parameters that are released from the 
invariance restriction. The t-test may be calculated by the following formula,

<?■« _ - est,_

<”~ x SEU + (^„ X SEl'J
n . + n, ,

males females

(1)

where est is the unstandardized estimate, SEes, the standard error for the estimate, n is the 
number of subjects in each group. When a few parameters were allowed to vary between 
the genders, the model fit improved x2 = 1326, df = 925, RMSEA = 0.02, NFI = 0.93, 
NNFI = 0.98, which matches the model fit for the model where all parameters were 
allowed to vary.

Significant differences between the genders were found in 3 out of 13 factor variances, 
3 out of 100 factor loadings and 2 out of 32 error variances. The differences are presented 
in Table 5.

Table 5
Significant Gender Differences in Various Variance

Components in the Hierarchical Latent Variable Model

Males Females T-value VR

Variance in
latent variables

GV 5.59 2.88 3.76 1.94
SE«, 0.82 0.63

Ms' 2.76 1.86 3.46 1.48
SEm 0.29 0.22

CFR' 5.15 3.61 4.28 1.43
SE„, 0.41 0.31

Factor loading
NS on g 1.88 1.50 3.45
SEa, 0.12 0.10

MA Est on g 1.39 1.03 3.60
SE,,, 0.11 0.10

Sw SC on V -0.41 0.18 -3.47
SE,„ 0.19 0.14

Error variance
ANS 4.96 3.57 3.97

0.40 0.29

Sw SC 9.09 6.14 5.0
SEal 0.72 0.43
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The variance in the male group turns out to be greater than among females for the 
broad Gv' factor, and for the primary ability factors CFR' and Ms'. From the mean 
comparison above a male advantage is seen in Gv', whereas no such difference is visible 
in Ms' and CFR'.

The 3 significant differences in factor loadings are hard to interpret in any substantial 
way. It seems that the Number Series test and the Math Estimates subtest are to some 
extent better measures of g for males than for females, and that the SA Swedish in 
Sentence Construction subtest is a better predictor for V for females than males. These 
scattered results obviously need to be cross validated before any conclusions can be 
drawn, because they just as well may be due to chance. The same conclusion must 
be drawn about differences in error variance. Still the question is if these differences 
affect the mean differences in any substantial way. In the final step in this analysis it 
is investigated how stable the mean differences are between the different models.

In Table 6 t-values for mean differences in the latent variables are compared for 
the one-group model, the two-group model with all parameters invariant between the 
genders, the two-group model where some parameters are allowed to vary between the 
groups and the model where all parameters are allowed to vary between the groups.

Table 6
Comparing T-values on Mean Differences in the Latent Variables for Different Models Between 

Males and Females. N of Males — 480, n of Females = 501

T-values

One-grp
model

Invariant assump

Two-grp
model

All invariant

Two-grp
model

Some free pm’s

Two-grp
model

All pm’s free

5.41 5.45 6.22 5.88
Gv' -2.70 -3.09 -3.36 -3.76
Gc' 4.58 4.58 4.11 4.84
V
Ms'

-6.37 -6.44 -6.37 -5.37

Num Ach'
CFR'
Vz'

-11.28 -11.39 -11.16 -10.13

Sr1 -5.93 -5.99 -5.99 -5.23
Cs'
Gs'

-3.04 -3.25 -3.31 -2.83

Eng Ach'
Word'

-3.33 -3.31 -3.11 -3.0

The mean differences between the genders turn out to be fairly stable when different 
types of approaches and assumptions are applied. The model that is most different from 
the others is the one where all parameters are allowed to vary between the genders. 
This is due to the fact that there is a large number of parameters in the model which 
show small random variations between the genders. The one-group approach does not 
offer any different result in terms of mean differences on latent variables than does the 
two-group analysis in which some parameters are allowed to vary. There is, however, 
a small tendency for this model to yield more conservative estimates of the group 
difference.
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Discussion and Conclusions

As has been demonstrated, the methodology and the pattern of gender differences 
in cognitive abilities are closely linked so both methodological issues and results will 
be attended to the discussion. The pattern of results obtained in the univariate and 
multivariate analyses are strikingly different, so the study is an illustration of Halpern’s 
observation that “In fact, the experimental and statistical methods used may be more 
important in determining the answers we get to empirical questions than the underlying 
phenomenon being investigated” (1986, p. 16). This does not imply, of course, that the 
differences between methods are arbitrary, or that one method may not be preferable 
over other methods.

Mean Differences in Cognitive Abilities

The pattern of mean differences on the latent variables between the genders is very 
different from the ones on the observed test scores where girls performed better on 
most tests. The multivariate analysis showed a substantial and unexpected difference 
in the general ability dimension favoring girls. A major reason for this is, of course, 
that in the univariate analysis there is no single test which represents the construct 
“general ability”, so even if there are differences in such an ability, they cannot be 
detected in the univariate analysis. This also explains why so few findings concerning 
gender differences in general ability have been reported in previous research. However, 
in a parallel study to the present one on other data, Härnqvist (1994) found the same 
pattern, e.g., a substantial advantage on g for females.

Another explanation why no gender differences favoring girls in general ability have 
been reported before is to be found in the development of cognitive tests. In the 
standardization of modern so called IQ tests it has simply been assumed or decided, 
that the general intelligence is equally distributed between the genders at each age level. 
Test items which have shown gender bias have either been excluded or matched by an 
item with the opposite bias (Matarazzo, 1972; McNemar, 1942). The matching strategy 
permits questions about gender differences to be answered, whereas the exclusion 
strategy does not, as long as analysis is restricted to observed test scores. One can 
not simply assume that an item or a test is biased just because one group performs 
better than another on it. The findings from the multivariate analysis and the hierarchical 
model indicate that item selections as well as selections of tests are to be determined 
on better and more substantial grounds when the purpose of the test is to investigate 
cognitive abilities. It should also be noted that an IQ score is something quite different 
from the construct of g (Gustafsson, 1984). The g-dimension is highly involved in IQ 
scores, but in addition such tests involve a substantial amount of Gc'.

If the finding in the multivariate analysis is accepted as valid, it may be asked 
how the difference in favor of girls in general ability can be interpreted. One should 
keep in mind that this study investigates a sample of 12-13-year-olds in Sweden. This 
age-group may be in a dynamic phase particularly in terms of intellectual development. 
One possible explanation is that the difference is a reflection of gender differences 
in the process of development, and that the earlier onset of puberty among girls
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(Ljung, 1965) may be accompanied by an earlier spurt in mental growth for girls 
than for boys. Waber (1976) showed interesting relations between physical maturation 
and verbal and spatial skills at age 13. and concluded that the differences are due to 
physical maturation and not to gender. However, no such relation was found in a more 
recent and rigorous study by Waber, Mann, Merola, and Moyland (1983) considering 
whether systematic associations between maturation rate and cognitive performance 
exists prior to adolescence. It seems hard to extract biological factors from social ones 
when addressing gender differences in cognitive performance. Future research of various 
age-groups, preferably using longitudinal approaches with data from a wider range of age 
groups, may give us answers regarding the dynamics of intellectual development and its 
relation to age.

Girls show a similar advantage on the broad Gc' factor, and this is, for example, 
reflected in performance on the achievement tests. Performance on verbal tests have 
often been interpreted as a female advantage in verbal ability. However, g and Gc' 
explains most of the variance in those test, and when the variance is partitioned into 
latent variables it becomes clear that the observed gender differences in those tests 
are due to gender differences in those broad dimensions. Girls advantage on Gc' may 
also depend on earlier maturity and on expectations of gender specific behavior. Gc' 
is rather well defined in this analysis with 17 indicators, that is all 15 subtest of the 
standardized achievements tests, and Opposites and Letter Grouping from the ability 
test battery. The univariate analysis shows significant differences on 8 of the language 
subscores favoring girls, some of them substantial, and on one of the subscores in math, 
which favor boys.

In the univariate analyses of the tests selected to measure Gv\ no single test shows a 
significant difference in favor of boys in grade 6. Thus, even though the pattern of gender 
differences varies somewhat over the different tests these analyses seem to support the 
conclusion that there are no gender differences in spatial ability among 13-year-oids. 
However, in the multivariate analysis there is a significant difference in favor of boys 
not only in the broad Gv'-factor, but also in the narrow spatial abilities Sr' and Cs'. The 
only ability in the spatial domain which does not display a significant difference is Vz . 
The reason why the methods of analysis give contradictory results is, of course, that the 
spatial tests are quite highly related to the g-factor, and the difference in favor of girls 
in the g-factor cancels the difference in favor of boys on the spatial factors, leaving a 
non-significant difference in observable test performance.

There are also mean differences in some of the more narrow dimensions, that is in the 
residual factors after the broad dimensions of g, Gc' and Gv' are taken into account. On 
the Num Ach' factor and on the primary V-factor the differences favoring boys are huge, 
gender explaining some 30% in the former and some 20% of the variance in the latter. 
Boys also show some advantage on the Eng Ach' factor. The univariate analysis indicated 
the opposite pattern for most language tests, and only a small difference favoring boys 
on one of the tests in math. One reason for these contradictions is, that a part of the 
difference in favor of girls on those tests is captured by the difference in the g-factor. It 
may also be that the difference in favor of boys in V and Eng Ach' is due to test-bias, i.e., 
the tests involved in the factors were developed with an eye towards gender differences, 
and that the difference in g in favor of girls unknowingly was compensated for by choice 
of words that favor boys. Similar results are reported by Härnqvist (1994).
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In further research of gender and the quantitative ability dimension it maybe of interest 
to try to distinguish between math knowledge and math reasoning in order to shed more 
light over the gender gap in the numerical domain as well as over the quantitative ability 
dimension. However, the present study does not support such distinctions which may be 
due to the limitations of the standardized achievement test in math.

As a second explanation to the male advantage on quantitative tasks some researchers 
have claimed that visual-spatial abilities are related to quantitative abilities (Halpern 
1992; Anderson, 1990; Fennema & Sherman, 1977; Hills, 1957; Hunt, 1985; Fennema 
& Tarte, 1985). Some of them have used this notion as an explanation for why males 
perform better on quantitative tasks, or why males more often than females choose 
education with quantitative content. A relation between spatial and quantitative ability 
is so far rejected by the hierarchical model of cognitive abilities, since all abilities are 
assumed to be orthogonal. However, since every task does reflect more than one ability 
dimension, there is still a possibility that some topics within the mathematical domain 
like topology, trigonometry and geometry may have some spatial components. None 
of the spatial dimensions in the present study explained any part of the variance in 
the Ma subtest in geometry. It is reasonable to assume that a substantial part of the 
relationship between quantitative and spatial performance, is a reflection of g which is 
highly involved in both quantitative and spatial tasks.

Another hypothesis why females perform so poorly compared to males on the Num 
Ach' factor is, that the whole quantitative area is a well established male domain, where 
females are not supposed nor expected to excel. Males on the other hand are both 
expected and supported to do so (Boswell, 1985; Stallings, 1985; Leder, 1990; Schatz 
Kohler, 1990; Fennema, 1990).

No mean differences are found in the broad Gs' or in the primary ability dimensions 
Ms', CFR', Vz' or in Word'.

Variance Differences in Cognitive Abilities

The pattern of gender differences in variances on latent variables is also strikingly 
different from the pattern observed for the observed variables. The univariate approach 
showed a somewhat greater male variability for 3 out of 16 different tests of abilities, 
namely Number Series, Auditory Number Span, Ravens Progressive matrices and on 4 
of the 10 language subscores. The multivariate analysis on the other hand showed almost 
twice as large a variance for boys on the broad spatial ability dimension Gv', and about 
45% larger variance for boys in CFR' (Cognition of Figurai Relations, a primary spatial 
ability dimension) and in Ms' (Memory span), another narrow ability dimension.

The variance difference in spatial dimensions is considerable. Biological and cultural 
hypotheses have been offered to explain mean differences on spatial dimensions, but 
none of these seem reasonable for explaining the difference in variance. It is an 
extremely interesting question why there are variance differences on these particular 
ability dimensions and not on others. Both biological and social explanations have been 
suggested, however, none of those seem unproblematic in the light of available evidence. 
Future research may contribute to the understanding of this phenomenon.

It is also of great interest to investigate how spatial ability dimensions relate to different 
kinds of tasks in real life. These findings may also be of importance for the question



58 M. ROSÉN

concerning equality between the genders, since spatial tasks are frequently used for 
selection to different types of educations and positions.

No gender differences in variance were obtained in the general ability dimension, 
g, in the broad abilities Gc' and Os', or in the other narrow and primary ability 
dimensions represented in this study (Vz\ Sr', Cs’, V, Num Ach', Eng Ach' and 
Words'. The “greater male variability hypothesis” is thus not supported in this study, 
for most cognitive abilities. The data in the present study suggest a revised and more 
focused examination of both genetic and environmental effects, but the focus should be 
on Gv and other more narrow spatial dimensions and not on g.

Differences in the Structure of Cognitive Abilities

The structure of abilities has never been an issue in the univariate analysis, but 
the hierarchical view on cognitive abilities suggests that possible structural differences 
should be investigated when comparing groups. As for the genders the two-group 
analysis did not show any difference in the structure of cognitive abilities, even though 
a few parameter estimates differed significantly between the genders. None of those 
differences proved to affect the overall pattern of mean differences on the cognitive 
abilities. However, more research is needed before any conclusions can be drawn about 
gender differences in the structure of cognitive abilities. The conclusion here is that 
there do not appear to be any qualitative between-gender differences in the structure 
or organization of cognitive abilities. The same conclusion has been reached by Hertzog 
and Carter (1982), who used an oblique confirmatory model.

The hierarchical approach

When utilizing the multivariate hierarchical approach, it becomes clear that cognitive 
tests are quite highly related to the g-factor and to other broad factors like Gc’ and Gv', 
which is one reason why contradictory results are obtained compared to the univariate 
approach. Non-significant gender differences in observed test performance may hide 
differences in those broad dimensions. The SA subtests in math, for example, hides 
a huge difference on the Num Ach’ factor favoring boys. Significant differences on 
observed test performance may be due to differences on other latent variables than the 
test is intended to capture. Girls often perform better on verbal tests, for example, but 
when the hierarchical approach is adopted, this difference disappears because it is due 
to higher means for girls on g and Gc'. Differences in latent dimensions may thus cancel 
or change directions of gender differences in observed test performance.

The overall pattern of results from the multivariate analysis thus seems reasonable, and 
also more interesting than the pattern of results obtained from the univariate analysis, but 
it may be asked if the results are trustworthy. It is easy to see that the results from the 
multivariate analysis are closely linked to the choice of model, and to the correctness of 
the definition of the latent variables in the hierarchical model. Since an infinite number 
of models may be fitted to any set of variables it could be argued that the results reported 
here are arbitrary and could be replaced by a number of other sets of results. However, 
even though this argument is true in a general sense, it could also be argued that the
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hierarchical model relied upon here is well established in a large number of previous 
studies.

In the multivariate approach adopted here it is crucial that the g-factor is identified 
in an invariant manner, because the results for all the latent variables are affected by 
the definition of this latent variable. In future research it is essential to determine to 
what extent this allows identification of an invariant g-factor, and it is also essential 
to investigate to what extent the pattern of gender-differences is affected by choice of 
indicators for the G/-factor (Gustafsson, 1994).

The choice of indicators for the broad dimensions on the intermediate level in the 
hierarchical model may also affect the pattern of gender differences. They too should 
be identified in an invariant manner since they affect all the narrow dimensions on the 
first level in the hierarchy.

Gender Differences in Means vs Gender Differences in Variability

This paper both agrees and disagrees with Feingold’s (1992) claims that comparing 
means is not enough for making reliable conclusions of gender differences in cognitive 
abilities. Feingold argues that variability within each group should be considered as well. 
The result of the present study shows that different methods give different results. This 
paper has demonstrated that observed test performance is determined by several latent 
variables, which may differ with respect to both means and variances. It thus implies 
that the observable performance is a complex function of the characteristics of the latent 
variables, which should be considered in the analysis too.

Despite the fact that the two-group analysis rejected the invariance assumption 
between the genders, the differences in means on the latent variables remained fairly 
stable when compared to the analysis in which invariance was assumed. A two group 
analysis, where some relations are allowed to vary, will of course still contribute with a 
much more complex and complete picture of the differences, but it is still appropriate 
to use the invariant approach when focusing on mean differences between the genders 
on latent ability dimensions.
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In this study, the impact of missing data on estimates of gender differences in 
hierarchically ordered ability dimensions is investigated. The data consist of 13 ability 
tests on which the whole sample of 1,224 13-year-old students has information and 
3 standardized achievement tests on which a reduced sample of 981 participants has 
information. Utilizing missing data techniques for latent variable models, the study 
also becomes a validation of previously reported gender differences in latent hierar­
chical ability dimensions. In the previous analysis, the 243 students lacking data were 
assumed to be missing at random and thus excluded from the analysis. The attrition 
was found to have an impact on both the hierarchical model and on gender differences 
in latent dimensions. The attrition appeared biased with respect to general achieve­
ment and gender. When the cases with missing data were included in the analysis, the 
structure of the model remained stable and strengthened in some respects. The female 
advantage on g increased, whereas their advantage on Crystallized Intelligence 
decreased. The male advantage on spatial dimensions increased, whereas their 
advantage on narrow achievement factors decreased. About half of the attrition was 
due to missing classes, and the other half was due to missing individuals. There was 
no gender difference in proportions of the two types of attriters. It was mainly male 
individual attriters who contributed to the bias by performing much worse than the 
male completers.

In a previous study of 13-year-olds, gender differences in structure, means, and 
variances of cognitive abilities were investigated within the framework of a
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hierarchical model (Rosén, 1995). A multivariate latent variable model approach 
was adopted, and some rather striking gender differences were revealed. The model 
was based on information collected in two waves of data collection in the sixth 
grade. In the first wave, information from 13 rather-well-established ability tests 
were collected. Results from three standardized achievement (SA) tests (Math, 
Swedish, and English) were collected in the second wave.

No differences were found in the structure of the hierarchical model fitted to the 
data. At the apex of the hierarchy is g or General Intelligence, in which a substantial 
difference was found favoring girls. At the intermediate level, two broad factors 
were identified: Crystallized Intelligence (Gc) and General Visualization (Gv). 
On average, girls showed a higher mean on Gc, whereas for boys there was both 
a higher mean and a greater variability on Gv. Ten narrow ability dimensions were 
identified at the lowest level, and gender differences were found in 7 of them. 
Differences favoring boys were found in a narrow Verbal Ability factor ( V"), Spatial 
Orientation factor (Sr), Flexibility of Closure factor (Cs'), a narrow English 
Achievement factor (EngAch'), and a narrow Numerical Achievement factor 
(NumActí). In NumAch', the difference was quite large, and gender explained some 
30% of the variance in the factor. Furthermore, the male group showed greater 
variability on Memory Span (Ms') and Cognition of Figurai Relations (CFR'). 
These results are quite striking because they seem to contradict much previous 
research on gender differences in the cognitive domain. As discussed more fully 
by Rosén (1995), the reason for this is that the multivariate approach with latent 
variables decomposes the observed variables into multiple components, whereas 
the analysis of observed variables only captures net effects of the differences in 
multiple variables. This approach is thus much more powerful in revealing patterns 
of performance in cognitive dimensions.

However, the study described may have problems related to missing data. The 
second data collection reduced the sample from 1,224 to 981 cases with complete 
data. The missingness was assumed to be random and thus not dealt with. If this 
assumption is not correct, the results found may at least partly be due to bias in the 
missing data. It is thus of greatest interest to investigate the influence of missing 
data in latent variable models. Both the pattern of gender differences and the 
structure of the hierarchical model itself may be affected.

Cases missing data, completely or partially, are a perennial problem in almost 
all studies within the social sciences. Various statistical methods and imputation 
techniques for handling these problems have been available for some time, although 
not so frequently applied (e.g„ Little & Rubin, 1987; Madow, Nisselson, & Olkin, 
1983; Madow & Olkin, 1983; Madow, Olkin, & Rubin, 1983; Rovine, 1994; Rubin, 
1987). Some sources of bias are well known; it is, for example, often true that less 
successful individuals are more likely to lack data than others. However, the bias 
is typically assumed to be the same over groups—for example, gender, which in
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practice means that the missing data are handled as if they were random. A fair 
amount of the studies investigating gender differences in the cognitive domain have 
used samples that are reduced or restricted because of missing data or selection 
mechanisms, which may have caused bias in either the female or male direction 
(Becker & Hedges, 1984; Hyde, 1981).

The purpose of my study is to investigate the data missing at random (MAR) 
assumption. There are several reasons for assuming the pattern of gender differ­
ences to be affected by selection mechanisms, which are discussed later. In this 
study, the impact of missing datais investigated in both aunivariate and multivariate 
manner. The main contribution is the approach to test the MAR assumption in a 
latent variable model, by utilizing the theory and methodology for improving 
validity in studies with missing data, as discussed in Allison (1987); Allison and 
Hauser (1991); and Muthén, Kaplan, and Hollis (1987). Two aims are in focus: to 
validate the hierarchical model of cognitive abilities from the previous analyses and 
to investigate the impact of missing data on reported estimates of gender differences 
in those latent hierarchically ordered ability dimensions (Rosén, 1995).

PROBLEMS OF MISSING DATA

The problem of missing data is often regarded as purely statistical, but the problem 
may also be addressed from a more substantial point of view, and in this way 
important mechanisms for understanding gender-related phenomena may be dis­
covered. Thus, whether to take part in a study or not may be a decision that interacts 
more strongly with gender than gender interacts with the performance studied.

The data missing in this study are results on SA tests, which are given to help 
teachers assign comparable grades. In this study, it is possible to identify sources 
of missing data at two levels: missing individuals and missing classes.

Individuals may, of course, be prevented from taking part in the data collection 
occasion for different valid reasons (e.g., sickness). However, they may have 
“chosen” not to participate for one reason or another. Perhaps they did not want to 
go, or their parents or teachers did not want them to go. Gender-stereotyped 
expectations are frequently reported, particularly in math and science (e.g., Chip- 
man, Brush, & Wilson, 1985; Fennema & Leder, 1990), which may be one of the 
reasons not to participate in standardized tests.

At the time of the data collection, the schools were free to decide whether to give 
the tests, so when whole classes are missing there may be other mechanisms involved 
in addition to those on the individual level. About half of the missing cases in my 
study come from missing classes. Fear of exposing achievement levels of individual 
classes or ideological reasons may underlie a school teacher’s or a principal’s decision 
to not participate. Opinions of parents could also be important in such a decision.

Variability differences, for example, also indicate that the gender groups are unequal 
(Cleary, 1992; Feingold, 1992a, 1992b, 1993; Hedges & Friedman, 1993a, 1993b).
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The variability in achievement on some cognitive tests has often been found to be 
greater for boys than for girls. If it is mainly the low achievers who are missing in both 
groups, the male performance will be overestimated more than the female performance, 
given that the scores are approximately normally distributed in both groups.

Some recent findings concerning self-selection to the Scholastic aptitude test in 
Sweden also provide support for the notion of gender bias in missing data (Mäkitalo 
& Reuterberg, 1996; Reuterberg, Westerlund, & Gustafsson, 1992). Although 
about as many boys as girls participate in the test, they do not seem to be selected 
in the same way with respect to ability. Boys seem to be more positively selected 
than girls.

There is also research that stresses lower self-esteem in learning ability among 
girls, which tends to be unrelated to their cognitive achievement (Byrne & Shavel- 
son, 1989). Fennema (1980) argued that one reason for girls to avoid mathematics 
is lower confidence in learning mathematics and a belief that mathematics is not 
useful for them, together with the male belief that mathematics is a male domain. 
If these are reasons for girls to not participate in a math test situation, then it indicates 
that the girls with missing dato may not be at the same achievement level as those 
boys with missing data. Language learning, however, is frequently reported as a 
female subject (e.g., Wernersson, 1989) although it has not been reported to affect 
boys’ self-esteem in the subject. Still, indications of male avoidance of a language 
test were found in a large-scale study of grammar and vocabulary in foreign 
language (Balke-Aurell & Lindblad, 1980), in which there were more missing data 
for boys than for girls. Teachers’ expectations may be one of the factors involved 
in these gender-correlated behaviors.

Male dominance in the classroom and girls’ lesser visibility is frequently 
reported (Wernersson, 1977, 1989, 1991; Wilkinson & Marren, 1985; öhm, 1990, 
1993), which supports claims that teaching and learning in relation to boys becomes 
the norm (Einarsson & Hultman, 1984; Hirdman, 1987). If male performance is 
more influential in determining whether a class will participate in a test, the missing 
data pattern will be biased and will be another reflection of the male norm.

In this section, I addressed the notion that missing data generating mechanisms 
may be interacting with gender and that several underlying mechanisms at different 
levels may be working simultaneously. Thus, it is reasonable to expect bias with 
respect to gender; however, it was ignored in my previous research. It thus is 
necessary to investigate the impact of missing data.

DESIGN AND METHODOLOGY 

Sample and Variables

The sample consists of most sixth graders (age 12 to 13) in two communities, 
Mölndal and Kungsbacka (50 classes) close to Göteborg in the western part of
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Sweden. The first data collection took place in 1980. The test battery of 13 ability 
tests with some questionnaires was administered to 1,254 pupils in the sixth grade 
(age 12-13). As a second data collection, results from 3 SA tests in the same grade 
were collected.

For different reasons the battery of cognitive tests could not be administered to 
30 pupils, which left a final sample of 1,224 pupils—602 boys and 622 girls. There 
is no information on these 30 students, and they are not included in any further 
analyses.

The test battery was assembled in such a way that enough primary factors would 
be represented to make possible identification of the broad factors Gf (Fluid 
Intelligence), Gc, and Gv. It consists of two parts: one with 13 rather well 
established ability tests that covers primary factors mainly for Gf and Gv, and one 
with three SA tests in Swedish, English, and mathematics, which capture the Gc 
dimension. A description of variables collected in 1980 is presented next. The 
procedures for the data collection and the aptitude variables are described in great 
detail elsewhere (Gustafsson, 1984; Gustafsson, Lindström, & Björck-Åkesson, 
1981). A short presentation of each instrument’s name, short labels, number of 
items, and the latent variables that they originally were hypothesized to measure 
are given in Table 1.

The scores on all subtests of the three SA tests (Swedish, English, and mathe­
matics) were collected a few months after the test battery had been administrated. 
The purpose of the SA tests is to calibrate the grades on class level in Sweden. 
However, in the research setting these tests serve as indicators of primarily Gc and 
perhaps some more narrow dimensions. As has already been mentioned, the second 
wave of data collection caused some attrition. At this time in Sweden in some of the 
schools, the teacher could decide whether the class should participate in the SA test. 
In Table 2, the proportion of boys and girls for different types of attrition is presented.

Out of the 1,224 students, there were 243 students who had not completed all 
three SA tests. The frequency of missing data is about the same among the 
sexes-20% in each group, or 122 boys and 121 girls. Out of these 243 missing 
students, 47% are missing individuals, and 53% come from missing classes (five 
classes). It should be mentioned that out of these five classes, three miss all three 
SA tests, whereas two have data on one or two of the SA tests. The same pattern is 
true for the missing individuals. However, in this study, participants with incom­
plete data on any of the three SA tests are coded as missing.

This leaves a sample of 981 students with complete data on 13 ability tests and 
3 SA tests, and a second subsample of 243 subjects with complete data on 13 ability 
tests. Small differences between the sexes in proportions of missing data on 
individual and class level do not suggest any gender bias in terms of the origin of 
the missing data.

As in previous multivariate analysis with a hierarchical latent variable model 
fitted to these data, four of the ability tests have been split in half in the multivariate



TABLE 1
Description of the Test Battery in Grade 6

Test Name
Short
Label

Number 
of Items Factors Comment

Opposites-odd items Op-O 20 g. Ge. V Half of one test
Opposites-even items Op-E 20 g, Ge. V Half of one test
Auditory Number Span ANS 19 g, Ms
Auditory Letter Span ALS 19 g, Ms
Number Series II NS 20 g, NumAch
Letter Grouping II LG 20 g
Raven Matrices-odd items Ra-O 23 g, Gv, CFR Half of one test
Raven Matrices-even items Ra-E 22 g, Gv, CFR Half of one test
Metal Folding-odd items MF-O 15 g. Gv, Vz Half of one test
Metal Folding-even items MF-E 15 g, Gv, Vz Half of one test
Group Embedded Figures GEFT 9 g, Gv 9 out of 16 items given*
Hidden Patterns HP 400 g, Gv
Copying Co 64 g, Gv
Card Rotations Part I CR-I 14 g, Gv, Sr First part of one test
Card Rotations Part 11 CR-li 14 g, Gv, Sr Second part of one test
Disguised Words DW 24 g, Gv, Cs
Disguised Pictures DP 24 g, Gv, Cs
Swedish standardized 

achievement tests
Spelling Sw Sp 25 g. Gc
Reading Comprehension Sw RC 21 g. Gc
Words of Relation Sw WR 12 g, Gc'
Vocabulary Sw Vo 25 g. Gc
Word List Sw WL 11 g. Gc
Sentence Construction Sw SC 18 g. Gc

English standardized 
achievement test
Vocabulary Eng Vo 40 g, Gc, EngAch
Listening Comprehension Eng LC 35 g, Gc, EngAch
Forms and Structures Eng FS 40 g, Gc, EngAch
Reading Comprehension Eng RC 24 g, Gc, EngAch

Math standardized
achievement tests
Percent Calculation Ma PC 16 g, Gc, NumAch
Estimates Ma Est 21 g, Gc, NumAch
Geometry and Diagrams MaGD 6 g, Gc, NumAch
Applied Computation Ma AC 12 g, Gc, NumAch
Numerical Calculation Ma NC 20 g, Gc, NumAch

Note. Aptitude variables and their relation to factors included in the hierarchical model in Grade 6. 
“As recommended by Witkin, Oltmari, Raskin, and Karp (1971).
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TABLE 2
Proportion of Girls and Boys With Different Types of Attrition

Complete Data* Missing Classes1' Missing Individualsc

n Col% Row% n Col% Row% n Col% Row% Total

Girls 501 51.1 80.5 70 54.3 11.3 51 55.3 8.2 100
Boys 480 48.9 79.7 59 45.7 9.8 63 44.7 10.5 100

Note. Col% = column percent.
‘n = 981. hn = 129. cn = 114.

analysis to identify some more narrow ability dimensions (Opposites, Metal 
Folding, Raven Progressive Matrices, and Card Rotations).

Analysis Procedures

The first part of the analysis consists of ordinary univariate analysis in terms of 
descriptives, t test, variance ratios (VRs), and correlations. A multiple-regression 
model is fitted to the data for investigating the interaction effect of gender and 
missing data on the observed variables. Dependent variables are the 13 ability tests, 
and independent variables are gender, missing data (also labeled attrition or the 
attriters), and the cross-product of gender and attrition. The group with complete 
data is also referred to as the completers. All independent variables are handled as 
dummy variables, where the completers are coded 0 and the attriters coded 1, and 
boys are coded 0 and girls are coded 1. The reference group in the regression 
equation thus is boys in the group with complete data. The mean of the reference 
group equals the constant (a) in the regression equation.

y = a + 6, Gender + Attrition + ¿^Gender x Attrition

The y-mean may be estimated for each of the subgroups by summing those 
coefficients for which a bullet (•) has been assigned in Table 3.

The regression analysis will inform us if there are differences between the 
completers and the attriters, if there are gender differences, and if such differences 
vary between the two groups. The model also informs us about within-male 
differences between completer and attriters. Significant within-gender differences 
are investigated by computing t test for means and F test for VRs between the two 
groups.

The group with missing data is also divided into a “missing classes” group and 
a missing individuals group. Mean and VRs for these two groups are compared 
with the complete data group, and gender differences within and between these 
groups are investigated in the same fashion.
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TABLE 3
The Multiple Regression Model for Investigating the Effects of Gender and Attrition

Group

a

Gender Attrition Gender x Attrition

Gender Missing Group b, b. b3

0 boys 0 complete data • •

Oboys 1 missing data • *

1 girl 0 complete data • *
1 girl 1 missing data •

The second part of the analysis investigates the impact of missing data in a 
multivariate fashion with latent variables further described next. First, the model 
as such is investigated in terms of validity, and then gender differences are 
investigated. Thus, beyond investigating the impact of missing data on gender 
differences in latent dimensions, this part also serves as a validation study of the 
previously reported hierarchical model for these data (Rosén, 1995).

Handling Missing Data in Structural Equation Modeling

It has been demonstrated that missing data techniques may be utilized on several 
types of data patterns—for example, monotone (Rovine, 1994) and matrix sampling 
designs (Muthén, Khoo, & Nelson Goff, 1994). Rovine’s review indicated that 
although several methods for dealing with missing data exist, there are very few 
simulations or real examples of how they work. This study utilizes the method 
discussed by Allison (1987) and Muthén et al. (1987), which Rovine referred to as 
“direct parameter estimation” (p. 204).

Two types of model estimators for maximum likelihood are to be compared. 
One is referred to as listwise quasi likelihood (LQL: see Muthen et al., 1987), which 
are maximum likelihood estimates based on the sample with complete data (n = 
981). The LQL model assumes data to be missing completely at random (MCAR). 
In this case, this is the same model that was analyzed in the previous study (Rosén, 
1995). The other estimator is referred to as full quasi likelihood (FQL), which is 
the correctly specified model where the 241 attriters are included (n = 1,224) in the 
maximum likelihood estimates on those variables they do share with the group that 
has complete data. In Figure 1, the LQL and FQL samples are represented.

The LQL estimation utilizes only the shaded area, whereas the FQL estimation 
utilizes all available information (i.e., from all 1,224 cases). This is a very common 
situation of missing data, and one of the more uncomplicated ones to be handled 
in the proposed fashion of Muthén et al. (1987).

To obtain the correct chi-square and degrees of freedom (dj) for testing the fit 
of the FQL model, two models have to be fitted to the data: The so-called H0 model,
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Variables

13 ability tests 3 SA tests
Indivi­
duals

n=1224 n=243

LQL
n=981

FQL
n=1224

FIGURE 1 Graphical representation over the data pattem in the sample. The sample size is 
981 for the subsample with complete data for listwise quasi likelihood (LQL) estimation. For 
the full quasi likelihood (FQL) estimation, the 243 cases lacking three SA tests are included 
through a multiple-group analysis.

on which model restrictions are imposed on the data, and the H, model, which tests 
if the covariance matrices and the mean vectors for the groups come from the same 
population. The correct fit statistic is obtained when the chi-square and dfoi the Hi 
model is subtracted from the H0 model. According to Muthén et al. (1987), the FQL 
Hi model informs us if our MCAR assumption is true in our LQL model. This is 
true if the chi-square in the Hi model is insignificant. If the chi-square is significant, 
then the LQL is misspecified—that is, it does not give maximum likelihood 
estimates, and MCAR assumption does not hold.

RESULTS

The results of the analysis are presented in three steps. In the first step, the impact 
of gender and missing data on the observed results on the 13 ability tests is 
investigated. In the second step, the latent hierarchical measurement model is 
investigated by comparing the LQL model estimates with the FQL model estimates. 
The impact of missing data on gender differences is investigated in the third step 
through comparison of correlations between gender and the latent cognitive ability 
dimension in the LQL and FQL models.
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Impact of Missing Data on Observed Achievement on 13 
Ability Tests

Several questions can be answered: First, are there differences between those with 
complete and incomplete data on the following tests? Furthermore, are there gender 
or Gender x Attrition interaction effects? Table 4 presents descriptive information, 
and in Table 5, results from the regression model where gender, attrition, and the 
Gender x Attrition interaction cross-product are used to predict the ability tests 
scores.

In Table 4, means and standard deviations for the different subsets of the sample 
are presented. The results for the subsample of 981 participants with complete data 
do not seem alarmingly different from the results for the full sample of 1,224. 
Knowing that about as many girls as boys are missing, the MAR assumption in the 
previous study (Rosén, 1995) does not appear unreasonable. However, the means 
are slightly lower among the attriters, and the standard deviations are slightly larger.

As reported earlier for the completers (Rosén, 1995), significant gender differ­
ences favoring girls can be seen on Letter Grouping, Raven Progressive Matrices, 
Opposites, and Hidden Patterns, and there is a tendency toward female advantage 
on Copying. Male completers perform better on Number Series and have a tendency 
toward higher performance on Card Rotations. The missing data group shows a 
significantly lower performance level on all the tests, except on four Gv tests. The

TABLE 4
Means and Standard Deviations on the Ability Tests in Grade 6 for Subsets of the 

Sample for Which Different Variables Have Been Observed

13 Ability Tests’ Includes 3 SA Tests’ 3 SA Tests Missingc

M SD M SD M SD

Number Series II 7.82 3.75 8.04 3.78 6.93 3.51
Letter Grouping II 10.96 3.61 11.18 3.56 10.10 3.96
Raven Progressive Matrices 24.16 5.96 24.44 5.83 23.05 6.36
Auditory Number Span 4.41 2.68 4.49 2.68 4.11 2.64
Auditory Letter Span 4.52 2.17 4.57 2.20 4.33 2.04
Metal Folding 18.53 6.13 18.70 6.00 17.82 6.58
Group Embedded Figures 10.60 2.89 10.69 2.79 10.26 3.24
Hidden Patterns 70.42 23.99 71.08 23.73 67.74 24.91
Copying 22.42 8.19 22.67 8.12 21.44 8.42
Card Rotations 96.39 38.05 97.37 37.32 92.45 40.68
Disguised Words 11.72 3.41 11.89 3.36 11.02 3.56
Disguised Pictures 12.68 3.25 12.79 3.28 12.23 3.09
Opposites 21.81 5.75 22.08 5.69 20.72 5.83

Note. SA = standardized achievement. 
*n = 1,224.6n = 981. cn = 243.
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TABLE 5
Effect of Gender, Attrition, and Gender x Attrition Interaction on 

the Achievement on 13 Ability Tests

Gender“ Attrition1’

Gender x 
Attrition 

Interaction
% Explained 

Variance

Beta P Beta P Beta P R2 x 100

Number Series II -.07 .02 -.18 .00 -.11 .01 2.02
Letter Grouping II .23 .00 -.16 .00 .08 .06 8.17
Raven Progressive .10 .00 -.13 .00 -.05 .20 2.47

Matrices
Auditory Number .02 .50 -.09 .03 .05 .28 0.56

Span
Auditory Letter .03 .28 -.08 .04 .06 .15 0.66

Span
Metal Folding .02 .50 -.09 .03 -.05 .27 0.56
Group Embedded .03 .30 -.09 .02 -.05 .25 0.70

Figures
Hidden Patterns .15 .00 -.06 .11 .02 .71 2.98
Copying .06 .06 -.06 .13 .01 .95 0.73
Card Rotations -.06 .06 -.04 .32 -.02 .67 0.71
Disguised Words -.01 .55 -.14 .00 .06 .13 1.21
Disguised Pictures -.05 .10 -.06 .14 -.01 .74 0.80
Opposites .05 .00 -.17 .07 .11 .01 2.29

Note. Boys are coded 0, girls are coded 1. Complete dataare coded 0, attrition are coded 1. Reference 
group is boys with complete data. Beta is the standardized regression coefficient 

n = 981.bn = 243.

Gender x Attrition interaction indicates a deviating pattern of gender differences 
in the group lacking data compared to the completers. Among attriters, a greater 
female advantage can be seen on Opposites and Letter Grouping. Both these tests 
are indicators of g or Gf Otherwise, the pattern of gender differences in the group 
lacking data is the same as in the complete data group.

In Table 6, observed variances are compared within and between boys and girls 
among both attriters and completers. VRs have been obtained by dividing the 
variance for one group by the variance for the other. In the two left columns, 
variances for completers has been divided by variances for attriters for boys and 
girls separately. VRs below 1 indicate higher variability for the attriters. In the two 
right columns, variances for boys have been divided by variances for girls for 
completers and attriters separately. Here, VRs below 1 indicate higher variability 
for the girls. F tests are computed for test of significance of the found variability 
differences.
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TABLE 6
Variance Comparison Between and Within the Genders in the 

Group With Complete Data and in the Group Lacking Data

rest

Boys Girls Completers Attriters

Completers/Attriters Completers/Attriters Boys/Girls Boys/Girls

Df479/121
Fen, = 1.27

Df500/120
Fcrt, = F 27

Df479/500 
Fall =116

Df 121/120 
Fan = F36

VR F VR F VR F VR F

Number Series II 1.30 1.30* 1.02 1.02 1.33 1.33* 1.03 1.03
Letter Grouping II 1.05 1.05 0.94 1.96* 0.98 1.02 0.88 1.14
Raven Progressive 0.92 1.05 0.79 1.27* 1.36 1.36* 1.17 1.17

Matrices
Auditory Number 1.00 1.00 1.12 1.12 1.39 1.39* 1.57 1.57*

Span
Auditory Letter Span 1.14 1.14 1.23 1.23 1.08 1.08 1.16 1.16
Metal Folding 0.99 1.01 0.70 1.43* 1.29 1.29* 0.91 1.09
Group Embedded 0.70 1.43* 0.82 1.22 1.08 1.08 1.26 1.26

Figures
Hidden Patterns 1.00 1.00 0.83 1.20 0.94 1.06 0.78 1.28
Copying 0.72 1.40* 1.26 1.26 0.90 1.11 1.59 1.59*
Card Rotations 0.92 1.09 0.85 1.17 1.04 1.04 0.97 1.03
Disguised Words 0.80 1.25 1.01 1.01 1.03 1.03 1.29 1.29
Disguised Pictures 0.92 1.08 1.47 1.47* 1.05 1.05 1.68 1.68*
Opposites 1.01 1.01 0.99 1.01 0.97 1.01 0.97 1.01

Note. Variance ratios (VRs) > 1 indicate greater variability for the group with complete data in the 
two left most columns, and for boys in the two right-most columns.

*p = .05 (approximate).

Variability differences among boys are found in four of the tests: three spatial 
tests and one test of g or Gf. In the spatial tests, the male attriters group is the more 
variable, and in the g or Gf test, the male completers are more variable.

Variability differences are also found among girls, again in three spatial tests 
and in one test of g or Gf, although not in the same tests as the male group. In two 
of the spatial tests, female completers are more variable, and in the other two the 
female attriters are more variable.

When male and female variability is compared, differences are found in four 
tests among the completers and in three tests among the attriters, all showing a 
greater male variability. Again, it is not the same tests that show variability 
differences in the complete data group as in the group missing data. It should also 
be noted that no difference in variability is found in most of the tests. Because the 
tests that show variability differences vary over groups, it is difficult to interpret 
the pattern, and some of the differences may be random effects.
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It may be concluded from this that the attrition is not entirely random. The 243 
missing cases achieve somewhat differently in terms of means, variability, and 
gender differences than do those who have complete data. It appears that male 
attriters are less successful on most ability tests than are female attriters, which may 
have an impact on the pattern of gender differences in the complete data group.

Comparing Class- and Individual-Level Attrition

In Tables 7, 8, and 9, attrition has been divided into two categories: class-level 
attrition and individual-level attrition. In Table 7, the class-level attrition and the 
individual-level attrition are compared in terms of means and variability with the 
groups having complete data. No mean differences are found between the class- 
level attrition and the complete data group. In five tests, variability differences are 
found four of them indicating that the group with complete data has a greater 
variability. The reverse pattern is found when the individual-level attrition is 
compared to the complete data group. Mean differences favoring the completers

TABLE 7
Group Comparison of Means and Variances on 13 Ability Tests

Group With Complete Data
Group With Complete
Dataa Versus Group

Versus Group Lacking Data Lacking Data
on the Class Leve? on the Individual Levef

t VR F t VR F

Number Series II 
Letter Grouping II 
Raven Progressive Matrices 
Auditory Number Span 
Auditory Letter Span 
Metal Folding 
Group Embedded Figures 
Hidden Patterns 
Copying 
Card Rotations 
Disguised Words 
Disguised Pictures 
Opposites

-.1.37 1.18
1.55 1.05
0.82 1.04
1.16 1.13
0.74 1.19
0.17 0.96

-.0.98 0.88
-.0.33 1.04
-.0.72 1.06
-.0.08 1.00

1.34 1.09
1.27 1.12
1.09 1.00

1.38* * 4.84*
1.55* 4.84*
1.08 4.49*
1.27* 1.83
1.42* 1.56
1.11 2.79*
1.29* 4.30*
1.08 3.34*
1.13 3.97*
1.03 2.59*
1.20 4.05*
1.25 2.32*
1.09 3.59*

1.01 1.03
0.90 1.22
0.86 1.36*
0.92 1.18
0.95 1.05
0.87 1.31*
0.89 1.26*
0.90 1.19
0.92 1.18
0.88 1.31*
0.84 1.42*
1.00 1.01
0.99 1.08

Note, t values > 1.96 or < -. 1.96 indicate significance at the .05 level. Positive signs on t values 
indicate higher means, and variance ratios (VRs) < 1 indicate greater variance for the group with 
complete data. With 1000/100 degrees of freedom the Fc, is approximately 1.26 on the 5% level 

‘n = 981. bn = 129. cn = 114.
*p = .05 (approximate).
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TABLE 8
Within-Gender Comparison of Means and Variances on 13 Ability Tests

Girls With Complete Data 
Versus Girls Lacking Data 

on the Class Levef

Girls With Complete Data1 
Versus Girls Lacking Data 

on the Individual Levef

t VR F t VR F

Number Series II 0.94 1.10 1.21 0.85 0.91 1.09
Letter Grouping II 0.62 1.05 1.05 2.03* 0.89 1.25
Raven Progressive Matrices -0.47 1.33 1.41* 2.79* 0.77 1.83*
Auditory Number Span 0.52 1.16 1.34 0.53 0.95 1.11
Auditory Letter Span 0.37 1.32 1.73* 2.03* 0.89 1.25
Metal Folding -0.21 0.95 1.12 1.29 0.77 1.66*
Group Embedded Figures -0.90 0.90 1.24 2.17* 0.95 1.11
Hidden Patterns 0.34 1.00 1.00 1.34 0.82 1.49*
Copying 0.59 1.19 1.42* 1.71 1.05 1.10
Card Rotations 0.82 0.97 1.07 1.47 0.90 1.25
Disguised Words 1.18 1.05 1.11 1.00 0.94 1.13
Disguised Pictures 1.84 1.39 1.95* 1.07 1.04 1.09
Opposites -0.26 1.01 1.03 1.05 0.97 1.09

Note, t values > 1.96 or < -1.96 indicate significance at the .05 level. Positive signs on t values 
indicate higher means, and variance ratios (VRs) < 1 indicate greater variance for girls with complete 
data. With 500/70 degrees of freedom the F„¡, is approximately 1.37 on the 5% level. With 500/50 
degrees of freedom the Fm, is approximately 1.46 on the 5% level.

‘n = 501.6n = 70. c/i = 51.
*p = .05 (approximate).

are found in every test except two. Variability differences are found in five of the 
tests, indicating greater variability among individual attriters. In the next step, the 
same comparison is performed for each gender. In Table 8, the results for the girls 
are presented.

There are no mean differences between girls of the class-level attrition group 
and female completers, although differences in variability are found in four of the 
tests, with all four indicating greater variability for the female completers. In four 
tests, mean differences are found when the girls of the individual-level attrition 
group are compared with the female completers. Differences in variability are found 
in three tests, all indicating greater variability among the female attriters on the 
individual level. Results from similar analysis for boys are presented in Table 9.

There is a tendency for mean differences between boys of the class-level attrition 
group and male completers in two of the tests, both in favor of the latter. Significant 
variability differences are found in one test only, indicating greater variability 
among boys with complete data. Boys of the individual-level attrition group show 
significantly lower results on almost every test compared to the male completers. 
Variability differences are present in three of the tests, indicating greater variability
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TABLE 9
Within-Gender Comparison of Means and Variances on 13 Ability Tests

Boys With Complete Data* 
Versus Boys Lacking Data 

on the Class Levet

Boys With Complete
Data‘ Versus Boys

Lacking Data 
on the Individual Levef

t VR F t VR F

Number Series II 0.94 1.24 1.53* 5.60* 1.19 1.42*
Letter Grouping II 1.94 1.14 1.30 4.49* 0.97 1.07
Raven Progressive Matrices 0.87 0.96 1.16 3.35* 0.99 1.03

' Auditory Number Span 1.13 1.09 1.20 1.83 0.92 1.15
Auditory Letter Span 0.72 1.09 1.18 2.29* 1.05 1.11
Metal Folding 0.93 1.07 1.09 2.49* 0.98 1.06
Group Embedded Figures -0.44 0.85 1.37 3.71* 0.86 1.36
Hidden Patterns -0.72 1.06 1.13 3.11* 1.00 1.01
Copying -1.58 0.94 1.12 3.73* 0.84 1.41*
Card Rotations -0.89 1.05 1.09 2.26* 0.85 1.39
Disguised Words 0.68 1.14 1.30 4.49* 0.80 1.57*
Disguised'Pictures -0.12 0.97 1.30 2.22* 0.97 1.06
Opposites 1.93 1.02 1.18 3.83* 1.00 1.00

Note, t values > 1.96 or < -1.96 indicate significance at the .05 level. Positive signs on t values 
indicate higher means and variance ratios (VRs) < 1 indicate greater variance for boys with complete 
data. With 500/60 degrees of freedom the F„¡,is approximately 1.41 on the 5% level.

‘n = 480. bn = 59. cn = 63.
*p = .05 (approximate).

for boys, with complete data in one of the tests and greater variability for the other 
group in two. The pattern of means and variances indicates that there may exist a 
restriction of range among male completers due to the attriters’ lower means.

The contribution from the class-level attrition to the missing data bias is not very 
large. It seems that missing individuals are causing most of the observed bias, and 
boys contribute more to the bias than do girls. The male attriters, particularly on 
the individual level, deviate more in terms of means from male completers than do 
the missing girls from female completers.

In terms of variability, girls of the individual-level attrition show greater 
variability in a few tests than do the female completers. The reverse pattern is found 
among boys.

Impact of Missing Data on the Hierarchical Model of 
Cognitive Ability Dimensions

A simple test of the MAR assumption is obtained by comparing covariance matrices 
of the completers and the attriters, including only the 17 variables they have in
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common. A test of significance is obtained by running an ordinary two-group analysis 
in LISREL (Jöreskog & Sörbom, 1988, 1993), with constraints of equality on every 
element of the covariance matrix and the means. The test resulted in the following fit 
statistics: x2(170, N= 1,224) = 221, p = .005, which indicates significant differences 
between the groups. Thus, the MAR assumption does not hold true.

The analyses that follow concern the structure of the model—that is, whether 
the attrition suggests any different pattern than does the LQL model (the model 
fitted to the data for the 981 completers). Modification indices for the FQL model 
(the model fitted to the data when missing cases are included and the sample size 
is 1,224) do not indicate any other structure than the LQL model. Fit indices do not 
differ much in the FQL model from the LQL models. The fit statistics (before 
correction) for the FQL Ho model are %2(934, N = 1,224) = 948, root mean square 
error of approximation (RMSEA) = .003, RMSEA p < .05 = 1, Normed Fit Index 
(NFI) =.91, and Nonnormed Fit Index (NNFI) = 1.0. For the FQL Hi model, %2(560, 
N = 1,224) = 221. The correct fit statistics for the FQL model are 374 for df 
(934-560) and 727 for%2 (948-221). The fit of the FQL model thus is approximately 
the same as the fit of the LQL model: %2(406, N = 1,224) = 726, RMSEA = .028, 
RMSEA p < .05 = 1, NFI = .96, and NNFI = .98.

The next question to be answered concerns the estimates of the parameters. In 
Table 10, LQL estimates are compared to FQL estimates. Most standardized factor 
loadings are about the same, except for the loadings on g and Gv', where almost 
every loading is slightly higher in the FQL model than in the LQL model. The 
opposite is true for the loadings on Gc and on most narrow factors. However, the 
discrepancy between the models is small. Differences between the LQL and FQL 
standardized factor loadings of 0.02 or more have been marked with bold style.

The amount of variance explained by the factors in each observed variable is 
obtained by squaring the standardized factor loading. In most cases, the amount of 
explained variance in the observed variables has either increased or decreased with 
1% or less. The largest difference in explained variance is obtained for Disguised 
Words by Cs' (Speed of Closure), which decreases from 48% in the LQL model to 
42% in the FQL model. The increase or decrease in explained variance for the rest 
of the variables ranges from 1 % to 4%. The t values for the factor loadings are also 
about the same in the FQL model as in the LQL model.

The conclusion of the comparison of factor loadings is that the differences are 
small but systematic. Most of the FQL estimates for g and Gv' are higher than the 
LQL estimates, whereas the FQL estimates for the rest of the factors are equal or 
lower than the LQL estimates. A similar pattern is obtained for the factor variances, 
as can be seen in Table 11. The overall deviation from the LQL model is small. The 
factor variance increases somewhat in g and Gv', whereas the rest remains fairly 
stable or decreases a little. The t values for the factor variances follow the same 
pattern.



TABLE 10
Loadings of the Aptitude Variables on the Ability Factors in Grade 6 in the LQL and FQL Models

g Gv' Gc' Ms' CfY Vz' Sr'

LQL FQL LQL FQL LQL FQL

Op-O .56 .57 .31 .29
Op-E .54 37 .33 .31
NS .75 .75
LG .70 .70
ANS .28 .28
ALS .34 .35 .12 .10
Ra-O .54 .56 .20 .20
Ra-E 57 .60 .18 .18
MF-O AS .50 .64 51
MF-E .50 .51 .62 .63
GEFT .57 .59 30 .32
HP .56 .57 .24 .25
Co .53 55 .25 .27
CR-I .43 .45 .19 .21
CR-1I .50 .51 .25 .26
DW 33 37
DP .22 .25 .23 .25
Ma PC .55 .55 .10 .10 .25 .25
Ma Est .53 .53 .10 .10
MaGD .65 .66 .07 .08 .19 .18

FQL LQL FQL LQL FQL LQL FQL

.56

.70
.73 .71
.64 .63

.40 .40

.38 .38

.58 .57

.69 .68

(Continued)



g

LQL FQL

MA AC .70 .70
MaNC .63 .63
Eng Vo .58 .59
Eng LC .52 .54
Eng FS .60 .61
Eng RC .59 .60
Sw Sp .50 .51
Sw RC .60 .61
Sw WR .61 .62
Sw Vo .53 .54
Sw WL .65 .66
Sw SC 
Op-O

.58 .59

Op~E
NS
LG
ANS
ALS
Ra-0
Ra-E

TABLE 10 
(Continued)

Gv Gc' Ms' Cfr' Vz Sr'

FQL LQL FQL LQL FQL LQL FQL LQL FQL LQL FQL LQL FQLLQL FQL

.14 .14

.23 .22

.51 .51

.34 .33

.50 .49

.49 .48

.54 .54
3S .33
.41 .40
.39 .38
.32 .31
.38 .37

.24 .24

.32

.33
36
3»

.42

.44
.41
.44

(Continued)



MF-O
MF-E
GEFT .23 .21
HP .44 .43
Co .48 .46
CR-I .32 .31
CR-11 .25 .25
DW .69 .65 .11 .12
DP .43 .41
Ma PC .50
Ma Est .44
MaGD .11 .10 .44
MA AC .40
Ma NC .50
Eng Vo 
Eng LC 
Eng FS 
Eng RC 
Sw Sp 
Sw RC 
Sw WR 
Sw Vo 
Sw WL 
Sw SC

.50

.44

.43

.40

.50
.45 .45 .09 .08
.51 .51 .24 .23
.35 .34
.39 .39 .17 .17

.36 .36

.19 .19

.47 .47 .12 .12

01
01

Note. Refer to Table 1 for test name definitions. LQL = listwise quasi likelihood; FQL = full quasi likelihood.
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Impact of Missing Data on Gender Differences in 
Hierarchically Ordered Ability Dimensions

In the final step, gender has been entered into the model as a dummy variable, in 
which boys are coded 0 and girls are coded 1. Positive estimates indicate female 
advantage and negative estimates indicate male advantage. The FQL model does 
not indicate a very different pattern of gender differences on the latent variables 
from the LQL model, but the magnitude of the differences has changed somewhat.

As can be seen in Table 12, the FQL estimates differ slightly from the LQL 
estimates. The difference with respect to g, favoring girls, increases somewhat, as 
does the difference in Gv, Sr', and Ci' favoring boys. Every difference with respect 
to the other ability dimensions decreases somewhat. Gender explains 1% more of 
g, Gv', Sr, and Cs in the FQL model than in the LQL model. The amount of 
explained variance drops 4% in Y, 2% in NumAch’, and 1% in Gc'. In some cases, 
rather large differences in the t value for the two models are observed. This is likely 
to be due to the standard errors not being correct under the LQL model (Muthén et 
al., 1987). The differences in t values between the LQL and the FQL models seem 
to be a function of the amount explained variance.

The final conclusion about the gender differences among the broad ability 
dimensions is that the FQL model increases the advantage for girls with respect to 
g and for boys with respect to Gv', and it decreases the female advantage in Gc'.

TABLE 11
Comparison Between LQL and FQL Estimates of Maximum Likelihood and t Values for the

Factor Variances

Factor Variance r Values

LQL FQL LQL FQL

g 3.17 3.41 8.81 10.14
Gv' 0.33 0.35 2.69 3.10
Gc’ 0.97 0.87 5.00 4.96
Gs' 1.11 1.04 5.29 5.55
V 1.77 1.79 4.68 4.74
Ms' 2.33 2.28 12.43 13.79
NumAch' 4.23 4.24 8.38 8.44
CFR’ 4.36 4.27 16.70 18.42

Vz' 1.53 1.57 2.23 2.74
Sr 1.60 1.59 14.50 15.99
Cs' 1.94 1.79 9.64 10.18
Eng Ach' 1.20 1.19 8.50 8.44
Word1 1.79 1.74 7.26 7.32

Note. LQL = listwise quasi likelihood; FQL = full quasi likelihood.
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TABLE 12
Significant Relations Between Gender and Latent Variables in a One-Group Model for 

Grade 6: Comparison Between LQL and FQL Estimates of Maximum Likelihood

r r2 X ¡00 t Value

LQL FQL LQL FQL LQL FQL

g .22* .25* 5 6 5.41* 4.57*
Gv' -.15* -.18* 2 3 -2.70* -2.93*
Gc'
Gs’

.26* .24* 7 6 4.58* 3.51*

V
Ms'

-.46* -.41* 21 17 -6.37* -4.18*

NumAch'
CFR'

-.55* -.53* 30 28 -11.28 -5.10

Vz
Sr' -.24* -.26* 6 7 -5.93 -4.56
Cs' -.14* -.16* 2 3 -3.04 -3.24
Eng Ach'
Worer

-.19* -.18* 4 4 -3.33 -2.84

Note. Negative sign indicates advantage for boys, positive figures advantage for girls, t values
> 1.96 or < -1.96 indicate significance at the .05 level. LQL = listwise quasi likelihood; FQL = full 
quasi likelihood.

*p = .05.

Among the more narrow dimensions, the FQL model decreases the male advantage 
on both achievements factors NumAch' and EngActí and on V, and it increases the 
male advantage on the narrow spatial dimensions Cs' and Sr.

DISCUSSION AND CONCLUSIONS

In this study, I demonstrated that the pattem of gender differences on the 13 ability 
tests varies depending on whether the attriters in SA tests are included. It has also 
been demonstrated that the attrition group, which performs lower, alone has an 
impact on test performance and that there is a Gender x Attrition interaction for 
some variables. Thus, the group of participants with missing data on some variables 
is not as successful in general performance as those who have complete data. The 
analysis of differences between the completers’ and attriters’ covariance matrices 
and mean vectors on common variables also showed significance. In the analyses, 
the LQL model was thus rejected and replaced with the FQL model. The differences 
between the results of the LQL and FQL models in this study may be regarded as 
modest but interesting in terms of possible interpretations and consequences. The 
assumption that data are MCAR in this study thus is not tenable.
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The deviation from the hierarchical model from the previous analysis, in which 
participants with missing data were excluded, is very small. The influence of g 
increases between .05 and .10 on most variables, and so does the influence of Gv’ 
on the spatial tasks. The influence from the rest of the factors remains stable or 
decreases somewhat. Differences in standardized loadings between theLQL model 
and the FQL model are never larger than .05. The same pattern was found for the 
factor variances (e.g., g and Gv' increased somewhat), whereas the rest of the factor 
variances remained fairly stable. Thus, it may be concluded that the model remains 
stable, even under attritions.

Once again it may be concluded that the pattern of gender differences is 
strikingly different in the analysis of latent dimensions compared to the pattern of 
differences in the observed variables. However, this time the observation is made 
with respect to the impact of missing data. When attrition and the Gender x Attrition 
interaction were taken into account, the pattern of gender differences changed in 
favor of girls on all tests except Copying, which remained the same. The pattern of 
gender differences on the latent variables changed differently compared to the 
observed variables. The female advantage on g increased compared to previous 
analyses, whereas their advantage on Gc decreased. The male advantage on Gv', 
Sr', and Cs' increased, whereas their advantage on NumAch', EngAch', and V 
decreased. Even though the difference between models in patterns of gender 
differences is small, it raises a number of questions.

It appears that the male attriters group is much weaker than the female group. 
Thus, the male performance is more overestimated than for the female performance 
in the subsample with complete data. This raises questions about what impact a 
gender-biased attrition may have had on other studies of gender differences in 
cognitive performance. It also raises questions about “the greater male variability 
hypothesis” (see Feingold, 1992a, 1992b; Noddings, 1992), which the previous 
analysis did not confirm, however. Greater male variability was only found in 3 of 
the 13 ability tests and in 3 of the 13 latent dimensions (Gv, Ms', and CFR'). One 
may ask if the attrition would influence the variance differences found as well. 
There were only a few tests in which individual attriters showed greater 
variability than the completers, two among boys and three (others) among girls. 
However, to answer this question in a multivariate latent fashion, a four-group 
model (boys vs. girls with complete or incomplete data, respectively) is re­
quired. Considering the modest deviation in results between the LQL and FQL 
models in this study and the rather time-consuming analysis technique, one may 
ask if it would be worthwhile.

It is interesting to note that the mean difference in favor of boys on spatial dimensions 
increases when the attrition is taken into account. Even though girls perform better or 
equal on many spatial tasks, they seem to use their general ability in solving such 
tasks. It raises the question about where these spatial capacities are developed, as
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they are not reflected in school performance. One hypothesis is that this is a cultural 
effect, in which the male context offers more opportunities to train these skills.

Another question is why the female advantage on Gc’ decreases, as the differ­
ences in favor of girls in the attrition group are both larger and affect more variables 
than in the subsample with complete data. Furthermore, the means are almost the 
same in the female attriter group compared to the female group with complete data. 
The male attriter group has a lower mean than their male counterparts on most tests. It 
may be that the influence of g on those tests has increased when the attriters are included. 
The female increase in advantage of g is probably an effect of the attrition—that is, 
data missing for girls are rather similar to the girls with complete data, whereas the 
missing boys are very different from both their male counterparts and girls.

One of the central issues, the causes for the gender-biased attrition, also needs 
to be discussed. Every class in Sweden was supposed to participate in SA tests. As 
previously mentioned, the purpose is to calibrate the grades at the class level. 
However, in 1980, when the data in this study were collected, participation in the 
three SA tests in Grade 6 was not compulsory, which is the case now, even though 
most classes did take the tests. Because performance on SA tests may also be seen 
as a measure of the teacher’s degree of success, low achievement may be one reason 
for not participating. However, this line of reasoning assumes that the teacher has 
the opportunity to compare results of his or her class with other classes.

Another possibility is that classes with very low achieving boys are missing. 
Such a finding would speak in favor of the hypothesis that boys are considered to 
be the norm for the class, whereas female performance is relatively invisible to the 
teacher (Wernersson, 1989; Öhrn, 1990,1993). None of these hypotheses received 
strong support in this study. The pattern of gender differences and performance 
levels in the classes missing was quite similar to the completers’ performance, 
although a tendency toward lower male performance was found on two of the tests.

It is also possible that the attrition of very weak boys is due to more or less open 
encouragement to certain students from the teacher and classmates—to stay home 
at the days when these tests are given. The tendency for this to apply to low-achiev­
ing boys and not to low-achieving girls may also be due to the boys’ higher visibility 
compared to the low-achieving girls. The boys may be disturbing the order at the 
day for the test and thereby also affect the class results negatively, so that the teacher 
feels that the possibilities to give high grades to high achievers are unduly circum­
scribed. The hypothesis of male performance as a norm for the class level is 
applicable in this latter situation as well. The analysis showed that it was instead 
the missing individuals that caused the bias, and boys in particular. They performed 
lower on the ability tests than the male completers. Female attriters, on the other 
hand, seem fairly representative. These findings support the idea of differential 
selection mechanism for the genders and indirectly the male norm hypothesis.

Having taken gender and performance level into account and also having 
investigated the possibilities of mechanisms at the class level, one still may ask if
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the data are MAR data. In this particular case, the missingness on the SA tests 
appears mostly to be due to student absence because of sickness and other “legiti­
mate” causes, which in turn are likely to be random.

An important question is, what are the methodological implications of this 
study? It is, of course, impossible to make any general conclusions about how one 
may expect FQL results to differ from LQL results. One may, however, conclude 
that FQL estimates are almost always less biased and more precise, which implies 
that this estimator should be used whenever possible.

It may be noted that the tedious multigroup method of Allison (1987) and 
Muthén et al. (1987), which was used in this study, is no longer required for this 
type of analysis. At this time, missing data analysis may be conducted with little 
èffort with user-friendly software such as Amos (Arbuckle, 1996, 1997), Mx 
(Neale, 1995), and STREAMS (Gustafsson & Stahl, 1996). With Mx or Amos, the 
estimation procedure uses raw data directly. A reanalysis of the present data 
produced the same results as those just presented. STREAMS is an interface to 
modeling programs, which prepares the instructions for the multiple-group method 
for Amos, LISREL, and Mx, as well as the instructions for the raw data method in 
Amos and Mx.

The final conclusion from the findings in this study is that analysis of missing 
data is not only needed for more reliable analysis, but it can also contribute to the 
understanding of gender differences.
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Abstract

It's a known fact that excel over males in most reading tasks, but so not 
consistently in tasks that require processing information from maps, tables, 
charts and diagram, so called "Documents". The IEA Reading Literacy data 
provides possibilities to investigate gender differences across countries, in such 
tasks, in two age groups, 9-year olds and 14-year-olds. The general question 
about cultural influences vs. an invariant pattern of gender differences is of 
tremendous interest for gender research, and central in this study. The aim of the 
paper is to describe and analyse gender differences on Document tasks, and 
investigate if and how the pattern of differences varies across countries. Another 
aim is to demonstrate the power of using a multivariate analysis technique by 
contrasting it against traditional univariate approaches. The univariate analysis 
indicates female advantage as the most common in the younger group, and a 
mixed pattern in the older ones. The multivariate analysis indicates that 
Document tasks are not unidimensional, because both general and specific 
dimensions can be extracted from the raw scores. The traditional univariate 
analysis often disguised true patterns of differences in the data, both in terms of 
country differences and in terms of the direction of the gender difference. Raw 
score differences between the genders proved to be due to differences in both 
the general and passage specific dimensions. Ten of the countries showed 
gender differences in both directions in the general dimension among 9-year- 
olds, while an almost consistent pattern of female advantage was found among 
14-year-olds. Many of the specific passage dimensions turned out to favor either 
males or females. This complex pattern varied over both age groups and across 
countries, although communalities in the pattern among subgroups of countries 
were common.
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Introduction and Purpose
In the 1990-1991 IEA Reading Literacy study (Elley, 1994), reading 

proficiency was defined by three text types: “Expository” and “Narrative” prose, 
and so called “Documents”, a text type which requires the students to process 
information organised in matrix formats, such as maps, tables, charts, graphs, 
schedules, forms and diagrams. A consistent female advantage was found on 
Expository and Narrative item types, even though it varied across countries, 
whereas gender differences in performance on Document tasks tended to be 
either smaller or shift direction (Elley 1992, Wagemaker, 1996). The Document 
type was not included in the previous IEA Reading Literacy study (Thorndike, 
1973). One implication of this new definition of Reading Literacy, is that it may 
change the pattern of gender differences from the typical pattern of female 
advantage in reading performance, which in turn may have implications on all 
levels in society. It is thus of great interest and importance to further investigate 
the phenomenon from a gender perspective.

The aim of the paper is to deepen the understanding of the gender 
differences in Document reading across countries reported in Elley (1994) and 
Wagemaker (1996). The approach adopted relies on a psychometric theory of 
cognitive abilities according to which, differences in performance on any 
cognitive task are caused by differences in several underlying abilities and 
contextual dimensions, which in turn have various degrees of generality (e.g. 
Gustafsson & Undheim, 1996). The theory is supported by a vast amount of 
empirical evidence (e.g. Carroll, 1993). Studies of gender differences are usually 
performed by analysing the mean difference on one manifest variable at a time, 
which is also the case in Elley's and Wagemaker's studies. In the present study 
this methodology is contrasted with a multivariate latent variable approach, 
which takes into account the fact that there are several factors influencing 
performance. The present study aims to decompose the variance on the 
Document tasks into multiple latent sources before investigating gender 
differences. The purpose is thus to investigate if, and how, the pattern of gender 
differences on the dimensions underlying performance on the Document tasks in 
the IEA reading literacy study, varies across countries. Another aim is to 
demonstrate the power of using a multivariate analysis technique.

In the following section I elaborate somewhat more on both the rationale 
for investigating gender differences in performance on document tasks, and on 
the the chosen perspective and research approach.

The Importance of the Problem

As Wagemaker (1996) points out, gender differences in educational 
outcome are of great concern for many societies. Therefore many questions need 
to be raised when females and males appear unequally able to derive benefit 
from the. investment in education. Particular interest has been paid to gender 
differences in reading and related areas, since reading plays a significant role in
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achieving educational and vocational outcomes and in promoting the 
individual's ability to function in society. Document reading is a relatively new 
category in reading literacy. Consequently will probably gain considerable 
attention, because it is believed to represent non-school settings, such as society 
and workplace literacy, which according to Wagemaker "may have a slightly 
different emphasis from those tasks commonly encountered in school" (p.16). 
The importance of Document reading proficiency is even more emphasised in 
Mosenthal's (1996) review of literature. According to which positive relations 
have been reported between performance on Document reading tasks and the 
ability to function in society, e.g. to follow specific procedures, record 
significant events and make informed decisions. There are also signs of relations 
between Document literacy activity, occupational status and participation of 
adults in society. Last but not least, the gender differences in the IEA Reading 
Litercy study (Elley, 1994; Wagemaker, 1996) show a lesser female advantage 
for Documents compared to that of Narrative and Expository prose.

The redefinition of Reading Literacy in the IEA study, and Mosenthal's 
presentation of Document Literacy as a problem of importance, makes it quite 
obvious that Document reading proficiency is and/or will be perceived as an 
important cognitive skill, which makes it important to study it from a gender 
perspective. Measures of cognitive skills and large-scale studies generally tend 
to have profound effects on society and on our general belief system, regarding 
differences between males and females. Many cognitive measures have, 
furthermore, been shown to be either unfair to certain groups or badly analysed 
and interpreted (e.g. Gould, 1981; Tavris, 1992).

However, before Document reading proficiency is regarded as a specific 
cognitive skill other possibilities should be investigated. One reason why 
females do not have so much of an advantage on Documents as they do on 
Narrative and Expository, in the IEA Reading Literacy study, may well be due 
to the fact that Document tasks beside written words, often involve numerical 
and/or spatial content on which certain types of content, males excel at (e.g. 
Halpem, 1992). Another possibility is that the performance is affected by the 
actual topic/subject in each Document task. The opportunity to investigate the 
effects of these factors, across countries, may enrich our understanding of both 
our own and other cultures, and it may well reveal patterns that are now 
oblivious to us. For example, Taube & Munck (1996) argue that explanations of 
gender differences fall into two categories, either physiological or sociocultural. 
Support for the former is given if a consistent pattern of differences is found 
across countries, and support for the latter is given if the pattern of gender 
differences varies. They thought they had found some support for the former. 
There are thus several reasons to investigate the sources that may underlie the 
observed performance across countries before making any strong conclusions 
about gender differences in Document reading proficiency .

From a feminist point of view of gender equality it is important to 
observe, that a new definition of Reading Literacy, has been introduced into this
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global large scale manner, and to investigate what are the consequences. The 
fact that girls' advantage with respect to reading tests does not seem to benefit 
completely in equality terms later on in life, may be one indicator that reading 
proficiency has been too narrowly defined. On the other hand, a more 
conspiratory interpretation of the shift in definition is that it may also be an 
attempt to even out this well known imbalance in reading proficiency, so that the 
inconsistency mentioned can (continue to) be ignored. In either case, gender 
differences in document reading need to be carefully investigated.

The present study intends to take the above into consideration, and 
address the problem from a multidimensional psychometric perspective of 
individual and group differences in performance. This perspective is different 
from that of Elley (1992) and Wagemaker (1996) who's analyses assume that 
performance on Document tasks reflects one single underlying dimension. It is 
also quite different from the perspective chosen by Mosenthal (1996), who 
focuses item difficulty in Document literacy tasks. Mosenthal uses a cognitive- 
components approach which aims to develop processing models of existing 
psychometric measures. From one theoretical model of document processing, 
four types of strategies ordered along a hierarchy of difficulty were recognised, 
which when combined with four predictor variables (document complexity, type 
of information, type of match and plausibility of distractors) accounted for most 
of the variance in task difficulty. However, as was pointed out by Mosenthal 
"Although this approach adds precision to one's understanding of what 
constitutes task difficulty, it leaves unanswered the question of what precisely 
characterises the nature of individual strategies relative to different levels of task 
difficulty" (p. 330). Thus, Mosenthals approach may give valuable insights for 
test and task constructors, but as Lohman (1994) made explicit, attempts to 
isolate individual differences in performance on homogeneous tasks from 
component scores cannot succeed. For such goals, studies of individual 
differences in approaches to tasks are needed, and this is what is offered in the 
present study.

Reading in Relation to Cognitive Skills

Reading belongs essentially to the verbal domain, even though in practice 
reading is a key skill in almost any cognitive task. In the tradition of research on 
cognitive abilities, reading proficiency has not been interpreted as one single 
abilitiy, but rather as a reflection of several underlying cognitive abilities 
depending on the nature of the reading material used for the study.

Skills underlying performance on various types of texts may be connected 
to the domain of individual differences in cognitive abilities. Today, the leading 
theoretical model of cognitive abilities relies on an empirically well established 
hierarchical model with three levels (see Carroll, 1995; Gustafsson, 1988, 1994). 
At the apex there is general intelligence, influencing all cognitive performances. 
On the intermediate level several broad dimensions are defined, such as 
crystallised intelligence, which is, mainly a generalised verbal ability or general
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visualisation, which is a broad spatial ability. On the next level a large number 
of narrow ability dimensions have been identified, influencing rather specific 
cognitive tasks.

Reading has an interactive and constructive nature (Lundberg, 1991). 
Furthermore reading is a product of cultural evolution and relying on cultural 
transmission for its continued existence (Lundberg, 1995; Lundberg & Hoien, 
1991). It is thus reasonable to assume that reading is influenced, to a certain 
extent by general intelligence, to a large extent by crystallised intelligence, and 
by several more narrow dimensions depending on the type of reading task. 
Reading may also be given a broader definition than just word recognition and 
comprehension (Lundberg & Rosén, 1995), for example when the subject also 
has to decode and comprehend material with figurai or pictorial content. With a 
broader definition it is thus reasonable to assume that reading skills reflect 
certain verbal abilities as well as other narrow dimensions along with more 
general (or broader) ability dimensions.

Lundberg & Rosén (1995) describe the three subdomains in the test 
battery of the IEA study as follows;

Narrative prose refers to continuos text materials in which the writer's 
aim is to tell a story, whether fact or fiction. They are normally designed to 
entertain or involve the reader emotionally; they are written in the past tense, 
and usually have people or animals as their main theme.

Expository prose refers to continuous text materials designed to describe 
or explain something. The subject of such texts are usually objects, the style is 
typically impersonal, highlighting such features as definitions, causes, 
classifications, functions, contrasts and examples, rather than a moving plot with 
a climax.

Documents refer to structured, tabular texts, such as forms, charts, labels, 
graphs, lists, and sets of instructions where the reading requirements typically 
involve locating information or following directions, rather than continuous 
reading of connected texts.

Balke (1995) adopted a multivariate approach to the data on the item level 
of the IEA data, and found it impossible to fit a model with separate factors 
reflecting these three domains. The Narrative and Expository domains were 
found to refer to the same underlying dimension. Documents, on the other hand, 
proved, to some extent to require different skills than did Narrative and 
Expository.

Reading Documents may be a rather complex task as compared to 
conventional reading of texts, because it requires several skills in addition to 
printed word recognition. Documents may require the reader to handle spatial 
layouts in order to locate specific information. The visual search in Documents 
may be more demanding on attentional perceptual skills. Some Documents call 
for a familiarity with certain spatial conventions, such as table layouts. Whilst 
further more Documents require the reader to follow directions. Other
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Documents need careful, detailed and exact parsing of syntactic structures. 
Some may require the reader to relate different pieces of information to each 
other in order to integrate and compare. Documents also often involve the 
requirement of processing numbers. For some students, numbers have a strong 
negative emotional loading, which may trigger avoidance rather than active 
attention as required by the task. This may be more so for females than for 
males, and it may affect their performance.

Mosenthal (1996) attempts to examine the relative difficulty in Document 
tasks by investigating how, what he terms as "document reading-to-do" 
strategies, combined with different structure and processing conditions. A total 
of 217 document tasks, from within the USA, involving 5 national surveys of 
young adults were analysed. The study identified four different strategies 
(locate, cycle, integrate and generate) which were assumed to be hierarchically 
ordered with respect to difficulty. Combined with predictors of conditions 
(document complexity, type of information, type of match & plausibility of 
distractors), strategy type accounted for 80% of the variance in task difficulty. 
As mentioned earlier, Mosenthal's approach focuses task difficulty, which is 
quite different from capturing, describing and analysing differences in 
performance, as this study aims to show.

In the present study it is assumed that there is some communality among 
Document tasks which is influenced by both a "general reading skill" and 
"general.document reading proficiency". Document tasks included in the same 
text passage, may also have an additional influence from "passage or test 
specific" components. This component is interpreted as interdependency 
between the items within the passage, which in turn may be due to the students' 
experience and/or practice of similar tasks. Gender differences may occur in 
both the general document reading dimension and in each passage specific 
component. These assumptions are tested in the present study using a 
hierarchical approach in structural equation modelling.

Gender Differences in Cognitive Skills
Gender differences are found with some regularity in at least three 

domains: in verbal ability favoring females (e.g., Anastasi, 1958; Tyler, 1947; 
Maccoby, 1966; Maccoby & Jacklin, 1974; Halpem, 1992; Wemersson, 1989; 
Emanuelsson & Svensson, 1990), in visual-spatial ability favoring males 
(Anastasi, 1958; Tyler, 1947; Maccoby & Jacklin, 1974; Hyde, 1981; Linn and 
Petersen, 1985; Halpem, 1992) and in mathematical or quantitative ability also 
favoring males (e.g., Maccoby & Jacklin, 1974; Halpem, 1992; Hyde, Fermenta 
& Lamon, 1990). Meta-analyses have been conducted in all three domains and 
Hyde (1981) concludes that gender differences in cognitive abilities are 
generally not exessive.

A meta-analysis of 165 studies (Hyde & Linn, 1988) which reported 
gender differences in verbal ability estimated a weighted mean effect size so



small (to the female advantage) that the authors concluded that gender 
differences in verbal ability no longer exist.

However, contradictory findings are still being reported. For example in a 
large-scale study of several cohorts of 13-year-olds in Sweden, there were, in 
1961, only small differences between the genders in the verbal domain but in 
1985 girls were clearly ahead (Emanuelsson & Svensson, 1990).

Gender Differences in Reading Performance

Thompson (1975) reviewed research on gender differences in reading 
attainment of English-speaking children, and her conclusion supports the idea of 
gender as being of no importance. Thompson stated that boys are slower at 
learning to read, but by the age of 10 the female advantage has disappeared.

Contradictory results were reported from an analysis of the 1982 NAEP 
study, where gender differences in reading achievement were found favoring 
females. Gates (1961) found a female advantage on three measures of reading 
(speed, reading vocabulary and level of comprehension) in a large study of more 
than 13000 students in grades 2 through to 8 (age 8 through 14).

Gender differences in the latest IEA Reading Literacy study have been 
investigated in several studies (Elley, 1994; Taube & Munck, 1996; 
Wagemaker; 1996). Wagemaker found a consistent pattern of females 
performing better than males at both age levels (9- and 14-year-olds), but with 
the differences tending to diminish in adolescence. This pattern held true for 
both high-achieving and low-achieving countries, for countries high and low on 
the Composite Development Index (CDI), and for countries with highly 
centralised or decentralised educational structures. However, on Document 
passages males were found to be favoured in both populations, with the 
differences tending to favour boys even more through time. The male advantage 
was, however, found to diminish in countries with a high CDI and in 
decentralised educational systems.

Taube and Munck (1996) reported gender differences as a function of 
themes for text tasks. A rather consistent pattern was found, with both 8-year- 
old and 14-year-old females achieving better on most tests, but particularly so 
on narrative texts, where the theme was about human beings, animals acting as 
human beings and human activities. Gender differences related to other test

' components were also investigated, such as, main character in the text, 
uve load, text type, length of the passage in terms of words, length of the 

p. ..sage in terms of lines, number of items and number of options. The study 
supported the hypothesis that the topic addressed in the reading task may be of 
importance for achievement as well as for the understanding of gender 
differences. However, these findings should not be viewed as final explanations 
of gender differences in reading skills, since the approach of Taube and Munck 
is similar to Mosenthals (1996), and they thus share the same problems. 
However, their findings may serve as hypotheses of test specific influences on 
reading performance.
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Cultural, social and biological hypotheses are put forward for explaining 
patterns of gender differences within the cognitive domain. Perhaps tests of 
reading, to a large degree, indicate habits of reading, although the relation 
between reading habits and reading proficiency is ambiguous. Reading in terms 
of voluntary reading may be considered as a typical female habit in many 
countries, at least during adolescence. Guthrie and Greany (1991) reported that 
most surveys show that females enjoy reading more than boys do, and that they 
read more often. Elley (1994) reported gender differences in voluntary reading 
from the IEA study, supporting this hypothesis for 8-year-olds, but an opposite 
pattern was found among 14-year-olds. However, 14-year-old females reported 
higher frequencies of voluntary Document reading, while the opposite was 
found for the younger sample.

Multivariate Analysis of Gender Differences
Univariate analyses of observed variables, as mentioned previously, do 

not take into account the fact that the observed performance on any cognitive 
task reflects a mixture of several ability dimension of varying degrees of 
generality, and neither is measurement error taken into account (Gustafsson, 
1989; Gustafsson & Balke, 1993; Carroll, 1993). For the study of group 
differences the relevance of using factor analysis is strongly argued for by 
Gustafsson (1992). The observed variance needs to be decomposed into latent 
variables, preferably hierarchically ordered and orthogonal, in order to make the 
interpretation as distinct and comprehensive as possible. Group differences in 
structure, means and variances may then be investigated. Rosén (1995) used 
such an approach in a study of gender differences in cognitive abilities in a 
Swedish sample of 981 13-year-olds. It was demonstrated that the pattern of 
gender differences was strikingly different when univariate analysis was 
compared to multivariate one, in which the variance had first been decomposed 
into a hierarchical model with orthogonal nested factors. Whereas no differences 
were found in the structure of cognitive abilities, quite substantial differences in 
variance on a few spatial dimensions were found. Considerable differences were 
discovered in means on latent dimensions; on g (general intelligence) favoring 
females, on Gv' (General visualisation) favouring males, on Gc' (Crystallized 
intelligence) favouring females, and on several narrow ability dimensions all 
favouring males. The univariate analysis seldom showed any significant gender 
difference on the 13 ability tests, and mostly a female advantage on standardised 
achievement tests (particularly on tests in Swedish and English). Thus, Rosén's 
analysis did not support the conclusion that gender is of no importance for the 
study of differences in cognitive abilities as proposed by Hyde & Linn (1988), 
Thompson (1975) and Jacklin (1989).

From this brief review two general questions regarding gender differences 
becomes vital for the present study: (1) Whether there exists any gender 
differences at all in document reading "proficiency" and/or if there are (other) 
gender differences in the underlying dimensions that may explain the observed 
results. (2) If and how the pattern of differences varies across countries.
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Traditional univariate analysis may not be sensitive enough to capture gender 
differences in underlying dimensions of the tests. Multivariate approaches are 
more sensitive and capable of capturing complexities, but they are also rather 
more complicated to perform. The methodological issues connected to the two 
above questions will thus also be investigated.

Method

Sample
The data used in this analysis comes from the IEA Reading Literacy 

Study (Elley, 1994). The data was collected during 1990/1991 by the 
International Association for the Evaluation of Educational Achievement (IEA). 
The original sample is representative and comparable for two populations of age 
groups from approximately 30 countries: 9-year-olds (also referred to as 
population A), and 14-year-olds (also referred to as population B).

The samples analysed in the present study were somewhat reduced. The 
original samples were based on a selection of schools, where one class was 
selected. However, some countries chose to include all classes in the school. 
These extra classes are excluded in this study. Furthermore, cases without 
gender identification were also excluded. Finally, some countries were also 
excluded due to potential gender problems with their samples or with the data 
(for example high drop-out rate, low response rate, imbalance of gender, special 
sampling procedures). Excluded from population A were Indonesia and Cyprus, 
and excluded from population B were Botswana, Cyprus, France, Nigeria, the 
Philippines, Thailand, Venezuela, Trinidad & Tobago, and Zimbabwe.

The selected sample for the present study includes 25 countries in 
population A and 22 countries in population B. It should be noted that the 
Belgium sample only covers the French-speaking part, that Canada refers to 
Canada BC, and that the samples of Singapore and Iceland comprise one class 
from every existing school. Further information regarding the countries and their 
samples is available in Elley (1994). Descriptive statistics regarding the selected 
data for population A and B is presented in Table 1.
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Table 1 Number of cases, percentage of males and females per country in 
Pop A (9-year-olds) and in Pop B (14-year-olds).

POPA POP B

Country n f cases % males % females n f cases % males % females

Belgium F 2623 49,6 50,4 2679 50,5 49,5

Canada BC 2550 51,5 48,5 4019 51,3 48,7

Denmark 2636 50,3 49,7 2512 50,5 49,5

Finland 1502 52,6 47,4 1186 51,7 48,3

France 1843 49,1 50,9 - - -

Germany East 1757 50,0- 50,0 1818 49,0 51,0

Germany West 2727 52,0 48,0 4052 51,5 48,5

Greece 3496' 50,3 49,7 3673 49,7 50,3

Hong Kong 3300 53,7 46,3 3152 49,3 50,7

Hungary 2948 50.6 49,4 3252 49.6 50,4

Iceland 1993 52,0 48,0 1856 51,1 48,9

Ireland 2669 50,1 49,9 3557 52,3 47,7

Italy 2147 52,1 47,9 3056 50,8 49,2

The Netherlands 1590 48,7 51,3 3513 52,5 47,5

New Zealand 2973 51.8 48,2 3023 49,5 50,5

Norway 2416 50,0 50,0 2228 49,9 50,1

Portugal 2574 51,5 48,5 3103 45,7 54,3

Singapore 7326 51,6 48,4 4805 49,7 50,3

Spain 8205 50,3 49,7 8460 48,2 51,8

Sweden 2253 51,5 48,5 3478 51,3 48,7

Switzerland 3264 51,7 48,3 5175 50,6 40,4

Trinidad & Tobago 2683 48,9 51,1 - - -

USA 3568 50,1 49,9 3330 49,1 50,9

Venezuela 4286 48,4 51,6 - - -
Slovenia 3290 51,3 48,7 3228 47.9 52.1

Sample sizes vary between 1500 and 8200 cases in Pop A, and between 
1200 and 8500 cases in Pop B. Most countries have sample sizes between 2500- 
3500 cases. The proportion of males and females are about equal in every 
country.

12



Variables
All sub tests (passages) in the IEA Reading literacy study were divided 

into two booklets for both populations (Booklet 1 & Booklet 2), and 
administered to the students on two different occasions. The variables selected 
for the present study were the sub scores for all the Document passages in both 
booklets for both populations.

Six Document passages, two in Booklet 1 and four in Booklet 2 were 
presented to the 9-year-olds. Each passage was followed by three to six 
questions. The response format was multiple-choice for all passages except one. 
The "Buses" sub test required the students to write a short answer consisting of a 
number or a name.

The 14-year-olds were presented with nine Document passages, four in 
Booklet 1 and five in Booklet 2. Each passage was followed by three to seven 
questions with the same response formats as those in the Pop A test. An 
additional response format was represented in the sub test "Directions" which 
required the student to draw figures in a rectangle according to given directions. 
A brief description of the passages for Pop A and B is shown in Table 2. An 
extended description of the tests are given by Elley (1994)
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Table 2 Description of Document passages in Pop A and Pop B

Documnent passages in Pop A (9-year-olds)
Document-passage Abbrev n of items Description of the task

1A. Island Island 4 To locate points on a simple map

2A. Maria's time table Maria 3 To locate lessons on a school timetable
3B. Empty bottles Bottles 4 To interpret bar graphs showing number of 

bottles collected by four classes
4B. Buses Buses 4 To locate places and times on a bus time

table
5B. Table of contents Content 3 To identify authors and page numbers in a

table of contents
6B. Temperature Temp 5 To locate times and trends on a temperature 

chart over four days

Documnent passages in Pop B (14-year-olds)
Document-passage Abbrev n of items Description of the task

1A. Fill in the 
travellers card

Trav
card

7 To fill in a traveller's card for a person, using 
provided information

2A. Resources Resou 3 To use a key to locate resources in a detailed 
map

3A. Job vacancies Job vac 3 To use job vacancy advertisement to locate 
jobs with particular features

4A. The snow hare
and the Canadian lynx

Hare &
Lynx

3 To interpret bar graph showing population 
frequencies of hares and lynxes over 10
years

5B. Bus Bus 3 To locate times, places and routes on a 
complex bus time table

6B. Directions Direc 3 To insert geometric figures and numbers in a 
rectangle, as directed, and answer questions 
about completed figure

7B. Global weather Weather 4 To locate places with particular weather 
features on a list of 38 world cities

8B. Temperature Temp 5 To locate times and trends on a temperature 
chart over 4 days

9B. Soluble aspirol 
with vitamin C

Aspirol 3 To answer questions about use, dosage and 
composition of Aspirol tablets

The number indicates the order of given passages, booklet 1 is denoted "A", booklet 2 is denoted "B".

Gender was considered during the process of construction and selecting 
passages and items for both populations. The intention was to avoid gender 
biases in the tests of reading (Wagemaker, 1996).
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Procedure and Methodology for the Data Analysis
The first step of the data analysis was a univariate analysis of gender 

differences in Document passages and also in the total Document scores for each 
country in each population. Three types of total Document scores were 
compared, two Rasch scores, and one raw score. The Rasch score is a 
transformation from the total raw score, where a scaled score is estimated for 
each student on the basis of the information gathered from responses from all 
other items. Correlations and/or t-values for mean comparisons between the 
genders were computed for each country.

In the second step, one measurement model for each population was fitted 
to separate covariance matrices of all the Document passages for the countries 
included. First, a general factor was included with loadings on all observed 
Document passage scores. If the data suggested any additional factors in order to 
obtain acceptable fit, the factors were then entered after the general factor had 
been included, in accordance with the hierarchical approach with nested factors 
suggested by Gustafsson & Balke (1992).

A separate one-factor model was then fitted to the covariance matrices for 
all countries in population A and in population B. However, for some countries 
in population A adjustments in terms of correlated errors were made, in order to 
improve the fit of the model. For population B, a two-factor model was fitted to 
the covariance matrices in all countries except East Germany, West Germany, 
Greece, Hong Kong, Italy, Portugal, Singapore, Spain and Slovenia where à 
one-factor model was sufficient to yield acceptable fit indices. (The models are 
visualised in Figure 1 & 2 in the result section).

Many measures of fit for latent variable models have been developed and 
suggested during the past decades. The most adequate measure for the moment 
appears to be RMSEA (Root Mean Square of Approximation) which should be 
no higher than .05 even though values up to .07 may be acceptable (Cudeck & 
Browne, 1993). Still, the Chi-2, Goodness of Fit Index (GFI) and Non Normed 
Fit Index (NNFI) (Jöreskog & Sörbom, 1993), are also presented as 
supplementary information. Both GFI and NNFI should be as close to 1.00 as 
possible, although values around .90 are considered to be quite accebtable.

In the final step, gender was entered into the models as a dummy variable, 
always with relations to the factors, significant or not, but only to those passage- 
specific components that indicated significant differences. Entering gender as a 
dummy variable in a one-group model has many practical and technical 
advantages as compared to doing a two-group analysis, and it may well give 
similar results (Rosén, 1995). However, the dummy-procedure imposes the 
assumption of equal structure and equal variance in the latent constructs and 
measurement errors, which may or may not be true.
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Results

It is important to keep separate manifest variables, such as document 
passage sub scores and document total scores on the one hand, and latent 
variables and test specific components on the other. Factors and test specific 
components are thus noted in italic style, as Maria, while observed "manifest" 
variables are referred to with normal text surrounded by quotation marks, as 
"Maria".

Gender Differences in Observed Scores on Documents
The univariate analysis of gender differences was based on correlations 

and t-tests for mean differences on each Document passage sub score and on the 
total score for all Document items, along with two Rasch scores. Rasch 1 is the 
score obtained when items not reached are scored as omitted, and Rasch 2 is the 
score obtained when items not reached are scored as incorrect. Table 3 presents 
correlations between gender and the two Rasch-scores and the total document 
raw score for both age groups.
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Table 3 Correlations between gender and different types of total Document scores in 

Pop A (9-year-olds) and Pop B (14-year-olds). Positive values* in light shaded 
areas indicate female advantage, negative values* in dark shaded areas 
indicate male advantage at the 5%-level.

Pop A Pop B

Country Tot doc Rasch 1 Rasch 2 Tot doc Rasch 1 Rasch 2

Belgium F ,008 ,005 ,005 -.011 -,023 -,016
Canada BC ,003 -,013 -,005 ,095 ,075 ,075*
Denmark ,087* -,009 ,047 ,032 ,001 ,005
Finland ,033 ,004 ,013 ,034 ,028 ,028
France -.030 -,039 -,043
Germany East ,031 ,000 ,017 ,030 ,004 ,005
Germany West ,006 -,017 -,009 -,029
Greece -,001 -,012 -,012
Hong Kong ,001 -,034 -,012
Hungary ,003 -,011 -,003 .061 ,039 .11411
Iceland ,081* ,028 .061- i '*■* ' 1ï * 1

.089 ,044 ,050*
Ireland ,030 ,020 ,030 ,057*' ,016 ,018
Italy ,021 ,009 ,009 -,009
The Netherlands -,011 -,034 -,015 .056 ,034 .034
New Zealand .075' ,064* .067-
Norway ,053 ,012 ,043 -,008 -,019 -,024
Portugal ,005 -,014 -,012
Singapore ,031* ,026 ,025 -,007
Spain -.010 -,021
Sweden ,031 -,005 ,014 .090 .057 rr .jSgSiPt
Switzerland -.024 -,033 -,027 -,015
Trinidad & Tobago ,047 < ,044* 04:
USA ,010 -.010 -,011 ,022 ,012 ,013
Venezuela ,040* ,031* ,047*
Slovenia ,054* ,033 ,043 ■ -,008 llllfTlIIIl
Tot doc: Raw scores
Rasch 1 : Rasch score when not reached items is scored as omitted 
Rasch 2: Rasch score when not reached itmes is scored as wrong

The pattern of gender differences among 9-year-olds (Pop A) does not 
vary much between the various types of total scores. According to the Tot Doc 
(raw score) and Rasch 2 females perform significantly better in 9 out of 25 
countries. Rasch 1 shows a significant male advantage in Spain, and a female 
advantage in only in 5 countries. Overall, when an item unreached is scored
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omitted, females appear to loose and males benefit somewhat. A rather different 
pattern is observed among 14-year-olds (Pop B). Here, the deviation between 
the three types of total Document scores is much larger than in Pop A. Out of 22 
countries, Tot Doc shows a female advantage in 6 countries and a male 
advantage in 5 countries. Both Rasch scores seem to benefit males more, 
showing a significant male advantage in 10 countries, while a female advantage 
is present in 4 (Rasch 1) or 5 countries (Rasch 2).

In the next step of the analyses the total Doc score was divided into sub 
scores for each passage. For Pop A t-values and correlation between gender and 
the raw score for each Document passage is presented in Table 4.
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Table 4 Correlations (C) and T-values (T) for gender comparison of observed means 
on Document passages subtests in Pop A (9-year-olds).

Positive values* in light shaded areas indicate female advantage, negative values* in dark shaded areas indicate 
male advantage at the 5%-level. The column number indicate the given order of passages, booklet 1 is denoted 
"A", booklet 2 is denoted "B".
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Some passages appear to suit either gender almost invariantly across 
countries. In Table 4, the more female suited passages are placed to the left, the 
more gender neutral in the middle and the more male suited passages to the 
right. The "Table of contents" shows a significant female advantage in every 
country. "Maria's Timetable" also shows a similar pattern for almost every 
country. For "Island" and "Temperature" there is either no significant difference 
or a male advantage. The same is true for females on "Buses". Gender 
differences in both directions are found for "Bottles" and for "Temperature".

The largest differences are found in the "Content" passage, favoring 
females in Spain. The second largest difference is found in the "Island" passage, 
favoring males in Spain.

Countries which show very few gender differences are East Germany and 
Greece followed by the Netherlands. The most pronounced pattern of gender 
differences in general was observed in Denmark, Hong Kong, Spain and 
Slovenia. Female advantage was most pronounced in Denmark, Iceland and 
New Zealand, while male advantage was most pronounced in Spain, followed 
by Portugal, Switzerland and Hong Kong.

For Pop A, the pattern of gender differences thus appears to be both 
variant and invariant in terms of female-male direction over countries. Gender 
differences in performance on Documents appears in general to match previous 
findings of female advantage in the verbal domain. Nevertheless, two Document 
passages, Island and Temperature, seem to fit male students better than females 
in many countries.

Turning to Pop B, results of gender comparisons of the observed 
performance on the nine Document passages are presented in Table 5.
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Table 5 Correlations (C) and T-values (T) for gender comparison of observed means 
on Document passages subtests in Pop B (14-year-olds).

Country Trav Direc Wea- Resou Hare & 
Lynx 

4A
Belgium F

Denmark

Finland

Germany 
East

wmt
'g&s&i

Germany 
West

ÍÜ
ïPS

Greece

Hong Kong

Hungary

Iceland

Ireland

The
Netherland

New 
Zealand
Norway

3,56*
Portugal

Singapore B■
Sweden

Switzer 
land

Slovenia

Positive values* in light shaded areas indicate female advantage, negative values* in dark shaded areas indicate 
male advantage at the 5%-level. The column number indicate the given order of passages, booklet 1 is denoted 
"A", booklet 2 is denoted "B".

Again, certain document passages seem to appeal to the same gender, 
consistently, across countries. Females perform better in almost every country 
on "Traveller's card" and on "Directions". No bias or female advantage is the
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most common result for "Job Vacancies", "Bus" and "Aspirol". An almost 
invariant male advantage is present on " Resources" and "Hare & Lynx". A 
mixed pattern of gender differences over countries is found on "Global weather" 
and on the total Document score .

The largest differences favouring males are to bee seen in "Resources" 
and "Hare & Lynx" for Spain and Portugal. The largest female advantage is 
present on "Traveller's card" in Canada BC, Singapore and in Sweden.

Gender differences are most infrequent in Finland, followed by Norway. 
Most frequent are gender differences in Canada BC, followed by Denmark, 
Iceland, Netherlands and Portugal. Female advantage is most common in 
Canada BC, Denmark, Iceland, Ireland and Sweden. Male advantage is most 
common in Portugal, New Zealand and Spain.

To sum up the univariate analysis, one may conclude that a female 
advantage on the total document score was more frequent in Pop A than in Pop 
B. This was true for the Document passages sub scores as well. In general 
gender differences on Document passages were more common among 14-years- 
olds than among 8-year-olds. Furthermore, the direction of the differences was 
more mixed in Pop B, but still more often to a female advantage. Both Pop A 
and Pop B thus show a pattern of gender differences that is both variant and 
invariant over countries. Some passages appear to suit one gender better than the 
other.

From the above analysis it is impossible to conclude whether the 
differences are derived from differences in Document reading proficiency in 
general, or from specific ingredients that may have to do with the content or 
actual topic in each passage. As will be demonstrated in the following, a 
multivariate approach is needed to clarify more, these questions.

Latent Variable Models for Documents
In the next step, measurement models were fitted to the data in order to 

uncover underlying latent dimensions in the total document raw score. All latent 
constructs are denoted in italics. As a starting point, separate one factor models 
for each country were fitted to the covariance matrices in both populations, 
using the LISREL 8 software (Jöreskog & Sörbom, 1993). They thus included 
one latent variable labeled Gendoc, with relations to all passages, and the 
remaining variation in each passage when Gendoc is partialled out is regarded as 
the sub-test or passage specific component, which also are latent constructs. 
Small adjustments and additional factors were then imposed on the models 
whenever the data so suggested. These adjustments are described below.

For Pop A, a one-factor model with 6 uncorrelated test specific 
components was fitted to the data (Model A). This model turned out to fit the 
data from three countries. The data for the rest of the countries suggested a 
correlation between some passage specific components. A very good model fit 
was obtained for most remaining countries when a correlation between Maria
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and Island (Model B) or a correlation between Bottles and Content (Model C) 
was allowed in the model. A visual presentation of the models is presented in 
Figure 1.
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Island

Maria's timetable

Bottles

o-> Buses 

O ^ Table of content

Temperature

Model A
Model A is a one-factor model with Gendoc with no additional correlation between passage

specific components.

Island

Maria’s timetable

Bottles

Buses

o-+> Table of content

Temperature

Model B
Model B is a one factor model with Gendoc and a correlation between the passage specific 

components of "Maria" and "Island1

O—Island 

O—► Maria's timetable

Bottles

o-> Buses

Table of content

o-^ Temperature

Model C
Model C is a one factor model with Gendoc and a correlation between the passage specific 

components of "Bottles" and "Table of content".

Figure 1 One factor models in Pop A.
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Model A is applied to the covariance matrices of Hong Kong, the 
Netherlands and Trinidad & Tobago (Df = 9, - 16 - 48, GFI = .99 - 1.00,
NNFI = .97 - 1.00, RMSEA = 0.018 - 0.036). Model B is the most frequent 
model in Pop A, fitting the data of Belgium F, France, Greece, Denmark, East 
and West Germany, Hungary, Finland, Iceland, New Zealand, Norway, 
Portugal, Spain, Sweden, Switzerland Venezuela and Slovenia (Df = 8, X2 = 6 - 
50, GFI = .99 - 1.00, NNFI = .98 - 1.00, RMSEA = 0.000 - 0.030). Model C 
suited Canada BC, Italy, Singapore and USA (Df = 8, X2 = 28 - 43, GFI = .99 - 
1.00, NNFI = .97 - 99, RMSEA = 0.024 - 0.033)

The fit indices for the models fitted to the data in each country indicates 
an excellent fit according to Cudeck & Brown (1993), RMSEA varying between 
.00 to about .04.

Figure 2 presents the models fitted to the covariance matrices in Pop B.

Travellers card

o—► Resources

O—► Job

Hare & Lynx

Directions

Weather

o-H. Temperature

Aspirol

Model A
Model A is a one factor model with uncorrelated passage specific components.

Travellers card

o—► Resources

o—► Job

o—► Hare & Lynx

Directions

Weather

Aspirol

Model B
Model B is a two-factor model with one general document factor Gendoc, a nested factor
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Booklet 1 of residual variance from all document passages in Booklet l,and nine passage
specific components.

Travellers card

o—► Resources

O—^ Job vacancies

<>-► Hare & Lynx

Directions

Weather

o-M Temperature

Aspirol

Model C
Model C is a two-factor model with one general document factor Gendoc, a nested factor 
Booklet2' of residual variance from all document passages in Booklet 2, and nine passage

specific components.

Figure 2 One factor models in Pop B.

Model A is the plain one factor model, with one Gendoc factor with 
relations to all passages, and nine passage specific components. This model 
fitted almost half of the countries very well, that is East and West Germany, 
Greece, Hong Kong, Italy, Portugal, Singapore, Spain and Slovenia (Df = 27, X- 
= 68 - 154, GFI = .98 - 1.00, NNFI = .89 - .97, RMSEA = 0.018 - 0.043).

The data for the rest of the twelve countries in Pop B suggested an 
additional factor based on residual variance from all Document passages in 
either Booklet 1 (Model B) or Booklet 2 (Model C). These latent variables are 
labeled Booklet 1 ' or Booklet2'. A very preliminary interpretation of the booklet- 
factors are that they may have something to do with the test administration.

Model B thus includes one Gendoc, and one residual factor Bookletl ', 
along with the nine test specific components. Model B shows satisfactory fit 
indices for Belgium F, Canada BC, Denmark, Finland, Hungary, Iceland, 
Sweden, Switzerland, and the US (Df = 23, "O- = 66 - 192, GFI = .98 - 1.00, 
NNFI = .91 - .97, RMSEA = 0.024 - 0.051). Model C includes one residual 
factor Booklet2', along with Gendoc, and the nine test specific components, and 
is fitted to the data of Ireland, New Zealand, the Netherlands and Norway (Df = 
22, %2 = 60 - 182, GFI = .99 - 1.00, NNFI = .93 - .97, RMSEA = 0.027 - 0.049).

Fit indices for all three types of models are quite sufficient in both Pop A 
and Pop B, and they continue to be so in the next step when gender is entered 
into the models.
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Gender Differences in Latent Dimensions
In the final step gender differences were investigated in the models 

derived. The latent variable models offer the opportunity to investigate gender 
differences, both in the general dimension and in the passage specific 
components, that are left when general dimensions (Gendoc for Pop A, and 
Gendoc and sometimes Booklet for Pop B) are taken into account. Gender was 
inserted as a dummy variable (males coded 0 and females coded 1). The factors 
were then regressed upon the dummy variable and so were those passage 
specific components that revealed a significant relation.

The correct measure of gender differences in the latent means were not 
obtained until all significant relations were included in the model. The pattern of 
gender differences kept changing during the process of searching for significant 
relations, and did not stabilise until all significant relations were established. 
Just allowing for one relation between gender and Gendoc thus does not reflect 
the true difference between the genders.

Including gender differences in the model improved the model fit slightly 
for most countries in both populations. Gender may thus explain a significant 
part of the variance in the models. Allowing for a correlation between two 
passage specific components in Pop A did not affect the gender differences in 
any substantial way. Allowing an additional factor in Pop B, instead of allowing 
those passage specific components to correlate, turned out to affect estimates of 
gender differences on both Gendoc and on passage specific components.

The pattern of gender differences in the models of 9-year-olds in Pop A is 
presented in Table 6, and is summarised in Table 7 where the number of 
observed (manifest) differences can be compared with differences in latent 
dimensions
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Table 6 Gender differences in latent constructs and passage specific components for
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Table 7 Comparison of manifest and latent results. The number of countries showing 
significant gender relation in Pop A, n=25

POPA Number of countries (n=25) showing either male or 
female significant advantage or balanced 
performances between the genders

Passage 
Passage-factor

Tot Doc Raw score 
Tot Doc Rasch 1 
Tot Doc Rasch 2 
Gendoc
Island
Island'
Maria
Maria'
Bottles 
Bottles '
Buses
Buses'
Content
Content'
Temperature
Temperature'

g 17
3 21

17
¡■■séCnéii 15

; ■
? ■ 483*MMaMtl

fûtÜ ¡««ip

i;

**

"V-............

1 ■ £3
25

Balance

13
16
5
10
20
22
15
19

19
16

Again, the latent constructs which show females to have an advantage, are 
placed to the left in the table, and those appealing more to males are placed to 
the right.

The differences on the Gendoc factor among 9-year olds are partially 
different from the gender differences on the total Document score. About the 
same number of countries (10 out of 25) showed significant gender differences 
on the Gendoc as on the total score. However, the pattern of results was 
dramatically different in terms of which countries that showed a difference, and 
in which direction. The only country, for which the difference remained of the 
same magnitude, was in New Zealand (to the female advantage). In Denmark, 
Iceland, Singapore, Trinidad & Tobago and Slovenia the magnitude of the 
female advantage increased, compared to their advantage on the manifest score, 
as did the male advantage in Spain. Three countries showed significant gender 
differences on the latent score but not on the manifest (Hong Kong to the female 
advantage, Belgium and Switzerland to the male advantage), while the gender 
difference in Venezuela disappeared.
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The pattern of gender differences in the passage specific components, 
after Gendoc has been taken into account, also turned out to be partially 
different from the pattern found in the observed Document sub scores.

The invariant female advantage on "Content" for all countries became 
more variant when the specific component Content was considered, and the 
magnitude of the relation changed in many countries.

The almost invariant female advantage on "Maria" is not so pronounced 
for the Marza-specific component. A total of 15 countries showed a significant 
female advantage compared to 20 in the univariate analysis.

The male advantage on "Island" in 11 out of 12 countries showing 
significant gender differences, held true for nine countries with a male 
advantage on the Island specific component.

An almost completely changed pattern of gender differences appeared on 
the passage specific component of Temp compared to the differences on the 
observed sub score "Temp" in terms of which country showing a significant 
difference.

On Buses, four countries showed a significant female advantage and two 
a significant male advantage, whereas eight showed female advantage and one 
showed male advantage on "Buses". Singapore reversed direction on its 
significant gender difference from female on the manifest to male on the latent 
dimension.

Most countries showed no significant gender difference on Bottles, but 
compared to the univariate analysis the differences decreased in number from 
five to three. Bottles turned out to favor males in two countries and to favor 
females in one country. Only in Portugal the difference remains the same when 
the two approaches are compared.

Only East Germany ended up with no gender differences at all in the 
multivariate analysis, followed by the Netherlands with only one difference. By 
showing differences in five latent constructs, Singapore and Spain revealed the 
highest number of gender differences.

To summarise the multivariate analysis in Pop A, it may be concluded 
that gender differences in any direction are less frequent compared to the 
univariate analysis. This is true for both Gendoc and for all six passage specific 
components. The pattern of gender differences on the Gendoc dimension was 
not so regular to the female advantage as in the univariate analysis of the total 
document score. The overall pattern of gender differences on the passage 
specific components reflected almost the same pattern as the univariate analysis 
although not necessarily for the same countries and also not with the same 
magnitude, and sometimes not in the same direction. Island and "Island" 
together with Temperature and "Temperature" favour males in many countries. 
Even more consistently are the advantages for females on Content and 
"Content", and on Maria and "Maria”.
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The results from the multivariate analysis for 14-year-olds are presented 
in Table 8, and Table 9 presents the frequency comparison between observed 
and latent differences.



Table 8 Gender differences in latent constructs and passage specific components for
14-year-olds (Pop B), Standardised estimates (S) and T-values (T).
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Table 9 Comparison of manifest and latent results. The number of countries showing 
significant gender relation in Pop B, n=22

POP B Number of countries (n=22) showing either male or
female significant advantage or balanced 
performances between the genders

Passage Female Balance

Passage-factor advantage

Tot Doc Raw score 6 11
Tot Doc Rasch 1 É¡I¡IÍ¡ 8 I»
Tot Doc Rasch 2 5 j. g 1 7 'îWêëÈÈÊBSMM
Gendoc 13 6 3
Trav card 19 3 WàÊÊÊÊÊÏÊÏÏ&ÊÊÊiÊÊÏÊi
Trav card' 15 6
Resou 3 1Q
Resou' 1 8 ¡■■11! ¡¡¡ff .
Job vac ? 14
Job vac' ae §§

l

12 iiill
Hare & Lynx 11! 1¡¡|¡ 1

IííliiaiSi:

Hare & Lynx’ 0 10 iMBfeil'

Bus ■' 8 12 2
Bus' 3 15 IIBiflIififî
Direc 12 10
Direc' 4 18
Weather 5 14
Weather' ; 19 lllllilliillg igilififü
Temp 1 12
Temp' •3 8
Aspirol 9 12
AspiroT 12 10 fWlflV

Again, the pattern of gender differences differs, to a certain degree, from 
the univariate analysis. The most dramatic difference concerns the general 
construct of document reading. A comparison between Gendoc and the total Doc 
score indicates more gender differences on the latent construct, and more to the 
female advantage. A male advantage was found in 3 countries, whereas a female 
advantage on the Gendoc factor was found in 13 countries. On the observed 
scores a female advantage was found in 6 countries at most (raw score), and a 
male advantage in 10 countries at most (Rasch 1&2).

The Bookletl factor identified in eight countries, favoured males in five 
and no significant differences in two. The Booklet2 factor identified in four
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countries favoured females in two and males in two countries. These rather 
specific context factors do not have any matching manifest variable.

Differences in the passage specific components, after the above factors 
had been taken into account showed some similarities with the univariate 
analysis of passage sub scores. Trav Card almost consistently favoured females, 
whereas Resource, Hare & Lynx and Temp favoured males.

Some dissimilarities with the univariate analysis could also be seen. A 
consistent female advantage on "Direction" did not appear so obvious for 
Direction, whereas the female advantage on Aspirol became more pronounced 
compared to "Aspirol". Job Vac and Bus reflected to a higher degree a pattern of 
differences in both directions. The pattern of differences favouring males on 
Resource, Hare & Lynx were less striking compared to the observed scores, and 
finally, a somewhat more pronounced pattern of differences favouring males 
was found on Temp in terms of the number of countries compared to "Temp" in 
the univariate analysis.

Gender differences were most rare in Finland, showing differences on one 
passage specific component only, while gender differences were most common 
in Italy and The Netherlands showing differences on seven latent constructs.

To summarise the multivariate analysis in Pop B, it may be concluded 
that the pattern of gender differences, that is, direction and magnitude in each 
country, was quite different from the univariate analysis, although the frequency 
of gender differences were similar to the univariate analysis. This was true for 
both Gendoc and the passage specific components. However, the pattern of 
gender differences on the Gendoc dimension was more regular to the female 
advantage than the univariate analysis of the total document score indicated. 
Furthermore, for those countries where a second (residual) Booklet-factor was 
identified, a male advantage was the most common result.

Superficially, the overall pattern of gender differences on the passage 
specific components reflected almost the same pattern as the univariate analysis. 
A deeper look however, indicated that the differences were not necessarily for 
the same countries and not necessarily with the same magnitude, and sometimes 
not in the same direction. Resource and "Resource", Hare & Lynx and Hare & 
Lynx together with Temp and "Temp" favored males rather consistently. The 
same was true for females on Trav card and "Trav card", and on Aspirol and 
"Aspirol".

Discussion and Conclusions

Earlier, as has been specified, arguments for regarding Documents as 
requiring some additional skills compared to reading Expository or Narrative 
prose have been put forward both theoretically (Elley, 1994) and empirically 
(Balke, 1995; Gustafsson, 1995; Lundberg & Rosén, 1995). With this in mind, 
this study addressed two overall questions regarding gender differences in 
reading Documents. One concerned whether or not there exists any gender
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differences at all in Document reading proficiency. Related to this is the 
question of if there are any "global" gender differences, or if some differences 
vary with culture. The other question addressed the contribution of a 
multivariate approach to the previous questions. They will all be discussed under 
two subheadings; gender differences in Document reading skills, and gender 
differences in content specific dimensions of Documents.

Gender Differences in Document Reading Skills
The univariate analysis addresses the questions about differences in 

Document reading skills by looking at the total score, constructed either as raw 
scores or as Rasch scores. Gender differences were found in many countries in 
both populations. Females were more successful than males in eight countries 
among 9-year-olds, although most of the countries did not report any gender 
differences. A somewhat different pattern was found among the 14-olds, where 
six countries showed a male advantage and five a female advantage. Rasch 
scores favoured male performance more compared to raw scores in both 
populations, but particularly so in population B.

However, the above procedure assumes unidimensionality, which has 
proven to be too strong an assumption. In the multivariate analysis, the shared 
variance of all Document passages is partialled out into a Gendoc factor. For the 
9-year-old sample, a well fitting model with one general dimension and six 
passage specific components was obtained. For the older sample, many 
countries reported an additional residual Booklet factor. The model in Pop B 
thus allowed for investigating gender differences in two latent variables along 
with 10 passage specific components.

One should not only interpret the Gendoc factor as a reflection of 
Document reading proficiency. There are good reasons to believe that Gendoc 
reflects a mixture involving other dimensions as well, like dimensions of general 
reading, reasoning , numerical, spatial and verbal abilities. The mixture may 
well be different in Pop A than in Pop B. Nevertheless, the Gendoc variable is 
much closer to a measure of Document reading skills than is any composite of 
observed variables.

The pattern of gender differences in the Gendoc factor came out very 
differently from the pattern obtained in the univariate analysis in both 
populations. In Pop A, about the same number of countries reported differences, 
but the pattern of results was quite different in terms of which countries showed 
a difference, and in which direction. Only one country showed the same 
differences regardless of approach.

In Pop B, the pattern was almost opposite compared to the univariate 
analysis, which showed male advantage more often than female. However, in 13 
out of 16 countries with significant relations to the Gendoc factor, females were 
the favoured group. Considering that the females in Pop B reported more 
practice of document reading than the males (Elley, 1994), this latter pattern 
makes more sense than the univariate.
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However, the female advantage in both populations may also be due to 
their previously reported advantage in more general reading and verbal skills. 
This pattern also indicates that a fair amount of the differences found in the 
univariate analysis are reflections of differences in other dimensions.

Gender Differences in Content Specific Dimensions of 
Document Tasks

In Pop B, 13 out of 22 countries reported an additional Booklet factor, 
derived from residual variance from all passages in either Booklet 1 or Booklet 
2. The Booklet factor, in which seven countries reported a male advantage and 
two countries a female, is hard to interpret, and has no manifest equivalence. 
One hypothesis is that the Booklet factor is a reflection of the test situation, 
which many students experience as a competitive situation. Males, at least in 
Nordic countries, have been reported to benefit from such situations, whereas 
females have been reported to perform below their capacity in the same situation 
(Wemersson, 1989). However, the interpretation must be regarded as very 
preliminary. The factor is not well defined in the data of the present study, nor is 
it well specified theoretically. The factor is included in the model because it fits 
the data quite well, and because it may be possible to realise some sense from it. 
Also because it reflects some gender differences, and in a way helps to explain 
the observed (manifest) pattern of gender differences in some of the countries. 
The proportion of variance explained by the factor is fairly small, and although 
it varies across countries it should not be given too much attention at this stage. 
Further research is thus needed.

The univariate analysis of passage sub scores among 8-year-olds, reported 
an invariant or almost invariant female advantage on the sub scores of two 
passages ("Table of contents" and "Maria's timetable"). When keeping the 
relation between the genders to the latent factors under control, the signs of 
invariance decreased somewhat in the multivariate analysis of the passage 
specific components. However, the male advantage on "Island" and 
"Temperature" in many countries held true in the multivariate analysis too, as 
did the female advantage on "Maria" and "Content".

The same type of phenomenon was found in the older population. The 
multivariate analysis showed a rather consistent pattern of male advantage in 
three passages, after differences in Gendoc and Booklet had been taken into 
account ("Resources", "Hare & Lynx" and "Temperature"). Two passage 
specific components showed a consistent female advantage ("Traveller's card" 
and "Aspirol"). The rather consistent female advantage on "Direc" and "Job 
Vac" disappeared in the multivariate analysis. Along with the other passage 
specific components they reflected to a higher degree gender differences in both 
directions.

Another interesting feature of the multivariate analyses was that the 
magnitude and direction of gender differences in latent dimensions changed
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during the process of discovering significant relations. Not until all significant 
relations were included did the pattern of gender differences stabilise.

One may thus conclude that the univariate analysis disguises interesting 
patterns of gender differences. Furthermore, it may be concluded that the 
observed pattern of gender differences performance on Document reading tasks, 
is partly due to differences in the latent construct of Document reading 
proficiency and partly due to differences in passage specific components.

Final Conclusions
Gender differences in Document reading exist even though item and 

passage selection was conducted with gender in mind (Wagemaker, 1996). The 
hypothesis of an invariant global pattern of gender differences is not supported 
in the present analysis of Document reading, and thus not physiological 
explanations of the pattern either, as suggested by Taube & Munck (1996). 
Since the pattern of gender differences on the latent construct of Document 
reading proficiency turned out to vary across countries, the overall conclusion is 
that gender differences in Document reading skills is mainly a reflection of 
cultural influences. However, communalities in the pattern of differences among 
subgroups of countries are common.

The multidimensionality of performance on Document tasks has been 
demonstrated, which also explains why multivariate analysis is preferable in 
attempts to gain better understanding of the pattern of differences in 
performances on cognitive tasks. It may well be that most of the differences 
observed are not due to differences in the shared underlying dimension, but in 
more narrow dimensions similar to the passage specific components in this 
study.

Another conclusion that concerns the demonstrated mutivariate 
methodology is, that it is necessary to include all significant relations between 
latent constructs and the independent variable (as gender here) in order to obtain 
correct estimates for the differences.

Further analysis of gender differences in the document domain of reading 
literacy is of great interest. The description of the complex nature of Documents 
requires similar analysis of document task on the item level, or an item-parcel 
level. There may be more “going on” than a general dimension together with 
passage specific components. The document characteristics, for example, may 
be of importance, such as if the document information is numerical, spatial or 
verbal. Adding narrative and expository items or parcels to the analysis, will 
permit models including more general dimensions, and allow investigations if 
there is a variance left to be explained by one or more document dimensions. 
However, the cultural influence on the various parts of the IEA reading literacy 
test, probably makes it difficult to find such a detailed model that fits all the 
countries involved. Of course, separate country analysis or subgroups of 
countries will also contribute valuable information regarding gender differences.
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The results in this paper may also serve as a starting point for analysing 
sociocultural influences on gender differences, an area rich of theoretical 
discourse and not equally rich in terms of empirical research. The multivariate 
technique demonstrated in this paper is also available for so called multi-level 
modeling (Muthén, 1994) where the variance from the country level can be 
separated from the individual level, and various effects of meso- and macro­
level variables can be investigated. The possibilities for further research on this 
type of data material seem to endless.
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