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Abstract 

Essay 1 Smallholder Income Diversification in Zambia: The Way Out of Poverty? 
This paper investigates the relationship between income diversification (combinations of farm in-
come, agricultural wage work, non-agricultural wage work, and own-business income) and income 
within Zambian smallholder households. Shifting to a higher degree of diversification is found to be 
associated with getting higher income per laborer. Households in more diversified and urbanized 
environments are found to be able to diversify more easily. Education opens up opportunities for non-
agricultural wage work and, to a smaller extent, to own-business. Diversification into agricultural 
wage work depends on land shortage, which suggests that it is partly a distress diversification. 
Households with more market-oriented agricultural production are more likely than others to diver-
sify into business but less likely to enter agricultural wage work. Female-headed households are less 
likely than others to combine farm income with non-farm wage work. Land, educational, gender and 
province influence income not only indirectly via choice of activity combination but also directly. 
  
Essay 2 What Explains the International Location of Industry? –The Case of Clothing 
The clothing sector has been a driver of diversification and growth for countries that have graduated 
into middle income. Using a partial adjustment panel data model for 61 countries 1975-2000, we in-
vestigate the global international location of clothing production by using a combination of variables 
suggested by the Heckscher-Ohlin theory and the New Economic Geography (NEG) theory. Our 
Blundell-Bond system estimator results confirm that the NEG variables do help explain the location 
of the clothing industry, and point to that convergence is not as inevitable as sometimes assumed. We 
find that closeness to various intermediates such as low-cost labor and textile production has strong 
effects on output. Factor endowments and closeness to the world market have inverted U-shaped ef-
fects. This is expected since above a certain level several other sectors benefit even more from close-
ness and factor endowments, driving resources away from the clothing industry. 
 
Essay 3 Debt Relief and Adjustment Effort in a Multi-Period Model 
This paper shows that if the period following the granting of debt relief is taken into account, debt 
relief increases adjustment effort (investment), irrespective of whether there is an initial debt over-
hang or not. 
 
Essay 4 Disability and Marginal Utility of Income 
It is often implicitly assumed that disability generally lowers the marginal utility of income. This 
paper questions this view. Individuals’ marginal utility of income is estimated in two states – when 
paralyzed in both legs and when not mobility impaired at all – using experimental choices between 
hypothetical lotteries where the outcomes include both income and disability status. The median ratio 
of individuals’ marginal utility of income when paralyzed to when not mobility impaired, R, is esti-
mated at between 1.33 and 2. It is statistically significant higher than one. Individuals with personal 
experience of paralysis and voters for the Left Block or the Liberal Party are more likely than others 
to have an R over one. Our results imply that more than full insurance of income losses connected to 
being disabled is optimal. The results also suggest, in contrast to, e.g. Sen (1997), that given a utilitar-
ian social welfare function, resources should be transferred to, rather than from, disabled people. 
 
Keywords: Zambia, agriculture, income diversification, structural change, poverty, global clothing 
industry, new economic geography, comparative advantages, industrial agglomeration, HIPC, debt 
relief, debt overhang, investment, incentives, disability, mobility impairment, marginal utility, hypo-
thetical lotteries, risk. 
 
JEL-classification: D10, D60, D63, F12, F13, F34, H63, I10, I30, L13, L67, O11, O13, O16, O55, 
Q10, R3, R11, R12  
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Populärvetenskaplig sammanfattning på svenska 

Essä 1. Småbrukares inkomstdiversifiering i Zambia: Vägen ut ur fattigdom? 
I denna artikel studeras relationen mellan diversifiering (breddning) av inkomstkällor (kom-
binationer av de fyra huvudsakliga inkomstkällorna – inkomster från den egna gården, löne-
arbete inom jordbruk, lönearbete utanför jordbruk, och inkomster som egenföretagare) och 
inkomst bland Zambiska småbrukarehushåll. Omkring 5000 hushåll med högst 20 hektar 
åkermark intervjuades 2001 och 2004.  

Vi finner en positiv korrelation mellan hög grad av diversifiering och hög inkomst per ar-
betare. I linje med detta finner vi även att ett byte till mer diversifiering tycks leda till en ök-
ning av inkomst per arbetare. I denna artikel undersöks även vilka faktorer som påverkar 
vilka inkomstkällor ett hushåll har. Hushåll i mer diversifierade och urbaniserade miljöer har 
lättare att diversifiera. Utbildning öppnar möjligheter för lönearbete utanför jordbruket och, i 
mindre utsträckning, för egenföretagande. Diversifiering till lönearbete inom jordbruk ökas 
av brist på åkermark, vilket tyder på att det delvis används som en nödlösning. De hushåll 
som har en mer marknadsorienterad jordbruksproduktion är oftare även egenföretagare, men 
har mer sällan inkomster från lönearbete inom jordbruket. De hushåll som leds av en kvinna 
har mer sällan inkomster från lönearbete utanför jordbruket. Ett hushålls tillgång till åker-
mark, utbildningsnivå och kön på familjeöverhuvudet, samt vilken provins hushållet finns i, 
påverkar inte bara inkomsten indirekt via val av inkomstkällor, utan också direkt. 

Våra resultat pekar på att mer säker tillgång till jord, och tydliggjord äganderätt är viktigt. 
De perifera regionernas integrering i Zambias ekonomi bör underlättas via bl.a. infrastruktur-
satsningar. Tillgång till krediter är också viktigt. 
 
Essä 2. Vad förklarar industrins internationella lokalisering? – Exemplet klädesindustri 
Historiskt sett har klädesindustrin drivit på diversifiering och tillväxt för fattiga länder som 
har lyckats blir medelinkomstländer. Vi undersöker klädesindustrins internationella lokalise-
ring med hjälp av variabler hämtade både från Heckscher-Ohlin-teorin (H-O-teorin) och från 
Ny Ekonomisk Geografi-teorin (NEG-teorin). Enligt H-O-teorin kommer ett land specialisera 
sig på sektorer där det har komparativa fördelar (dvs. fördelar i förhållande till andra länder) 
pga. sina tillgångar på faktorer såsom jord, arbetskraft och kapital. Industrier är emellertid 
ofta mer geografiskt koncentrerade än vad som kan förklaras av faktortillgångar. NEG-teorin 
(som grundlades av Paul Krugman) hävdar att industrier koncentreras geografiskt eftersom 
stordriftsfördelar och begränsad konkurrens gör det lönsamt.  

En paneldatamodell med successiv anpassning för 61 länder 1975-2000 används i vår ana-
lys. Våra resultat bekräftar att de variabler som föreslås inom NEG-teorin verkligen bidrar till 
att förklara klädesindustrins lokalisering. Detta pekar på att ekonomisk utjämning mellan 
världens länder inte kommer av sig själv så självklart som man ibland antar inom den neo-
klassiska nationalekonomin. Vi finner att närhet till det som behövs för produktionen som 
textilproduktion och billig arbetskraft påverkar nivån på klädesproduktionen mycket. Till-
gången på grundläggande faktorer som fysiskt kapital och humankapital, och närhet till 
världsmarknaden att sälja på, har omvänt U-formade effekter på produktionen. Detta är vän-
tat eftersom att över en viss nivå på dessa variabler gynnas andra industrigrenar ännu mer. 
Dessa andra industrigrenar drar då till sig resurser på bekostad av klädesindustrin. Att en stor 
andel av befolkningen bor nära kusten har en positiv inverkan på klädesproduktionen, detta 
är i linje med att länder utan kust generellt sett är fattigare. 

Våra resultat innebär att Afrika, den fattigaste regionen, har ganska goda möjligheter att 
dra till sig klädesindustri. Inverkan från att ha en stor kustbefolkning belyser hur viktigt det 
är med infrastruktur som krymper avstånden till hamnstäder. Vidare tycks det finnas en möj-
lighet för Afrikanska länder att konkurrera med låga löner när de asiatiska lönerna stiger med 
ökat välstånd. 
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Essä 3. Skuldavskrivning och investeringar i en flerperiodmodell 
Hur är relationen mellan skuldavskrivning och investeringar (eller ansträngningar att förbätt-
ra det ekonomiska klimatet) i ett skuldtyngt land? Det har rått ganska stor enighet om två 
saker: Skuldavskrivning kan öka investeringarna om det finns ett skuldöverhäng, dvs. om 
skulden är så stor att den antagligen inte kommer att kunna betalas tillbaka fullt ut. Skuldav-
skrivning minskar investeringarna om det inte finns ett skuldöverhäng, eftersom en lägre 
skuld innebär mindre press på landet att öka sin produktion. Därför varnar många för skuld-
avskrivningar om det inte finns ett skuldöverhäng.  

Denna artikel bidrar till den teoretiska förståelsen av dessa frågor genom att vidareutveckla 
den teoretiska modell av Jeffery Sachs och Max Corden som är den etablerade. Vi visar att 
om även tidsperioderna efter att skulden avskrivits tas med i analysen, ökar skuldavskrivning 
de totala investeringarna oavsett om det finns ett skuldöverhäng eller inte. Tidpunkten för 
investeringar skjuts framåt, men den totala volymen ökas. Den etablerade modellen beskriver 
korrekt vad som händer på kort sikt, men den missar vad som händer på lång sikt. 
 
Essä 4. Funktionshinder och marginalnytta av inkomst 
Det antas ofta, uttalat eller outtalat, att funktionshinder generellt sett gör det svårare att dra 
nytta av konsumtion. Eftersom inkomst möjliggör konsumtion betyder det att marginalnyttan 
av inkomst (dvs. den välfärdsökning som en ytterliggare krona ger) minskar. För att testa 
detta undersöker vi folks marginalnytta av inkomst i två lägen – när båda benen är förlamade 
och när man inte är rörelsehindrad alls – genom en experimentell studie. 

354 universitetsstudenter fick göra nio hypotetiska val mellan tänkta lotterier där utfallen 
innehöll både inkomst och om man är funktionshindrad eller inte. De flesta som svarade fö-
redrog mestadels lotterier som innebär att man tjänar mer om man är funktionshindrad än om 
man inte är funktionshindrad, framför lotterier som innebär att man tjänar minst om man är 
funktionshindrad. Vi noterade hur mycket extra inkomst som krävdes för att de svarande trots 
allt skulle föredra det lotteri som innebar att man tjänar minst om man är funktionshindrad. 
Därmed kunde vi beräkna kvoten mellan personers marginalnytta av inkomst om de är funk-
tionshindrade och om de inte är funktionshindrade. Vi kallar kvoten R. Vi fann att medianen 
av R ligger mellan 1,33 och 2. Den är statistiskt säkerställd över ett. Vi fann även att personer 
som har personlig erfarenhet av rörelsehinder tenderar att ha ett högre R. De som stödjer 
Vänsterpartiet, Socialdemokraterna, Miljöpartiet eller Folkpartiet tenderar att ha ett högre R 
än de som stödjer Moderaterna. 

Våra resultat innebär att mer än full försäkring för inkomstbortfall vid funktionshinder är 
optimalt. Resultaten tyder också på, i motsats till vad bl.a. Amartya Sen har hävdat, att ut-
ifrån en utilitaristisk social välfärdsfunktion ska resurser snarare transfereras till funktions-
hindrade, än från. 
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Smallholder Income Diversification in Zambia:  
The Way Out of Poverty?  

 
 

Arne Bigsten and Sven Tengstam* 
 
 

This paper investigates the relationship between income diversification (combina-
tions of the four main income generating activities – farm income, agricultural wage 
work, non-agricultural wage work, and own-business income) and income within 
Zambian smallholder households, using a panel data set of roughly 5,000 small-
holder farmer households interviewed in 2001 and 2004. A higher degree of diversi-
fication is found to be associated with higher income per laborer. Similar results are 
found when looking at how shifting from one activity combination to another influ-
ences income. The paper also studies the determinants of selection into activity com-
binations. Location matters a lot; households in more diversified and urbanized envi-
ronments are able to diversify more easily. Education opens up opportunities for 
non-agricultural wage work and, to a smaller extent, for own-business. Diversifica-
tion into agricultural wage work depends on land shortage, which suggests that it is 
partly a distress diversification. Households with more market-oriented agricultural 
production are more likely than others to diversify into business but less likely to en-
ter agricultural wage work. Female-headed households are less likely than others to 
combine farm income with non-farm wage work. A household’s area of land per la-
borer, educational level of the household head, gender of the household head, and 
province of residence influence income not only indirectly via choice of activity com-
bination but also directly. 
  
 
Keywords: Zambia, agriculture, income diversification, structural change, poverty. 
 
JEL-classification: O13, O55, Q10, R11. 
 

 
1.  Introduction 

Zambia started out in 1964 as one of the richest of the newly independent developing coun-
tries. During the first decade of independence, Gross Domestic Product (GDP) per capita in 
Zambia changed little, but from the oil crisis in 1973-74 through the mid-1990s, per capita 
income fell by 45%. However, the country has since the late 1990s been experiencing a re-
covery, with an increasing per capita income. A very important question is to what extent this 
reversal of fortunes has implied a reduction in poverty. This depends on both the growth in 
the economic activities in which the poor are engaged and on the extent to which the poor can 
shift into other and more lucrative activities. 

The income changes of poor households are thus the joint outcome of growth and struc-
tural change. The latter has been central in the theorizing about economic development typi-

                                                 
* Department of Economics, University of Gothenburg, Box 640, SE 405 30 Gothenburg, Sweden, 
arne.bigsten@economics.gu.se and sven.tengstam@economics.gu.se. We are grateful to Jos Verbeek, Eva Löv-
gren, Måns Söderbom, Rick Wicks, and seminar participants at the University of Gothenburg and at the Nordic 
Conference in Development Economics 2008 in Stockholm for useful comments. We would also like to thank 
the Food Security Research Project, in particular Michael Weber and Antony Chapoto, for sharing their data on 
Zambian agriculture with us. We are also grateful for helpful discussions with officials of the Zambian govern-
ment.  Financial support from Sida/SAREC is gratefully acknowledged. 
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fied by the dual-economy model of Lewis (1954). Empirically, economic growth has been 
associated with a declining agricultural share of GDP and increasing shares for industry and 
services. This structural change can be seen as a macroeconomic phenomenon, but it also 
occurs within households. Smallholders in Africa (and elsewhere) were originally almost 
exclusively farmers, but have over time shifted into non-agricultural activities as well. In fact, 
some households have shifted completely out of agriculture, although the process is usually 
gradual with households maintaining a foothold in agriculture for an extended period of time. 
Hence, the income structure of households changes as the overall economic structure 
changes. This paper studies this aspect of structural change or income diversification at the 
household level in Zambia. It has been argued that the key challenge in poverty reduction 
efforts relates to inequality of opportunities (World Bank, 2006). The opportunity set we are 
particularly concerned with is therefore access to different types of income opportunities for 
smallholders. 

In this paper we concentrate on the changes among smallholders, who make up the largest 
group of poor Zambians. We look specifically at the role of income diversification among 
smallholder households, and also investigate what the constraints on income diversification 
are in this group. Although the policy question we focus on is what interventions could make 
it easier for smallholder households to enter new types of income-generating activities, we 
also briefly discuss how they could earn more money in existing activities. 

We use four different income-generating activities – farm income, agricultural wage work, 
non-agricultural wage work, and own-business income – and study the determinants of selec-
tion into different combinations of these. Households in a more diversified and urbanized 
environment are found to be able to diversify more easily. Education opens up opportunities 
for non-agricultural wage work. Diversification into agricultural wage work depends on land 
shortage, suggesting that it is partly distress related. Households with more market-oriented 
agricultural production (who are thereby less cash constrained) are more likely to diversify 
into business but less likely to enter agricultural wage work. Further, our panel data analysis 
indicates that a higher degree of diversification is associated with higher income per laborer. 
Similar results are found when looking at how shifting from one activity combination to an-
other influences income. Changing from being a full-time farmer to a more diversified liveli-
hood strategy seems to raise the per laborer income in the order of 35% to 140%. Our analy-
sis shows that the variables land-per-laborer, education of household head, province of resi-
dence, and gender of household head influence income not only indirectly via choice of activ-
ity combination but also directly.  

In conclusion, rural income growth does not come from agriculture alone. Hence, options 
to diversify income are very important and should be pursued. Attention must therefore be 
given both to endowment improvements and to reductions of the constraints faced by house-
holds when trying to improve agriculture directly and when trying to improve possibilities of 
income diversification away from agriculture. Land per laborer, education, and location 
(market access and infrastructure) are key dimensions in understanding and figuring out how 
to make improvements in this context. 

The remainder of this paper is organized as follows. Section 2 presents a theory review, 
and Section 3 describes the data and the income variable. Section 4 reports and discusses the 
descriptive results regarding the pattern of income diversification, and Section 5 analyzes 
these results econometrically. Finally, Section 6 concludes the paper and discusses policy 
implications. 

 
2.  Theory review 

Structural change is an integral part of economic development. Typically, the agricultural 
sector’s share shrinks, while industry and services expand. As noted in the introduction, we 
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will investigate structural change, or income diversification, at the level of rural households. 
Income diversification is a result of households’ allocation of their assets across different 
income-generating activities. Households seek to achieve an optimal balance between ex-
pected returns and risks in different activities, given the constraints they face (Doss, McPeak, 
and Barrett 2006).1 Since households are different in many respects, income patterns vary 
according to assets and constraints. Moreover, not all households have access to the same set 
of income opportunities. There are spatial variations in transaction costs, market prices, etc., 
and there are variations among households in the quality of the factors that determine their 
allocation of resources across activities.  

Doss, McPeak, and Barrett (2006) show how income sources and diversification vary 
among and within smallholders in Kenya, Cote d’Ivoire, and Rwanda. However, since they 
only had access to cross-section information, they were unable to analyze actual changes over 
time. The challenge of establishing causality in the analysis of diversification requires use of 
disaggregated panel data. We have panel data for Zambia covering two years, 2001 and 2004, 
which we use to analyze changes over time for individual households. 

Constraints differ across households in terms of property rights, land and labor availability, 
and access to credit or other forms of liquidity. There are also considerable start-up costs in-
volved in some activities; a household sometimes has to enter at a reasonably large scale to 
be able to enter at all.2 This means that households that do not possess sufficient human and 
financial resources do not have access to some potentially lucrative activities. 

Household endowments are of course a key determinant of smallholders’ activity choices.3 
To be full-time farmers, they need reasonable access to land, and the bigger the labor force of 
the household, the more land required. Consequently, the labor/land ratio of the household is 
a key determinant of its desire to move into off-farm activities. The human-capital endow-
ment (education) of household members is also a key determinant of activity choices. In addi-
tion, it is easier to diversify out of agriculture if a household has good access to a thriving off-
farm sector, which means being close to an urban market or being located in a region with a 
diversified economy. So, overall, we would say that the main factors behind allocation 
choices are differences in endowments, differences in access to markets, and differences in 
access to finance.  

It has also been observed that the character and impact of smallholder income diversifica-
tion vary with the education of a household. The most common pattern seems to be that 
households gradually improve their lot through diversification. Reardon (1997) finds in his 
survey of the income-diversification literature that non-farm income is generally regressively 
distributed. This means that households with the highest farm income also have the highest 
level and share of income from non-farm activities. Doss, McPeak, and Barrett (2006) find 
that the poor are more likely to rely on income from their own farms. This suggests that di-
versification generally is a way up the income scale. However, there is also the opposite pat-

                                                 
1 Barrett et al. (2005) note that “households choose an activity allocation vector for asset endowments that yield 
an uncertain income return from among a feasible set defined by the intersection of a non-tradable inputs avail-
ability constraint equal to one’s endowment level of the input (e.g., land) and a budget constraint equal to one’s 
current cash income plus access to liquid capital through savings or credit. Because income is a function of 
activity choice, it is an endogenous function of the prevailing (shadow) price distributions for all factors, goods 
and services. So observed income patterns can be understood as a function of the constraints – including ex ante 
asset endowments – faced by the household and its preferences.” 
2 Barrett et al. (2005) write that “entry into lower-return niches (e.g., petty commerce at weekly rural markets) is 
low cost and widespread, but movement within the sub-sector in the higher-return niches requiring partially 
irreversible investment in fixed capital is sharply limited by liquidity constraints, social networks necessary to 
stabilize, monitor, and enforce contracts, etc.” 
3 Assets are of course endogenous variables, and to understand the dynamics one also needs to understand the 
process of factor accumulation. 
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tern, distress diversification, where poor households seek to add to their meager agricultural 
incomes (Barrett 1998).4 Here we are interested in finding to what extent income diversifica-
tion in Zambia is of one or the other of these two types. 

Typically the poor tend to rely more on farm wage labor, while richer households rely 
more on cash crops, livestock income, and non-farm income. Most households pursue strate-
gies with several income components, and we will try to identify the most common activity 
combinations to see whether there is a pattern of mobility among them, and whether some 
routes of diversification are more successful than others.  

 
3.  Data and the income variable 

3.1. The data 

The data comes from the first and second supplemental surveys to the nationally representa-
tive 1999/2000 Post-Harvest Survey (PHS). The PHS is also known as the Agricultural and 
Pastoral Production Survey (APPS). These supplemental surveys, carried out by the Central 
Statistical Office in conjunction with the Ministry of Agriculture, Food, and Fisheries and 
commissioned by the Food Security Research Project (FSRP), cover incomes and livelihoods 
of small and medium scale rural holdings and provide a more complete assessment of small-
holder conditions.5 

The surveys (details of which are presented in Republic of Zambia, 2001, 2004), carried 
out in April/May 2001 and June/July 2004 to collect data for the 1999/2000 and 2002/2003 
cropping seasons and for the 2000/2001 and 2003/2004 marketing seasons, cover the same 
sample of roughly 7,000 households as the 1999/00 PHS (they represent the second and third 
visits to these households). A sampling-frame of smallholder farmers (cultivating less than 20 
hectares) in the rural areas of Zambia was used, and a household has to have at least some 
land to be included in the PHS.  

The Food Security Research Project reports that rural poverty has been falling (Jayne et al., 
2007). Agricultural growth has been positive, and real staple-food consumer prices have de-
clined by 20% over the past decade. The total gross value of agricultural output rose by over 
50% from the mid-1990s to 2001-2004. The worst performers in terms of output-growth were 
staple grains and beans. As much as 90% of all fertilizer used by smallholders has been used 
on maize, which has been stagnant, while cassava, sweet potatoes, cotton, and groundnuts 
have performed well. One out of every five small farmers grew cotton in 2002/03, while 45% 
derived income from the sale of animal products and 17% from horticultural products (fresh 
fruits and vegetables, etc.). The value of animal products and horticulture sales was almost as 
high as for maize, and there has been export-led growth in cotton and tobacco. 

Neither 2001 nor 2004 was exceptional in terms of the conditions for agricultural produc-
tion (Jayne et al., 2007). We can therefore be reasonably confident that our data sets are rep-
resentative of the long-term trend in rural incomes. 

 

3.2. The income concept 

The data collected on smallholder incomes is not quite complete. Smallholder income is 
broadly made up of on-farm (agricultural) income and off-farm income. While the latter is 
well measured, the former lacks some components on the income side, and also lacks some 
costs.  

                                                 
4 Ethiopia, with a very undifferentiated countryside, would be a case of distress diversification. There the house-
holds that diversify out of agriculture tend to be poorer than the non-diversified (Bigsten et al., 2003).  
5 Policy-makers in Zambia have access to the Crop Forecast and the annual PHS when deciding how to promote 
small-farmer welfare (Zulu, Jayne, and Beaver, 2007). 
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The ideal income concept includes all current household income (revenues minus costs) 
plus asset-valuation changes. The latter component is difficult to gather, but for a smallholder 
household one would like to know at least stock-valuation changes (changes in the value of 
livestock assets). Since we do not have this information, we are confined to looking at current 
income in a year. However, this data also has some shortcomings (discussed below). It is dif-
ficult to judge whether the overall effect is an overestimation or an underestimation. The time 
gap between the cropping and marketing seasons is also a problem, though hopefully not a 
serious one. 

 
3.2.1.  Farm income 

a. Own consumption of crops – This is gross output/income from crops produced less crops 
sold but without deduction of costs. Errors here will therefore lead to overestimation.  

b. Crop sales – This is the value of the part of gross production that is sold. It is overesti-
mated to the extent that there were input costs related to the production of crops sold that 
were not deducted.  

c. Vegetable sales – This is the value of vegetables sold. This income is overestimated to 
the extent that there were input costs related to the production of vegetables that were not 
deducted, and underestimated to the extent that the household itself consumes vegetables.  

d. Livestock income – This is total income from livestock, i.e., the value of sales of animals 
(live and slaughtered), milk, and eggs. We may underestimate this income by ignoring own 
consumption of livestock products, and overestimate it by ignoring the cost of livestock in-
puts. 

 
3.2.2.  Off-farm income 

a. Own-business income – This is net income, i.e., gross income less costs, so here there 
are no conceptual problems. The precision in measurements is probably rather low, however, 
since it is difficult for people to remember all costs and revenues for a whole year. To com-
pute annual income, the questionnaire therefore asks for data for a good month and data for a 
bad month, and then about the numbers of such months. Although this is an ingenious way of 
computing this difficult income category, it is still an approximation. 

b. Agricultural wage income – This is the value of agricultural wage income. 
c. Non-agricultural wage income – This is the value of non-farm labor wage income. 
d. Remittances – This is remittances received by the household from non-household mem-

bers or organizations. Households may of course also remit out, that is considered part of 
household expenditures and is therefore not deducted here. 

All income variables are expressed in 2004 Kwacha. See Appendix A for further details 
about the variables. Appendix B presents summary statistics. 

 
4.  Description of the pattern of income diversification 

The question discussed here concerns how patterns of diversification relate to incomes. We 
start by presenting our data in some descriptive tables designed to show how income diversi-
fication among Zambian smallholders changed from 2001 to 2004. We report estimates for 
the whole aggregate and by quintile. What is reported in these tables can be compared to 
some basic figures: In 2004, GDP per capita was 2.29 million Kwacha (1133 PPP-$ in 2005 
prices), and the food poverty line was approximately 900,000 Kwacha per adult equivalent. 
The average smallholder per adult equivalent income was below the food poverty line (Table 
1).  
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Table 1.  2001 and 2004 Overall Income Diversification, in Percent and in 2004 Kwacha 
 Percent Per adult equiva-

lent (000’) 
Per capita 

(000’) 
Total (billions) 

Income Source 2001 2004 2001 2004 2001 2004 2001 2004 
Farm income 49.1 56.3 211 296 163.2 245 1077 1829 
Farm work 2.6 2.3 11.3 12.0 8.8 10.0 58 74 
Non-farm work 19.7 16.4 84.5 86.3 65.3 71.5 431 534 
Own-business income 26.5 23.8 113.8 125 88.0 104 581 773 
Remittances 2.1 1.1 8.8 5.6 6.8 4.6 45.1 34.5 
Sum 100 100 429.5 524.8 332.2 435 2190 3240 

Note: The discount factor 1.7619 was used (IMF 2007a), based on CPI for April/May 2001 and June/July 2004. 
 
 

Even if incomes may be underestimated and the poverty line may be too high (see Bigsten 
and Tengstam, 2008, for a discussion), this suggests that severe poverty is widespread among 
Zambian smallholders.6 

Although incomes were exceedingly low, all income categories except remittances in-
creased in absolute terms over the studied period. The percentage coming from farm income 
increased, while the off-farm percentage decreased. The dependence on self-subsistence in-
come (not shown) declined slightly. 

Tables 2-4 show how income diversification varied by quintile.7 In general, the higher the 
quintile, the lower the farm-income share (Table 2). Subsistence dependence declined with 
income. Higher quintiles had higher sales of crops and vegetables, higher wage incomes 
(mostly for non-farm labor), and higher own-business income, but lower remittances. 

Tables 3 and 4 show income per adult equivalent and income per capita by quintile. From a 
welfare perspective, income per adult equivalent is the most appropriate measure. The lower 
quintiles had strikingly low income per adult equivalent, but this does not necessarily mean 
that consumption levels were that low. Income per adult equivalent for the lowest quintile 
grew by only 6.5%. Crops harvested for this quintile developed less favorably, with only a 
modest increase in own consumption and sales of crops, and own-business income fell. Wage 
income almost doubled, which is in line with the notion that the wage-income option is 
mainly used by the poorest to supplement their income when other sources yield too little. 
The three middle quintiles saw their income grow by a bit more than 10%. Compared to the 
overall figures in Table 1, these households had a less favorable development of crops and 
own business. Finally, quintile 5 incomes per adult equivalent grew by 29%. This is mostly 
due to increases from crops sold and own-business income. 

Bigsten and Tengstam (2008) study how consumption developed in rural Zambia 1998-
2004 and find that moderate rural consumption poverty fell from 83.5% to 77.5% (the mod-
erate poverty line includes food, health, shelter, and education). They decompose the change 
into one part due to per capita consumption growth and one part due to consumption inequal-
ity change. 

                                                 
6 Even if incomes might be underestimated to some extent, they are mainly in line with the Living Conditions 
Monitoring Survey IV. The Central Statistical Office (2005 p. 86 and 91) reports that total smallholder farm- 
income in 2004 was 2,158 billion Kwacha, whereas Table 6 shows that total smallholder farm income was 1,829 
billion Kwacha. Both income levels are expressed in June/July Kwacha. The smallholder farm income reported 
by CSO (2005) is reasonable in relation to the total smallholder income, smallholder consumption, household 
consumption, and GDP reported by CSO (2005 p. 86 and 99) and World Bank (2007). 
7 There are the same number of persons in each quintile, so for 2004 the poorest 1,500,000 persons (not adult 
equivalents) are in quintile 1. “Poor” means belonging to a household with low income per adult equivalent (not 
per capita). 

 6 

Table 1.  2001 and 2004 Overall Income Diversification, in Percent and in 2004 Kwacha 
 Percent Per adult equiva-

lent (000’) 
Per capita 

(000’) 
Total (billions) 

Income Source 2001 2004 2001 2004 2001 2004 2001 2004 
Farm income 49.1 56.3 211 296 163.2 245 1077 1829 
Farm work 2.6 2.3 11.3 12.0 8.8 10.0 58 74 
Non-farm work 19.7 16.4 84.5 86.3 65.3 71.5 431 534 
Own-business income 26.5 23.8 113.8 125 88.0 104 581 773 
Remittances 2.1 1.1 8.8 5.6 6.8 4.6 45.1 34.5 
Sum 100 100 429.5 524.8 332.2 435 2190 3240 

Note: The discount factor 1.7619 was used (IMF 2007a), based on CPI for April/May 2001 and June/July 2004. 
 
 

Even if incomes may be underestimated and the poverty line may be too high (see Bigsten 
and Tengstam, 2008, for a discussion), this suggests that severe poverty is widespread among 
Zambian smallholders.6 

Although incomes were exceedingly low, all income categories except remittances in-
creased in absolute terms over the studied period. The percentage coming from farm income 
increased, while the off-farm percentage decreased. The dependence on self-subsistence in-
come (not shown) declined slightly. 

Tables 2-4 show how income diversification varied by quintile.7 In general, the higher the 
quintile, the lower the farm-income share (Table 2). Subsistence dependence declined with 
income. Higher quintiles had higher sales of crops and vegetables, higher wage incomes 
(mostly for non-farm labor), and higher own-business income, but lower remittances. 

Tables 3 and 4 show income per adult equivalent and income per capita by quintile. From a 
welfare perspective, income per adult equivalent is the most appropriate measure. The lower 
quintiles had strikingly low income per adult equivalent, but this does not necessarily mean 
that consumption levels were that low. Income per adult equivalent for the lowest quintile 
grew by only 6.5%. Crops harvested for this quintile developed less favorably, with only a 
modest increase in own consumption and sales of crops, and own-business income fell. Wage 
income almost doubled, which is in line with the notion that the wage-income option is 
mainly used by the poorest to supplement their income when other sources yield too little. 
The three middle quintiles saw their income grow by a bit more than 10%. Compared to the 
overall figures in Table 1, these households had a less favorable development of crops and 
own business. Finally, quintile 5 incomes per adult equivalent grew by 29%. This is mostly 
due to increases from crops sold and own-business income. 

Bigsten and Tengstam (2008) study how consumption developed in rural Zambia 1998-
2004 and find that moderate rural consumption poverty fell from 83.5% to 77.5% (the mod-
erate poverty line includes food, health, shelter, and education). They decompose the change 
into one part due to per capita consumption growth and one part due to consumption inequal-
ity change. 

                                                 
6 Even if incomes might be underestimated to some extent, they are mainly in line with the Living Conditions 
Monitoring Survey IV. The Central Statistical Office (2005 p. 86 and 91) reports that total smallholder farm- 
income in 2004 was 2,158 billion Kwacha, whereas Table 6 shows that total smallholder farm income was 1,829 
billion Kwacha. Both income levels are expressed in June/July Kwacha. The smallholder farm income reported 
by CSO (2005) is reasonable in relation to the total smallholder income, smallholder consumption, household 
consumption, and GDP reported by CSO (2005 p. 86 and 99) and World Bank (2007). 
7 There are the same number of persons in each quintile, so for 2004 the poorest 1,500,000 persons (not adult 
equivalents) are in quintile 1. “Poor” means belonging to a household with low income per adult equivalent (not 
per capita). 



 7

Table 2.  2001 and 2004 Income Diversification Shares by Quintile  
Quintile 1 2 3 4 5 
Year 2001 2004 2001 2004 2001 2004 2001 2004 2001 2004 

Income Source -------------------------- percent --------------------------- 
Farm income 85.8 89.1 81 86 79 81 65.9 74.4 34 44.3 
Farm work 1.6 2.3 1.4 1.3 2.7 2.3 3.3 3.7 2.6 2.0 
Non-farm work 1.1 2.1 2.5 3.1 2.8 4.2 10.4 6.6 28.0 22.6 
Own-business income 6.5 4.0 10.3 8.1 12.1 11.0 17.7 14.0 34.3 30.4 
Remittances 5.0 2.4 4.4 1.8 3.3 1.7 2.8 1.3 1.3 0.8 
Sum (percent) 100 100 100 100 100 100 100 100 100 100 

 
 

Table 3.  2001 and 2004 Income Diversification per Adult equivalent by Quintile 
Quintile 1 2 3 4 5 
Year 2001 2004 2001 2004 2001 2004 2001 2004 2001 2004 

Income Source --------------- 2004 Kwacha per adult equivalent (in 1000s) --------------- 
Farm income 48,8 54 107 129 182,9 208 269 334 446 749 
Farm work 0.9 1.4 1.9 1.9 6.5 6.0 13.6 16.7 33.7 33.9 
Non-farm work 0.6 1.3 3.2 4.6 6.5 10.9 42.2 29.7 369.2 381.7 
Own-business incom 3.7 2.4 13.6 12.2 28.1 28.3 72.0 62.8 450.9 514.5 
Remittances 2.9 1.5 5.8 2.7 7.6 4.4 11.2 5.8 16.6 13.5 
Sum 56.8 60.5 131.7 150.1 231.7 257.5 407.8 449.1 1316.4 1692.4 
 
 
Table 4. 2001 and 2004 Income Diversification Per Capita by Quintile 
Quintile 1 2 3 4 5 
Year 2001 2004 2001 2004 2001 2004 2001 2004 2001 2004 

Income Source -----------------------2004 Kwacha per  capita (in 1000s) ------------------ 
Farm income 37.7 44.5 82 106 141.6 172 209 277.5 345 625 
Farm work 0.7 1.1 1.4 1.6 5.0 4.9 10.6 13.9 26.1 28.3 
Non-farm work 0.5 1.1 2.5 3.8 5.1 9.0 32.8 24.6 285.8 318.6 
Own-business income 2.9 2.0 10.4 10.1 21.7 23.4 56.0 52.2 349.1 429.4 
Remittances 2.2 1.2 4.5 2.2 5.9 3.7 8.7 4.8 12.9 11.2 
Sum 43.9 49.9 101.3 124.2 179.2 212.6 317.1 372.9 1019.1 1412.5

 
 

The growth is found to have contributed 6.5 percentage points of the fall, while inequality 
change reversed the fall by 0.2 percentage points. (There was also a 0.3 percentage point re-
sidual.) Their findings are in line with our findings for the development of the rural small-
holders’ incomes from 2001 to 2004. Incomes were generally higher in 2004, but inequality 
did not decrease. 

To be able to identify livelihood strategies, we classify households according to their 
sources of income. To simplify, we do not take remittances into account (this is only 1-2% of 
total income). This leaves us with 15 potential activity combinations, if we do not include 
those for which no income at all was registered. We use the panel data set, i.e., the observa-
tions that exist for both years. A household that derived farm income but had no other income 
has  the activity combination farming-only, denoted F. A household that derived income only 
from farming and agricultural wage work has the activity combination FA, and so on. Tables 
5 and 6 present the activity combinations for 2001 and 2004, respectively. 

The overall pattern changes little between Tables 5 and 6. Households engaged in non-
agricultural wage work or own-business generally have higher incomes than others. 
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Table 5.  Income by Activity Combination, 2001 (in 2004 Kwacha per Adult Equivalent, 1000s) 
Activity 
combina-
tion 

Farm 
income 

Farm 
work 

Non-farm 
work 

Own 
business 

Total 
income 

Activity 
freq. % 

F 235.36 0.00 0.00 0.00 235.36 50.94 
FA 216.36 164.19 0.00 0.00 380.55 4.66 
A 0.00 50.61 0.00 0.00 50.61 0.02 
FN 201.20 0.00 562.28 0.00 765.91 9.11 
N 0.00 0.00 505.37 0.00 505.37 0.10 
FB 210.77 0.00 0.00 333.19 542.90 26.38 
FAB 151.63 77.79 0.00 123.28 353.80 2.27 
FNB 221.58 0.00 384.51 328.03 934.11 5.14 
B 0.00 0.00 0.00 274.57 274.57 0.54 
AB 0.00 333.08 0.00 158.26 491.34 0.04 
NB 0.00 0.00 432.59 117.24 550.30 0.06 
FAN 128.15 40.95 186.65 0.00 355.65 0.30 
FANB 201.81 94.30 238.90 136.42 672.69 0.44 
All 220.09 10.17 73.71 109.05 412.99 100.00 

Notes: F = Farm income, A = Agricultural wage work, N = Non-agricultural work, B = Own-business income. 
Activity frequency is based on population and not households.  

 
 

Table 6.  Income by Activity Combination, 2004 (per Adult Equivalent, 1000s) 
Activity 
combina-
tion 

Farm 
income 

Farm 
work 

Non-Farm 
work 

Own 
business 

Total 
income 

Activity 
freq.% 

F 301.83 0.00 0.00 0.00 301.83 53.49 
FA 199.11 155.32 0.00 0.00 353.92 5.09 
A 0.00 83.05 0.00 0.00 83.05 0.17 
FN 310.54 0.00 554.91 0.00 865.45 10.21 
N 0.00 0.00 697.48 0.00 697.48 0.14 
FB 345.62 0.00 0.00 368.34 713.97 22.08 
FAB 206.21 94.62 0.00 180.94 482.18 2.58 
FNB 312.90 0.00 417.55 405.00 1135.45 4.93 
B 0.00 0.00 0.00 838.27 838.27 0.29 
AB 0.00 14.93 0.00 11.64 26.65 0.02 
NB 0.00 0.00 1137.88 436.07 1573.95 0.08 
FAN 216.36 84.64 97.86 0.00 399.39 0.49 
FANB 197.48 77.43 168.67 150.06 593.03 0.44 
All 302.18 11.32 80.97 108.72 503.17 100.00 

Notes: F = Farm income, A = Agricultural wage work, N = Non-agricultural wage work, B = Own-business 
income. Activity frequency is based on population and not households.  

 
 

Comparing Tables 5 and 6 shows how the activity frequencies for the different activity com-
binations developed. The full-time farmer share increased in size. The shares that include 
own-business generally decreased, while the shares that include wage work increased. The 
poor development of own-business is somewhat surprising; to be able explain it further we 
would need to know more about the kinds of businesses generating the income. Generally, 
farmers were less diversified in 2004 than in 2001. Table 7 shows paths from one type of 
combination in 2001 to another in 2004. The entries in the table show where those who 
started in a certain activity combination in 2001 ended up in 2004. 
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Table 5.  Income by Activity Combination, 2001 (in 2004 Kwacha per Adult Equivalent, 1000s) 
Activity 
combina-
tion 

Farm 
income 

Farm 
work 

Non-farm 
work 

Own 
business 

Total 
income 

Activity 
freq. % 
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All 220.09 10.17 73.71 109.05 412.99 100.00 

Notes: F = Farm income, A = Agricultural wage work, N = Non-agricultural work, B = Own-business income. 
Activity frequency is based on population and not households.  

 
 

Table 6.  Income by Activity Combination, 2004 (per Adult Equivalent, 1000s) 
Activity 
combina-
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Farm 
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Non-Farm 
work 

Own 
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Total 
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Activity 
freq.% 
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Table 7. Percentage Moving from One Activity Combination to Another from 2001 to 2004 
 F FA FN FB FAB FNB Rest Sum Freq. 

in 2001 
F 69.0 4.1 5.5 16.8 1.7 2.2 0.8 100 50.9 
FA 45.9 23.8 8.0 13.3 4.6 2.9 1.3 100 4.7 
FN 27.9 4.8 40.0 9.0 0.9 13.2 4.1 100 9.1 
FB 45.8 3.7 5.4 36.6 3.0 3.6 2.0 100 26.4 
FAB 48.1 9.0 4.9 21.2 8.8 4.3 3.6 100 2.3 
FNB 26.2 5.4 23.7 22.5 3.7 15.3 3.3 100 5.1 
Rest 38.6 0.0 11.1 28.3 2.7 13.2 6.1 100 1.5 

Notes: F = Farm income, A = Agricultural wage work, N = Non-agricultural work, B = Own-business income. 
Rest = A, N, B, AB, NB, FAN and FANB. Percentages are based on population and not households.  

 
 

For example, the first row contains the households that had activity combination F in 2001. 
Of those, 69.0% still had F in 2004, while 4.1% had FA and 5.5% had FN. We see that 16.8% 
of the households that had the activity combination F in 2001 had diversified into FB by 
2004.  

70.1% (Table 7, Row 2, Columns 1, 3, 4, and 6) of those earning income from a combina-
tion of their own farm  and agricultural wage work in 2001 did not receive any agricultural 
wage income in 2004. Thus, working on others’ farms is not generally a permanent feature of 
smallholder income generation in Zambia.  Most of the households that were full-time farm-
ers in 2001 had the same activity combination in 2004, but 31% (Row 1, columns beyond F) 
had diversified further into wage work and/or business. Clearly, there are considerable fluc-
tuations in incomes and income structures in rural Zambia.  

Looking at the values on the diagonal in Table 7, we see that it is not a general pattern that 
households remained in the same activity combination. For example, only 40% of the house-
holds that started in FN had the same activity combination in 2004. However, it is at the same 
time clear that a household was much more likely to end up in FN if it started in FN than if it 
started with another activity combination. We see that 53.2% of those that started in FN re-
mained in FN or had diversified further into FNB by 2004, and that 39.0% of those that were 
in FNB in 2001 were still in FNB or FN in 2004. This means that FNB includes numerous 
households that often change activity combination. We further note that of those that started 
in FB, 43.2% stayed in FB or diversified further, while 45.8% fell back to F. 

These descriptive tables show that there is extensive income diversification among Zam-
bian smallholders, and that increasing diversification seems to generally be associated with 
higher incomes. However, to be able to say something more substantive about causality and 
the driving forces we need econometric analysis.  

 
5.  Explaining income diversification of smallholders 

In the econometric analysis we look at several related aspects of smallholder income diversi-
fication and incomes. Before we do the analysis, let us present the variables used in the re-
gressions. 

 

5.1.  Explanatory variables 

From the theoretical review we concluded that important determinants of household income 
are endowments, market access, and access to finance. From our data set we were able to 
extract variables that reflect the first two dimensions, while we do not have any direct meas-
ure of access to finance.  
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First we have data reflecting the assets of households. We include a variable for the age of 
the household head (Age) and its square (Agesq) to pick up potential life-cycle effects. We 
also include three dummy variables measuring the level of education of the household head: 
primary (grades 1-7), secondary (grades 8-12 or forms 1-5), and tertiary (form 6, college, or 
higher). The default category in the regressions is no education. We also include a dummy for 
female headship, and a measure of land per laborer; i.e., hectares of land per household 
member aged 15-64 (all the household’s land and not only cultivated land). To pick up possi-
ble effects of indivisibility, we also include a variable for the absolute size of the household 
labor force.  

We include market access in two ways. First, we include provincial dummies for eight 
provinces: Lusaka, Central, Copper Belt, Eastern, Luapula, Northern, North Western, and 
Western; Southern is the default. Three provinces – Lusaka, Copper Belt, and Central – stand 
out as the most urbanized. (Households in Lusaka and Copper Belt have by far the shortest 
distance to a market, Thurlow and Wobst, 2004.) One would therefore expect it to be much 
easier for smallholders in these three provinces to diversify. Table A3 and the map in Appen-
dix C provide additional information about the provinces. We also include a second, more 
direct measure of market orientation: the fraction of agricultural output that a household sells 
in the market. 

Access to credit may to some extent be picked up by the provincial dummies, which reflect 
different levels of economic integration, including development of a financial system. The 
market-orientation variable can also to some extent be taken to reflect access to cash that can 
be used, for example, for investment in alternative activities. Market orientation and size of 
labor force are used in the selection regressions but not in the income regressions.  

We encountered some problems with the age and education variables: Individuals some-
times answered differently in the two waves. In fact, only 47% reported exactly the same year 
of birth in the two waves. For another 15%, the difference was not more than one year, while 
for about 10% the difference was more than ten years. In terms of education, 40% answered 
the same in 2004 as in 2001. For another 25%, the difference was not more than one year, 
while for about 10% the difference was more than four years. Although these differences are 
a concern, they do not seem to be systematic for either variable. Hence, we feel it is accept-
able to use these two variables in most of our regressions. However, we do not include them 
in the fixed-effects panel estimates since these are more sensitive to measurement error. 

In the econometric analysis undertaken to explain income diversification of smallholders, 
we use the panel data set, i.e., the observations that existed in both years. There were 6,922 
households in the 2001 survey, of which 1,580 were not in the 2004 survey. Out of those that 
were not in the 2004 survey, 707 households had moved out of the Standard Enumeration 
Area (SEA), 390 had dissolved, and 362 had not been possible to contact (Republic of Zam-
bia, 2004). Thus, the attrition rate was 22.8%. Households that left the survey had on average 
95% of the income of the total 2001 sample; 26.7% were female-headed compared to 21.7% 
for the whole sample; and they were on average 1.8 years younger, yet with 0.14 more years 
of schooling. Overall, they were not very different from the households that remained in the 
sample. 

Of the households that were included in both waves, some did not report any information 
about their household heads, or about how much land they had. Moreover, some households 
reported negative or zero incomes, and some had no labor force in the age bracket 15-64. 
After deleting these households, since they can not be used in the econometric analysis, the 
data set includes 4,819 households. 
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5.2. Selection into activity combinations 

The first key issue is to understand the determinants of activity combinations, i.e., the factors 
and constraints that determine what activities households enter into. We base our analysis on 
the structure of activity combinations shown in the previous section.  We only discuss the six 
most common activity combinations, since the other nine were very unusual. We first run a 
multinomial logit regression explaining selection into activity combinations in 2001. Market 
orientation and size of labor force are used in these regressions, but not in the income regres-
sions. Market orientation likely matters for selection into activity combinations, since it can 
offer the cash needed to change activity. Size of labor force arguably matters since individu-
als cannot be in two different places at the same time. However, there are less clear reasons 
for these two variables to influence income level per se.  

  Table 8 shows the marginal effects. The most striking result is that location, i.e., province, 
mattered a lot. If a household resided in the most urbanized province, Lusaka, it was particu-
larly likely to have an activity combination other than farming only (F). Households in 
Southern, the default, had a 44 percentage points higher probability than those in Lusaka of 
being in farming only, and they were less likely to be in FA or FN. Households in Western 
and Luapula were particularly likely to be in FB (21 and 17 percentage points more likely, 
respectively, than those in Eastern), FAB, or FNB. Households in some of the poorer regions 
where there is a limited market for agricultural wage work instead seemed to go into business 
on the side to supplement their farm incomes. Households in the provinces along the Line of 
Rail were more likely to be in FA. Also, the more market oriented the agricultural production 
of a household, the more likely it was to be in FB. Income from sale of agricultural output 
probably helped relieve the financial constraint on entering own-business. Overall, it seems 
clear that the character of diversification depends strongly on location and market access. 

Households with high land/labor ratios were more likely to be in farming only; one extra 
hectare per laborer increased the probability by 1.6 percentage points. This means that house-
holds shift into agricultural wage work when they are short of own land. The absolute size of 
the labor force also has some effect, with smaller size associated with some activity in com-
bination with farming. Small households may suffer from indivisibility problems when trying 
to allocate their labor time across activities. Households with better educated heads were 
much more likely than others to diversify into FN or FNB. Secondary education increased the 
probability of being in the FN category by 11 percentage points, while tertiary education in-
creased it by 64 percentage points. Thus, education can take a household out of agriculture, 
although the combination farmer and own-business is less likely if the head has tertiary edu-
cation. Tertiary education opens up primarily for non-agricultural wage work. The probability 
of being a full-time farmer is progressively reduced by education: by 8 percentage points for 
primary, 19 percentage points for secondary, and 57 percentage points for tertiary. Clearly, 
education opens up the market for much better paid non-agricultural wage work, which of 
course is a way out of poverty, as was suggested by the descriptive tables in the previous sec-
tion.  

Households with more market-oriented agricultural production were more likely to diver-
sify into business (FB), while their probability of also engaging in agricultural wage work 
(FA), or non farm wage income (FN), was reduced. A possible interpretation of this is that 
the cash generated by market-oriented agriculture helps lift the cash constraint on entering 
business. Female-headed households were less likely than others to be in FN, which may re-
flect the combination of females often being less geographically mobile (because of tradi-
tional household or family duties) than males and non-farm wage work often requiring long-
distance travel. Finally, if the household head was young, the household was a bit more likely 
to be in FB, although this effect was quite weak. 
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Table 8.  Marginal Effects for Selection into Activity Combination, 2001  
Activity 
combination 

F FA FN FB FAB FNB 

Age01 0.002 -0.001 0.00604** 0.00828*** -0.000 0.001 
Agesq01 0.000 0.000 -0.00007** 0.00006*** -0.000 -0.000 
Primary01* -0.084*** -0.002 0.018 0.055*** 0.000 0.012* 
Secondary01* -0.191*** -0.011 0.112*** 0.048** 0.000 0.040*** 
Tertiary01* -0.567*** -0.033*** 0.637*** -0.140*** -0.003 0.103*** 
Female01* 0.026 -0.002 -0.029*** 0.009 0.003 -0.005 
Landplabor01 0.016*** -0.015*** -0.007** 0.006*** -0.000 0.001 
Lusaka* -0.440*** 0.121*** 0.060* 0.095** 0.070** 0.051** 
Copperbelt* -0.207*** 0.124*** 0.016 -0.001 0.056*** 0.014 
Central* -0.082*** 0.043** 0.009 0.023 0.013* -0.004 
Eastern* -0.008 0.018 0.012 -0.031* 0.013** -0.003 
Luapula* -0.272*** 0.035** 0.005 0.142*** 0.045*** 0.034** 
Northern* -0.018 -0.011 0.001 0.026 0.002 -0.001 
Nwestern* -0.065* 0.002 0.020 0.039 0.000 -0.001 
Western* -0.295*** 0.022 -0.007 0.183*** 0.054*** 0.035** 
Market orientation01 0.014 -0.024* -0.031** 0.048** -0.001 -0.007 
Laborforce01 -0.012*** 0.001 0.002 0.006** 0.000 0.003** 
Frequency 52.0% 4.7% 8.0% 27.1% 2.5% 4.5% 

Notes:  F = Farm income, A = Agricultural wage work, N = Non-agricultural work, B = Own-business income. 
Marginal effects from a multinomial logit. The marginal effects are for discrete changes of dummy variables (*) 
from 0 to 1 and for other variables for changes at the mean. Robust standard errors, * significant at the 10% 
level, ** at the 5% level, and *** at the 1% level. 

 
 
In conclusion, the first result that emerges from this stage of our analysis is that location 

matters a lot. If a household operates in a more diversified and urbanized environment, it is 
able to diversify more easily. Primary and secondary education open up opportunities for 
non-agricultural wage work, and to some extent for business. Diversification into agricultural 
wage work depends especially on land shortage, which suggests that it is partly distress ori-
ented. 

 
5. 3.  Determination of level of income 

Next we look at the determinants of the logarithm of the level of real income. We need to 
somehow normalize for household size, and the most appropriate way to do this if we want to 
explain incomes is to do it per laborer (members of the household in the age bracket 15-64 
years). We checked for specification with a Hausman test, which suggested that we use fixed-
effects estimation. We therefore run FE panel regressions with two waves of observations. A 
time dummy is added. 

We run two different panel regressions. We start with one on the activity combinations 
chosen and the control variables (but dropping education and age of head as discussed ear-
lier); see Table 9, Column 1. The activity combinations are obviously endogenous, so we go 
on to estimate a second equation with only the other determinants (Col. 2), which in this case 
includes both the direct effect on income and the indirect effect via activity choice. 

Looking at the first panel regression (Col. 1) where we control for gender and land per la-
borer, we see that FA is associated with 42% higher income than F. Since the left-hand vari-
able is the logarithm of income and the estimate of the FA dummy is 0.351, we carry out 

42.01351.0 =−e  to get the effect on income level. We use this method throughout the paper, 
except when the parameter estimate is smaller than 25% so the parameter estimate is a good 
approximation. 
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Table 8.  Marginal Effects for Selection into Activity Combination, 2001  
Activity 
combination 
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Table 9.  Fixed-Effects Regressions (Col. 1-2) and Pooled OLS Regressions (Col. 3-6) for Log 
Level of Income, 2001 and 2004 

 Col. 1 Col. 2 Col. 3 Col. 4 Col. 5 Col. 6 
Female -0.138* -0.168** -0.437*** -0.520*** -0.287*** -0.316*** 
Landplabor 0.134*** 0.131*** 0.063*** 0.057*** 0.061*** 0.058*** 
FA 0.351***  0.268***  0.277***  
FN 0.714***  1.022***  0.779***  
FB 0.711***  0.684***  0.729***  
FAB 0.748***  0.562***  0.619***  
FNB 1.086***  1.214***  1.095***  
t04 0.168*** 0.143*** 0.168*** 0.148*** 0.179*** 0.158*** 
Age     -0.021*** -0.021*** 
Agesq     0.000*** 0.000*** 
Primary     0.179*** 0.246*** 
Secondary     0.444*** 0.601*** 
Tertiary     1.304*** 1.780*** 
Lusaka     0.263*** 0.476*** 
Copperbelt     0.135*** 0.191*** 
Central     0.148*** 0.174*** 
Eastern     0.146*** 0.091** 
Luapula     -0.410*** -0.276*** 
Northern     -0.152*** -0.117*** 
Nwestern     -0.222*** -0.212*** 
Western     -0.540*** -0.381*** 
Constant 12.408*** 12.756*** 12.547*** 12.921*** 12.924*** 13.202*** 
Observations 9638 9638 9638 9638 9638 9638 

Notes: Robust standard errors; * significant at the 10%; ** at the 5% level; *** at the 1% level. 
 
 
FN, FB, and FAB are associated with approximately 100% and FNB with 200% higher in-
come than F. Hence, we see a very clear pattern of incomes going up with diversification, 
although the regression suffers from some endogeneity problems. When we consider the total 
effect of the deeper variables (Col. 2), we see that the total negative effect of having a female 
household head on income is about 17%, while the land/labor ratio has a strong positive ef-
fect: 13% per hectare/laborer. With the FE model, we do not get any estimates of time invari-
ant variables such as province.8 

OLS estimates of the pooled sample are shown for comparison and as an attempt to get 
some estimates of the impact of education, age, and location. Columns 3 and 4 repeat the 
regressions in Columns 1 and 2, while Columns 5 and 6 show the results for regressions with 
all variables included. The first set of results (Col.3-4) are similar to those in the fixed-effects 
regressions. The second set of regressions (Col. 5-6) are also broadly consistent for the vari-
ables included in the fixed-effects regressions, although we here also pick up the effects of 
education, age, and province. Even with all these controls included, the estimates for the ef-
fect of activity combination (Col. 5) are about the same as in the panel estimation (Col. 1). 
Looking at the controls in Column 5, we see that Luapula and Western, the two provinces 
with high degrees of diversification despite being remote, had a strongly negative effect on 
income levels.  

                                                 
8 We have tested the effect of a dependency ratio (people aged 0-14 and 65 and older divided by the labor force 
aged 15-64). It turns out that the effect on output per laborer is positive. This reflects the fact that the dependents 
after all do contribute something to output. When we ran the regression on income per adult equivalent instead, 
we found a strongly negative effect. This shows that dependents indeed add something to output, but much less 
than proportionately. 
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Table 10. Log Income Per Laborer 2004; Separate Regressions by Activity Combination, 2001 
 F01 FA01 FN01 FB01 FAB01 FNB01 
Lnincomeplabor01 -1.476*** -0.147 -2.624*** -0.417 0.979 -0.090 
Lnincomeplabor012 0.075*** 0.023 0.118*** 0.028 -0.017 0.020 
Age01 -0.024*** 0.015 -0.011 -0.010 -0.035 -0.092** 
Age012 0.000** -0.000 -0.000 0.000 0.000 0.001** 
Primary01 -0.017 -0.111 -0.027 0.037 -0.256 0.223 
Secondary01 0.035 -0.085 0.376* 0.216** -0.191 0.239 
Tertiary01 0.085 -0.567** 0.621*** 0.443* 0.000 0.960*** 
Female01 -0.190*** -0.102 -0.337* -0.170** 0.180 -0.581** 
Landplabor01 0.035*** -0.021 0.015 0.026*** 0.047 0.082*** 
Central 0.085 -0.122 0.195 0.263** -0.436 0.468* 
Copperbelt 0.146 0.012 0.362* 0.526*** -0.220 0.481** 
Eastern 0.330*** 0.109 0.518*** 0.574*** 0.291 0.591** 
Luapula 0.027 -0.457* -0.064 0.127 -0.244 0.285 
Lusaka 0.547*** -0.012 0.563*** 0.028 -0.201 0.386 
Northern 0.062 0.392 0.298* 0.215** 0.092 0.215 
Nwestern 0.289*** 0.084 0.340* 0.240 -1.564* 0.705*** 
Western -0.349*** -0.154 -0.110 -0.030 -0.844 0.310 
F04  -0.715*** -0.957*** -0.770*** -1.204*** -1.477*** 
FA04 0.303***  -0.386** -0.590*** -0.806** -0.876*** 
FN04 0.581*** 0.194  -0.264** 0.603 -0.374** 
FB04 0.664*** 0.240 -0.176  -0.233 -0.780*** 
FAB04 0.723*** 0.193 -0.338** -0.087  -0.407* 
FNB04 0.891*** -0.167 0.310** 0.127 0.893*  
Rest04 0.029 -0.315 -0.344 -0.403* -1.562* -0.740* 
Constant 19.983*** 11.427 27.650*** 14.099*** 5.418 13.134 
R-squared 0.293 0.454 0.613 0.313 0.581 0.571 
Observations 2504 224 386 1307 118 215 
Note: Robust standard errors in parentheses; * significant at 10%; ** significant at 5%; *** significant  
at 1%. 

 
 

Column 6 shows that the total effect of the deeper variables is considerable, and that educa-
tion and living in the Lusaka province had a strong positive effect. We also see that the total 
effect of living in Luapula or Western was negative. This means that the indirect positive 
effect of the high probability of diversification is more than cancelled out by the direct nega-
tive effect. Column 5 shows that activity combination matters very much, even when control-
ling for education and province, etc. 
 

5.4. Income and changes for activity combinations 

In this section we split the sample into subsamples, based on activity combination in 2001. 
Within each subsample we look at how shifting from one activity combination to another 
influences income. By controlling for initial income, we can hopefully significantly reduce 
reverse causality. However, we still cannot avoid endogeneity completely. It could be that, 
e.g., unemployment led to both return to F and lower income in 2004. The six regressions, 
one for each initial activity combination, are presented in Table 10. The first regression in-
cludes only households that had the activity combination F in 2001, and the second includes 
only those that had the activity combination FA in 2001, etc. The dummy FN04 captures 
households that had changed to FN by 2004, etc. Having the same activity combination both 
years is the default. In both regressions, we control for initial income, i.e., income per laborer 
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in 2001. In addition, we use the same controls as in the previous two regressions. To capture 
potential non-linear effects we add the squared value of initial income. 

Let us first consider the households that started in F. This is the intuitively most appealing 
regression. If you start in F, does it pay to diversify? The effect of changing to any other ac-
tivity combination was statistically significantly positive. In fact, the magnitude was huge: 
Changing to FA gave an approximately 35% higher income, and changing to FN, FB, or FAB 
resulted in an approximately 80-100% increase. Yet, changing to FNB seems to be the most 
lucrative alternative, since it gave about a 140% higher income compared to staying in F. 
Next we look at those that started in FB. For these households it was statistically significantly 
negative to revert back to F, since it lowered income levels by 54%. It was also negative to 
change to FA and FN. These changes are associated with a decrease in income by 45% and 
23% respectively. The other dummy estimates are not statistically significant. 

Looking at the other four regressions, one should keep in mind that these subsamples are 
quite small, and these estimations therefore have less power. Nevertheless, the overall picture 
is that it generally pays to switch from a less diversified to a more diversified activity state. 
Starting in any activity combination other than F, changing to F was connected with a lower 
income in 2004. This means that it was negative to revert from FA back to F, although we 
considered FA to partly exemplify distress diversification, based on our earlier selection re-
gressions. If a household was in FN, it paid to diversify into business as well. If a household 
starts out as mixed (FAB and FNB), it should stay mixed, and the best option is to be fully 
diversified (FNB), albeit without participating in agricultural wage work. 

 
5.5.  Income growth within an activity combination 

So far we have analyzed the impact of activity combinations, changes in activity combina-
tions, and deeper determinants of income. What remains to investigate are the deeper deter-
minants of income growth within activity combinations. We thus estimate income growth per 
category according to activity combination in 2001. We correct for sample-selection bias by 
using the results from the multinomial selection estimates presented in Table 8.9 The results 
for our six income categories using the Lee (1983) sample selection correction method are 
reported in Table 11.10 Since there are statistically significant correlations between the re-
siduals in the income growth regression and the residuals from the multinomial logit model, 
the selection correction model should be used. 

The estimates for all activity combinations except F have very high standard errors. This is 
due to both the small samples and the estimation method, and results in low power for these 
regressions. Very few estimates are therefore statistically significant. However, the estimates 
are in line with our expectations; education matters the most for FN and FNB, and female-
headed households are punished the most within FN and FNB. As expected, the land-per-
laborer ratio has a positive effect for full-time farming households, but the stronger and posi-
tive effect for FNB is more difficult to explain. Looking at the influence of province, we see 
that it mattered for full-time farming households in 2001. Living in the Lusaka province is 
associated with a 56% higher annual growth than living in Southern. Households engaged in 
FN or FNB benefited from living in Lusaka (where there are more well-paid jobs available), 
and those engaged in FB or FNB benefited from living in Copperbelt. 
                                                 
9 In regressions like these there is always a risk of selection bias. We first ran a Heckman estimation with two 
states, F vs. all others. This showed that we had significant selection bias. Therefore we use a selection-
correction model. 
10 For comparison we ran an OLS regression on each activity combination without sample selection correction. 
The estimates are shown in Table A4 in Appendix E. Except for the province parameters the estimates are simi-
lar to our Lee (1983) estimates. The OLS province estimates for F are much weaker than the Lee (1983) esti-
mates. 
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Table 11.  Income Growth 2001-2004 by Activity Combination in 2001 
(Selection bias correction based on the multinomial logit model, the Lee (1983) correction method) 

 F FA FN FB FAB FNB 
Lnincomeplabor01 -0.806*** -0.462 -1.202*** -0.526*** 0.310 -0.564 
Lnincomeplaborsq01 0.024*** 0.011 0.040*** 0.012** -0.018 0.014 
Age01 -0.012*** 0.010 -0.007 0.006 -0.032* -0.007 
Agesq01 0.000** -0.000 0.000 -0.000 0.000 0.000 
Primary01 0.062*** -0.040 -0.004 -0.052 -0.070 0.148 
Secondary01 0.166*** -0.107 0.186 0.022 -0.081 0.301* 
Tertiary01 0.484*** -0.422 0.239 0.510*** Dropped 0.800*** 
Female01 -0.082*** -0.091 -0.136 -0.069*** 0.316 -0.302*** 
Landplabor01 0.008*** -0.038 0.004 0.004 -0.088 0.022** 
Lusaka 0.561*** 0.161 0.168* -0.038 1.095 0.431*** 
Copperbelt 0.173*** 0.082 0.091 0.186*** 1.050 0.294** 
Central 0.076*** 0.046 0.082 0.063 0.431 0.123 
Eastern 0.078*** -0.003 0.107* 0.200*** 0.476 0.096 
Luapula 0.227*** -0.109 0.007 -0.058 0.846 0.141 
Northern 0.042* 0.124 0.116** 0.062 0.283 0.055 
Nwestern 0.114*** -0.024 0.076 0.041 -0.743 0.133 
Western 0.130** -0.043 -0.019 -0.141** 0.820 0.186 
_mF 0.476***      
_mFA  -0.129     
_mFN   0.046    
_mFB    0.443***   
_mFAB     -1.003  
_mFNB      -0.384 
Sigma2 0.212 0.215 0.102 0.521 8.427 1.135 
Rho 1.034 -0.278 0.143 0.613 -0.345 -0.360 
Constant 7.085*** 3.876 8.942*** 5.308*** -2.927 4.109 
Observations 2504 224 386 1307 118 215 

Note: F = Farm income, A = Agricultural wage work, N = Non-agricultural work, B = Own-business income.  
The variables labeled _m are consistent estimators of conditional expected values of the residuals derived from 
the multinomial logit model. The coefficients on these variables are functions of the covariance between the 
residual in the regression and the residuals (or some function of the residuals) from the multinomial logit model. 

 
 

6.  Policy conclusions 

The analysis in the previous sections showed that smallholders in Zambia are dependent on a 
range of off-farm income sources. Our analysis showed that greater diversification is associ-
ated with higher income per laborer. It is therefore important not to look at rural policies as 
only those concerning agriculture. Paving the way for diversification is a key ingredient in a 
package of poverty-reducing policies, although measures that facilitates income-generating 
activities other than agriculture will also be beneficial for agriculture. The diversification 
route to higher income for rural households requires a well-functioning economic environ-
ment and general policies that make it possible for new income-generating activities to 
emerge. Of course, poverty may also be reduced by households leaving agriculture altogether 
and migrating to town. In fact, this is expected to be the long-term pattern, but at the present 
stage in the development of Zambia this type of migration is only realistic for a minority of 
people.  

We identified three main sets of determinants of diversification that can be affected by pol-
icy interventions, namely factors related to endowments, markets and transaction costs, and 
finance.  
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The most basic endowment of a smallholder household is land. There is high variation 
within districts in terms of land ownership. In areas under traditional tenure (94% of the 
land), the local chief decides on land allocation. Although everyone is supposed to have land 
according to capability, this is of course a flexible concept; in reality, influence seems to mat-
ter a lot as well. Therefore, local allocation of land in more fair ways seems highly important. 
Insecurity of tenure may have substantial effects on the willingness of farmers to invest and 
on their ability to use land as collateral for loans to finance investment. It is also a problem 
that some cultivable Zambian land is not cultivated. So improved and more secure access to 
land is important both for investment and productivity in agriculture, and to create a basis for 
diversification out of agriculture. 

Human capital is another key endowment of smallholder households. Farmers with better 
skills can improve productivity on the farm, but education also opens up opportunities for 
non-agricultural wage work. It also opens up the route to own-business income, although to a 
lower degree. 

The second set of determinants of diversification relates to market access. Our most strik-
ing finding is that location, i.e., province of residence, matters a lot. A household in a more 
diversified and urbanized environment is able to diversify more easily. Farmers that are in 
more developed economic regions are able to exploit their assets and diversify much more 
effectively than  those in the periphery. Location is a very important determinant of income 
differences in Zambia. Thus, to help households in regions with poor integration into the eco-
nomic network there is need for measures that reduce their costs of transactions and interac-
tions. Hence, resources should be used to improve infrastructure such as roads and electricity, 
extension services, and education. This is probably a more efficient way of helping house-
holds in the poor locations, than the subsidy schemes that at present dominate the Ministry of 
Agriculture budget.  

In the 1980s, up to 17% of the national budget was devoted to maize and fertilizer policies, 
but these expenditures were later scaled back. However, in recent years as much as 70% of 
the Ministry of Agriculture budget has gone to fertilizer subsidies and maize marketing, plus 
stockholding programs. Despite these efforts, only 20% of small farmers in Zambia currently 
use fertilizers. Farmers’ effective demand for fertilizer must be built up by making fertilizer 
use profitable. This could be done by developing output markets and regional trade. Jayne et 
al. (2007) argue that “sustained investment in crop science, effective extension programs, 
physical infrastructure, and a stable and supportive policy environment” is where public sec-
tor resources could be best used. The recent government subsidy policies have also under-
mined the emerging private input supply industry. Private sellers of fertilizer are in trouble; 
many do not even hold fertilizer in stock any more, since the market has been taken away. 
Local traders and network sellers need a predictable environment in order to consider long-
term engagement in the sector. 

Thirdly, we noted that the lack of finance is a serious constraint on income diversification 
and growth in rural Zambia. We noted in our analysis that households that were more market 
oriented in terms of agricultural production, also diversified more out of agriculture. A possi-
ble interpretation of this is that the cash income generated by market-oriented agriculture 
helps lift the cash-constraint on entering business. Cash constraints hinder diversification into 
both business and new crops. It is therefore crucial to give more households access to credit. 
This can be accomplished via direct measures, but also by strengthening the overall economic 
environment. 

Policy-makers should thus keep in mind that rural household incomes are not derived from 
agriculture alone. A strong focus should therefore be placed on measures to facilitate small-
holder income diversification. Typically, these are policies aimed at building up the small-
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holder households’ assets, to develop the economic environment so that smallholders get bet-
ter market access, and to develop credit facilities that are accessible for smallholders.  

 
Appendix A.  The Variables 

Activity combinations: 
F  Farm income 
A   Agricultural wage income (or “Farm work”) 
N  Non-agricultural wage income (or “Non-farm work”) 
B  Own-business income 
 
FA  Farm income and agricultural wage income 
FN  Farm income and non-agricultural wage income 
Etc… 
 
FAB  Farm income, agricultural wage income, and own-business income 
Etc… 
 
Other variables 
Land  land in hectares 
Laborforce labor force aged 15-64 
LandpLaborer land/labor force 
Age, Education referring to the household head 
Female  female-headed household 
Market orientation the fraction of agricultural output that a household sells in the market 
Total income total real income in June/July 2004 Kwacha 
Incomeplaborer real income/labor force 
Incomeplaborer- annual percentage change of income per laborer 
growth 
 
 
District 
Southern is the default 
 
 
Education 
Primary  Grades 1-7 
Secondary Grades 8-12 (forms 1-5) 
Tertiary  Form 6, college, or higher  
Default  No education 
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Appendix B.  Summary Statistics for the Panel Data Set 
 
Table A1. The Variables 
Variable Obs Mean Std. dev. Min Max 
LncomepLaborer01 4819 776220  1489086 1019.518 5.64e+07 
LncomepLaborer04 4819 930026         1844360 1818.182 5.72e+07 
LncomepLaborerGrowth 4819 0.0457     0.4041 -2.224043 2.473509 
Totalincome01 4819 2424640      5003368 5209.096 1.38e+08 
Totalincome04 4819 2916466      6935249 10000 1.85e+08 
Farmincome01 4819 761857      1211612 0 2.44e+07 
Agricultural wage income 01 4819 30538     206146 0 3600000 
Non agric. wage income01 4819 214393     914397 0 1.64e+07 
Own business income01 4819 369360      2109611 0 7.08e+07 
Remittances01 4819 24268     95300 0 1945000 
Farmincome04 4819 1817569      4958687 0 1.83e+08 
Agricultural wage income 04 4819 60086     415558 0 9455000 
Non agric. wage income04 4819 431948      2122798 0 4.86e+07 
Own business income04 4819 606862      3607145 0 1.20e+08 
Remittances04 4819 31451     189738 0 5000000 
Landplabor01 4819 1.355      3.106 0.0144643 139 
Landplabor04 4819 1.338     3.203 0.015625 139 
Laborforce01 4819 3.245     1.868 1 22 
Laborforce04 4819 3.356     1.968 1 26 
Land 4819 3.810   7.429 0.06 240.8725 
Age01 4819 45.19    14.16 15 91 
Agesq01 4819 2243      1388 225 8281 
Age04 4819 47.70     14.10 16 94 
Agesc04 4819 2474     1448 256 8836 
Primary01 4819 0.6032 0.4892 0 1 
Secondary01 4819 0.2056      0.4042 0 1 
Tertiary01 4819 0.0269      0.1620 0 1 
Primary04 4819 0.6051      0.4888 0 1 
Secondary04 4819 0.2014      0.4011 0 1 
Tertiary04 4819 0.0292      0.1685 0 1 
Female01 4819 0.1851      0.3884 0 1 
Female04 4819 0.2029      0.4022 0 1 
Market orientation01 4786 0.2709      0.2694 0 1 
Market orientation04 4777 0.3116      0.2867 0 1 
Adult equivalts01 4819 5.051     2.642 0.1733333 32.58 
Household size01 4819 6.500      3.378 0.6666667 41 
Adult equivalts04 4819 5.199     2.619 0.0833333 32.53833 
Household size04 4819 6.259     3.123 0.0833333 40.66667 
Central 4819 0.1093      0.3121 0 1 
Copperbelt 4819 0.0576      0.2331 0 1 
Eastern 4819 0.2129      0.4094 0 1 
Luapula 4819 0.1110      0.3141 0 1 
Lusaka 4819 0.0298      0.1702 0 1 
Northern 4819 0.1873      0.3902 0 1 
Nwestern 4819 0.0589      0.2355 0 1 
Southern 4819 0.1263      0.3323 0 1 
Western 4819 0.1064      0.3084 0 1 
F01 4819 0.5196      0.4996 0 1 
A01 4819 0.000415        0.02037 0 1 
B01 4819 0.004150      0.06429 0 1 
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Variable Obs Mean Std. dev. Min Max 
N01 4819 0.001245     0.03526 0 1 
FA01 4819 0.04648     0.2105 0 1 
FB01 4819 0.2712     0.4446 0 1 
FN01 4819 0.08009     0.2714 0 1 
AB01 4819 0.000415       0.02037 0 1 
AN01 4819 0           0 0 0 
NB01 4819 0.0006225     0.02494 0 1 
FAB01 4819 0.02448     0.1545 0 1 
FAN01 4819 0.002905     0.05382 0 1 
FNB01 4819 0.04461     0.2064 0 1 
ANB01 4819 0            0 0 0 
FANB01 4819 0.003735     0.06100 0 1 
F04 4819 0.5490     0.4976 0 1 
A04 4819 0.001452      0.03808 0 1 
B04 4819 0.004150     0.06429 0 1 
N04 4819 0.002075     0.04551 0 1 
FA04 4819 0.05084     0.2196 0 1 
FB04 4819 0.2236     0.4167 0 1 
FN04 4819 0.09317     0.2907 0 1 
AB04 4819 0.000415       0.02037 0 1 
AN04 4819 0            0 0 0 
NB04 4819 0.0006225     0.02494 0 1 
FAB04 4819 0.02365     0.1519 0 1 
FAN04 4819 0.004357     0.06587 0 1 
FNB04 4819 0.042539     0.2018 0 1 
ANB04 4819 0            0 0 0 
FANB04 4819 0.003942     0.06267 0 1 
 
 
 
Table A2.  Trajectories, Frequencies 
paths from one type 
of combination to another 

frequency paths from one type 
of combination to another 

frequency 

FtoF 0.3552 FNtoF 0.0217 
FtoFA 0.0211 FNtoFA 0.0039 
FtoFB 0.0906 FNtoFB 0.0070 
FtoFN 0.0282 FNtoFN 0.0327 
FtoFAB 0.0089 FNtoFAB 0.0006 
FtoFNB 0.0112 FNtoFNB 0.0105 
FAtoF 0.0205 FABtoF 0.0116 
FAtoFA 0.0116 FABtoFA 0.0020 
FAtoFB 0.0062 FABtoFB 0.0051 
FAtoFN 0.0035 FABtoFN 0.0012 
FAtoFAB 0.0022 FABtoFAB 0.0024 
FAtoFNB 0.0014 FABtoFNB 0.0010 
FBtoF 0.1236 FNBtoF 0.0114 
FBtoFA 0.0097 FNBtoFA 0.0022 
FBtoFB 0.1004 FNBtoFB 0.0105 
FBtoFN 0.0155 FNBtoFN 0.0103 
FBtoFAB 0.0070 FNBtoFAB 0.0016 
FBtoFNB 0.0093 FNBtoFNB 0.0068 
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Appendix C.  Descriptive Tables 
 
Table A3.  The Provinces 

Province Capital Average income 
per hh and month, 

000’ 

Population Density 
(people 
/km²) 

Line of 
Rail 

Distance to 
market (km)11 

Lusaka Lusaka 734 1,391,329 63.5 X 4.2 
Copperbelt Ndola 665 1,581,221 50.5 X 3.9 
Central Kabwe 443 1,012,257 10.7 X 17.6 
Southern Livingstone 474 1,212,124 14.2 X 16.4 
Eastern Chipata 490 1,306,173 18.9  20.0 
Luapula Mansa 318 775,353 15.3  18.6 
Northern Kasama 378 1,258,696 8.5  25.0 
North-Western Solwezi 427 583,350 4.6  19.7 
Western 
(Barotseland) 

Mongu 356 765,088 6.1  23.0 

Zambia Lusaka 502 9,885,591 13.1  14.8 
Note: Income from CSO (2005). Pop. (for 2000) and pop. density from Administrative Divisions of Countries 
by Gwillim Law. Distance to markets from Thurlow and Wobst (2004). 
 
 
Map A1. 
 

                                                 
11 Dist. to markets = Average distance from household to food and input markets. 
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Province Capital Average income 
per hh and month, 

000’ 

Population Density 
(people 
/km²) 

Line of 
Rail 

Distance to 
market (km)11 

Lusaka Lusaka 734 1,391,329 63.5 X 4.2 
Copperbelt Ndola 665 1,581,221 50.5 X 3.9 
Central Kabwe 443 1,012,257 10.7 X 17.6 
Southern Livingstone 474 1,212,124 14.2 X 16.4 
Eastern Chipata 490 1,306,173 18.9  20.0 
Luapula Mansa 318 775,353 15.3  18.6 
Northern Kasama 378 1,258,696 8.5  25.0 
North-Western Solwezi 427 583,350 4.6  19.7 
Western 
(Barotseland) 

Mongu 356 765,088 6.1  23.0 

Zambia Lusaka 502 9,885,591 13.1  14.8 
Note: Income from CSO (2005). Pop. (for 2000) and pop. density from Administrative Divisions of Countries 
by Gwillim Law. Distance to markets from Thurlow and Wobst (2004). 
 
 
Map A1. 
 

                                                 
11 Dist. to markets = Average distance from household to food and input markets. 
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Appendix D.  Regressions 

Table A4.  Log Income Growth 2001-2004 by Activity Combination Without Sample Selection Cor-
rection 

 F FA FN FB FAB FNB 
Lnincomeplabor01 -0.831*** -0.476 -1.205*** -0.527*** 0.554 -0.528 
Lnincomeplabor012 0.025*** 0.012 0.040*** 0.012 -0.027 0.013 
Age01 -0.010*** 0.011 -0.004 -0.004 -0.036** -0.021* 
Age012 0.000*** -0.000 0.000 0.000 0.000* 0.000 
Primary01 0.003 -0.037 0.002 0.020 -0.094 0.088 
Secondary01 0.037 -0.083 0.210*** 0.085** -0.071 0.136 
Tertiary01 0.098 -0.342*** 0.306*** 0.194** 0.000 0.455*** 
Female01 -0.062*** -0.089 -0.150** -0.065** 0.033 -0.273*** 
Landplabor01 0.010*** -0.021 0.001 0.007** -0.022 0.022*** 
Lusaka 0.217*** 0.087 0.179** 0.045 -0.092 0.271** 
Copperbelt 0.051 0.011 0.095 0.186*** -0.073 0.228*** 
Central 0.021 0.012 0.085 0.100** -0.186 0.179** 
Eastern 0.088*** -0.015 0.111* 0.156*** -0.091 0.121 
Luapula 0.033 -0.132 0.006 0.075* -0.148 0.025 
Northern 0.041 0.146 0.117* 0.097*** 0.143 0.083 
Nwestern 0.077** -0.021 0.083 0.085 -0.722* 0.182* 
Western -0.084** -0.057 -0.025 0.022 -0.246 0.074 
Constant 6.849*** 4.178 8.822*** 4.895*** -1.530 4.961 
R-squared 0.330 0.328 0.217 0.289 0.218 0.295 
Observations 2504 224 386 1307 118 215 
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What Explains the International Location of Industry? 
-The Case of Clothing 

 
 

Sven Tengstam* 
 
 

The clothing sector has been a driver of diversification and growth for countries that 
have graduated into middle income. Using a partial adjustment panel data model for 61 
countries 1975-2000, we investigate the global international location of clothing produc-
tion by using a combination of variables suggested by the Heckscher-Ohlin theory and 
the New Economic Geography (NEG) theory. Our Blundell-Bond system estimator re-
sults confirm that the NEG variables do help explain the location of the clothing industry, 
and point to that convergence is not as inevitable as sometimes assumed. We find that 
closeness to various intermediates such as low-cost labor and textile production has 
strong effects on output. Factor endowments and closeness to the world market have in-
verted U-shaped effects. This is expected since above a certain level several other sectors 
benefit even more from closeness and factor endowments, driving resources away from 
the clothing industry. 

 
 

Keywords: global clothing industry, new economic geography, comparative advantages, 
industrial agglomeration. 
 
JEL classification: F12, F13, L13, L67, R3, R12. 

 
 

1. Introduction 

This article examines one aspect of the globalization process: the determinants of the interna-
tional location of the clothing industry. While it is an in-depth study of the clothing industry per 
se, it should also be seen as a study of industry location in general, where clothing is used as a 
case. Clothing is especially important from a development perspective since it has played a ma-
jor role in the early stages of development in many countries. This has been possible since it is 
labor intensive and prone to relocation as wages increase. For low-income countries, the clothing 
industry still provides an opportunity for expansion of the manufacturing industry (Brenton and 
Hoppe, 2007). The main contribution of this study is that it includes both New Economic Geog-
raphy (NEG) variables and Heckscher-Ohlin variables in an empirical test of the determinants of 
the location of the international clothing industry. This has to our knowledge not been done be-
fore. We find that the NEG variables do help explain the location of the clothing industry.  
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Figure 1. GDP per capita, PPP (% of OECD) 
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Source: World Bank (2007). 
 
 

Gaining a better understanding of what drives the international location of industry sectors could 
be an essential contribution to the convergence-divergence discussion, and to the general under-
standing of the globalization process. This is an urgent topic since globalization has had such 
different impacts in different parts of the world. 

The global economic development has until recently been a disappointment for large parts of 
the world. For example, Easterly and Levine (2001) find that national income levels have di-
verged over the long run. Figure 1 shows the big picture: East Asia has converged fast and stead-
ily toward rich country income levels during the last 30 years, while South Asia has converged 
since the late 1980s, and at a slower pace. At the same time, the other developing regions have 
been diverging more or less throughout and, compared to OECD, Sub-Saharan Africa has re-
duced its relative income since 1975 by half. This is alarming since poverty is much more wide-
spread and incomes are much lower in Africa than in any other region. The relationship between 
international economic integration and growth in less developed countries does not seem to fol-
low one common pattern. The fact that not all countries benefit from globalization is in contrast 
to the convergence predicted by standard neoclassical theory (e.g., Lucas, 2000). 

According to the Heckscher-Ohlin theory, a country will specialize in the sectors in which it 
has a comparative advantage due to factor endowments such as land, labor, and capital. Although 
factor endowments can explain a lot of the basic patterns in the industry location in the world, 
there is considerably more to it. For example, there has been an increasing focus on the impor-
tance of institutions. In fact, a common explanation of the East-Asian miracle relates to good 
institutions and policy (see, e.g., World Bank, 1993). However, while there is no doubt that a 
lack of good institutions can help explain why some regions are less successful, we have also 
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seen examples of the opposite: One is parts of East Asia, which come out as badly as Africa on 
many measures of institutional quality (e.g., corruption), yet show much better development over 
the last 30-40 years.  

Two patterns observed in several sectors are the existence of agglomeration and that industri-
alization happens in waves. This agglomeration is somewhat surprising since the concentration 
of an industrial sector in one geographical area should boost wages and hence induce firms to 
move to other regions. What we instead often observe is that firms cluster more than what can be 
motivated by factor endowments. And when reallocation from the core to the periphery does 
occur, this process is not uniform. The NEG literature1 has tried to tackle these questions by con-
sidering second-nature geography, i.e., the geography of distance between economic agents. By 
assuming increasing returns to scale and imperfectly competitive markets, agglomeration is pos-
sible in this framework. But what drives agglomeration? The core in NEG is that industries are 
linked in an input-output structure, which creates forward and backward linkages. A straightfor-
ward example is a textile industry plant that moves to a town and thereby makes the demand for 
cotton in the area go up. It also creates forward linkage to the clothing industry. 

The main purpose of this article is to test empirically whether NEG can add something to tra-
ditional Heckscher-Ohlin theory in explaining the location of the clothing industry; i.e., are fac-
tor endowments all that matter or does closeness to markets and suppliers of intermediate goods 
also play a role?  Crafts and Mulatu (2004) and Antweiler and Trefler (2002), among others, find 
empirical support for including NEG variables together with Hechscher-Ohlin variables.2 Our 
study is to our knowledge the first to do this for the international clothing industry.  

We use a partial adjustment panel data model, and the empirical strategy is inspired by the 
study of industry location in Europe by Tony Venables and others (Midelfart-Knarvik et al., 
2000). Our framework uses more detailed variables to capture proximity to suppliers, and adds 
variables for trade restrictions. The clothing industry has been strongly affected by trade restric-
tions (see, e.g., Spinanger 1999).3 In the decades following the Second World War, world trade 
was liberalized and grew tremendously. Due to growing low-price competition from developing 
countries in labor-intensive industry sectors, especially in the clothing industry, trade in clothing 
has been regulated in different ways since 1955 to protect jobs and production in the OECD 
countries. The most important agreement has been the Multi-Fiber Agreement (MFA) from 
1974, which included quantitative restrictions on textile exports from developing countries, and 
was discriminatory by country of origin; the exporting countries captured the quota rents from 
the export constraints. While the agreement stipulated a 6 % annual growth of export from de-
veloping countries, the growth rates of quotas were frequently lower than that (Yang et al., 
1997). MFA was phased out 1995-2005, although very little happened before the last year. Tex-
tiles and clothing are now (almost) fully deregulated, and a new agreement, the Agreement on 

                                                 
1 This literature is said to have started with Krugman (1991a and 1991b). Its roots go back to Samuelson (1952), 
Dixit and Stiglitz (1977), Krugman (1979), and Krugman (1980). It was further explored in, e.g., Fujita and Krug-
man (1995) and Krugman and Venables (1995). Fujita et al. (1999) is a synthesized presentation of the field. Geog-
raphers such as J. H. von Thünen have been working with related models for a long time (Fujita, 2000). NEG is also 
related to gravity models, and already Harris (1954) argued that the potential demand for goods produced in one 
location depends on the distance-weighted GDP of all locations.  
2 Antweiler and Trefler (2002), among others, claim that scale economies are an important source of comparative 
advantage in general. Craft and Mulatu (2004) find that NEG does matter, although it was mainly factor endow-
ments that determined the location of the pre-1931 British industry. 
3 Trade barriers have a strong effect on the geographical distribution of industries. E.g., Sanguinetti and Martincus 
(2005) present empirical evidence of this. 
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1 This literature is said to have started with Krugman (1991a and 1991b). Its roots go back to Samuelson (1952), 
Dixit and Stiglitz (1977), Krugman (1979), and Krugman (1980). It was further explored in, e.g., Fujita and Krug-
man (1995) and Krugman and Venables (1995). Fujita et al. (1999) is a synthesized presentation of the field. Geog-
raphers such as J. H. von Thünen have been working with related models for a long time (Fujita, 2000). NEG is also 
related to gravity models, and already Harris (1954) argued that the potential demand for goods produced in one 
location depends on the distance-weighted GDP of all locations.  
2 Antweiler and Trefler (2002), among others, claim that scale economies are an important source of comparative 
advantage in general. Craft and Mulatu (2004) find that NEG does matter, although it was mainly factor endow-
ments that determined the location of the pre-1931 British industry. 
3 Trade barriers have a strong effect on the geographical distribution of industries. E.g., Sanguinetti and Martincus 
(2005) present empirical evidence of this. 
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Textiles and Clothing (ATC), is in place. Since it is notoriously difficult to find good data on 
MFA quotas, we use dummies for facing the risk of quotas. Adjustment costs (lagged dependent 
variable) are used as well. The available data allows us to study 61 countries 1975-2000. 

Our Blundell-Bond system estimator results confirm that the NEG variables do help explain 
the location of the clothing industry, and suggests that the standard neoclassical view (e.g., Lu-
cas, 2000), which sees convergence as inevitable, is too narrow-minded. We find that closeness 
to intermediates (low-cost labor and textile production) has positive effects on output. However, 
closeness to high technology suppliers is negative; it benefits other more sophisticated industries 
and thereby drives resources away from the clothing industry. Access to markets via low trans-
port costs due to a high fraction of the population living close to the coast has a positive effect. 
Factor endowments and closeness to the world market have inverted U-shaped effects. This is 
expected since above a certain level several other sectors benefit even more from closeness, and 
as factor proportions change, comparative advantages change as well. Consequently, resources 
shift to other sectors. 

The remainder of this paper is organized as follows. Section 2 presents theory and earlier stud-
ies, Section 3 describes the estimating equations and choice of variables, and Section 4 discusses 
econometric considerations. Section 5 reports the results and, finally, Section 6 concludes the 
paper. 

 

2. Theory and earlier studies 

NEG starts from an analytical model of monopolistic competition including economies of scale a 
la Dixit and Stiglitz (1977) and transport costs (Samuelson, 1952). We follow Puga and Venables 
(1996) when presenting the NEG framework. Like many other trade theories, it is a very simpli-
fied model, giving us broad suggestions about what to consider. The model assumes that coun-
tries have identical technology and endowments, and contains two sectors: agriculture and indus-
try. Firms in the industrial sector are linked by an input-output structure, which creates forward 
and backward linkages. The interaction of these forces creates externalities, encouraging ag-
glomeration of industry. In fact, if these forces are strong enough, industry will become concen-
trated to one single country.4 Since exogenous overall growth increases the size of the industry 
relative to agriculture, wages will increase in this country relative to wages elsewhere. Eventu-
ally it will be profitable for firms to move out of this country, but since all countries are assumed 
to be identical in technology and endowments, it is random to which peripheral country the firms 
will move. And so it continues: as one country gets one step ahead of the others in the periphery, 
agglomeration forces strengthen the process. As predicted, Barrios et al. (2003) find some em-
pirical support for convergence as total market size increases. 

Puga and Venables (1996) try to establish circumstances under which industrialization takes 
this form. The process of growth is captured in a simple way by assuming an exogenous increase 
in the labor endowment (in efficiency units). We can think of it as a process of technical change, 
raising the productivity of labor in both agriculture and industry. The model is a general equilib-
rium model and has a structure similar to Krugman and Venables (1995) and Dixit and Stiglitz 
(1977). However, Puga and Venables (1996) expand these models by having s industry sectors 
instead of two. The model includes N countries, and for the ith of them we have (all exogenous) 
labor force iL  and arable land iK . Agriculture is perfectly competitive and has constant returns 

                                                 
4 Brakman et al. (2005) argue that agglomeration effects are so strong that it is very hard to carry out regional policy. 
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to scale. The production function for agriculture is Cobb-Douglas in land and labor, with a labor 
share of θ . The industrial sector produces a number of varieties of differentiated products, and 

1>σ  is the elasticity of demand for a single variety. The input-output matrix consists of sη , the 
share of agriculture inputs in the industry sector s, and sr ,µ , the share of industry sector r in in-
dustry sector s. ji,τ  is the iceberg transport cost from country i to country j (the fraction of any 
shipment that “melts away” in transit). The consumer preferences are such that the consumers 
have a linear expenditure system. The subsistence level of agriculture consumption is 0e , and a 
proportion sγ  of income above this level is spent on industry s products. Raw materials are not 
included. 

We do not present all the details of the model here, but given the production functions, con-
sumer preferences, and the parameters, the model predicts the equilibrium output *

,, tuiy  of each 
industry sector u in each country i at each point in time t: 

 
(1) }){,,,};{},{,}{,}({ 0,

,
*

,,
sssr

tjtkjutui eLfy γθσηµτ= . 
 
This means that the variables explaining the size of an industry sector are all transport costs 

(even those between two other countries), labor in every country, and the full input-output ma-
trix. }{and,, 0 se γθσ  are parameters. 

}){},{},{,,,;}{,}({ ,0
,

ssrs
tjtkju eLf ηµγθστ  is not necessarily linear. This kind of complex 

general equilibrium model seldom has a simple solution. As a general equilibrium model it only 
predicts how the equilibrium responds to, for example, exogenous overall growth, but says noth-
ing about the speed of this transition. By expanding the model to a dynamic model we make it 
more realistic. 

Puga and Venables (1996) ask which industries relocate first when the world economy grows 
and transport costs decrease, and doing simulations they find that the answer depends largely on 
the strength of the linkages among industries, which involve the structure of the input-output 
matrix (the elements in this matrix are }{ ,srµ  and }{ sη ). They find three basic aspects: First, 
when industries differ in labor intensity, the prediction is that labor-intensive industries move 
first. Second, when we can rank industries from upstream to downstream, there is no clear pre-
diction. Third, when some industries are strongly linked to the rest and some are weakly linked, 
the weakly linked move first. Since the clothing industry is labor intensive and quite weakly 
linked, it should be one of the first to move. This is also what we observe. 

The conclusion of the NEG theory is that the agglomeration forces act both through closeness 
to intermediate suppliers and through closeness to output markets. The clothing industry benefits 
from such closeness, ceteris paribus, but since other sectors might also benefit from the close-
ness, and thereby drive away resources from the clothing industry, the total effect might be the 
opposite: the clothing industry might actually lose from being close to, e.g., suppliers of ad-
vanced capital and technology. An industry sector might also benefit from closeness up to a cer-
tain level, and then lose; i.e., there might be an inverted U-shaped effect of closeness. This could 
happen if the effect of other sectors driving away resources from the clothing industry is weak at 
low levels of closeness and stronger at high levels of closeness. The impact of the closeness vari-
ables is tested together with the comparative advantage in the form of physical capital, human 
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capital, and arable land. These factor endowments might have negative or inverted U-shaped 
effects, since the arguments used regarding closeness also apply to factor endowments. 

A lot of theoretical work has been done in the NEG tradition; recent papers include Holmes 
and Stevens (2005) and Gallo (2005). However, there is less empirical work focusing strictly on 
NEG. One implication of the NEG approach that can be tested is the “home market effects.” 
Davis and Weinstein (1998) find strong such effects. On a sub-national level there are studies 
suggesting that clustering does exist. However, there are few empirical studies of clustering at 
the international level (see Overman et al., 2001, for an overview of the field). Very few empiri-
cal studies have been done on geography and the clothing industry. Elbadawi et al. (2001) ana-
lyze empirically the export performance of textile and clothing manufacturers in six Sub-Saharan 
African countries, and find that geography is important and that domestic transport costs are 
even more influential than international transport costs. 

 

3. Estimating equations and choice of variables 

We put the variables from equation (1) and the variables suggested by Heckscher-Ohlin theory in 
the same estimating equation, and use a partial adjustment panel data model. Our model is in line 
with Midelfart-Knarvik et al. (2000), whose econometric analysis includes 13 EU countries and 
33 industries. They construct a very general simulation model, and use the simulation output to 
inform their choice of functional form. The model is estimated for several industries simultane-
ously, but if we express the estimating equation for only the clothing industry we get: 

 
(2) ))((lnlnln ,* jclothingjjj

ij
j

ii
clothing
i zxmanpopcs κγββα −−+++= ∑ . 

 
The share of country i in the total activity of the clothing industry is denoted *clothing

is , which is 
the equilibrium value; c  is a constant; ipop  is the share of the EU population living in country i; 

iman  is the share of the total EU manufacturing located in country i; j
ix is the level of the jth 

country characteristic (the country characteristics are closeness variables and factor endowments) 
in country i; clothingjz ,  is the clothing industry value of the industry characteristic (e.g., capital 
intensity) paired with country characteristic j; and, finally, jj κββα ,,, , and jγ  are coefficients. 

jγ  is the “normal” level of the jth country characteristic, and jκ is the “normal” level of the in-
dustry characteristic paired with country characteristic j. Dropping the superscript clothing and 
rearranging we can write equation (2) as:  

 
(3) j

ij
j

iii xmanpopcs ∑+++= ββα ˆlnlnˆln * . 

 
In equation (3), ∑ −−=

j
jjjj zcc )(ˆ κγβ  and )(ˆ jjjj z κββ −= . jβ̂  measures the sensitiv-

ity of the clothing industry to variations in country characteristics, and is a combination of jβ , 
which measures the general sensitivity of all industries to country characteristic j, and )( jjz κ− , 
which measures how important characteristic j is for the clothing industry specifically. 
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Equation (3) can be seen as a special case of equation (1). We estimate a partial adjustment 
equation where equation (3) is considered the desired (or equilibrium) value. The country charac-
teristics j

ix  are the factor endowments, closeness to markets, and intermediate suppliers. There 
are also a couple of differences compared to Midelfart-Knarvik et al. (2000). We focus on one 
industry sector, but go further in trying to capture forward and backward linkages. Instead of 
using market potential as a country characteristic that captures all NEG aspects, we use the rele-
vant factors (textile output, etc.). We also expand the model by making it dynamic. Our model is 
linear in the parameters, but in contrast to Midelfart-Knarvik et al. (2000) we allow the variables 
to be nonlinear. 

When the equation is expanded and includes partial adjustment, we have a dynamic linear 
model. The adjustment equation is:  

 
(4) )ln)(ln1(lnln 1,

*
,1,, −− −−=− titititi ssss λ . 

 
)1( λ− is the coefficient of adjustment. This is rewritten as:  

 
(5) *
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that is: 
 
(6) )ˆlnlnˆ)(1(lnln ,,,1,,
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j
titititi xmanpopcss ∑+++−+= − ββαλλ .     

     
Equation (6) is our estimating equation, and the variables described below are included as 

country characteristics j
tix ,  (the details concerning the variables are discussed in Appendix 1).  

Closeness to intermediate suppliers is represented by manufacturing wage, textile industry out-
put, and distance to advanced technology (airdist). Manufacturing wage is used instead of size of 
the labor force,5 since labor force is strongly correlated with the already included population 
( tipop , ); i.e. having labor force and population in the same regression would give severe multi-
colinearity. When interpreting the results for manufacturing wage one should be aware that this 
variable might capture more than intended. The textile industry output is included as the share of 
total world output. Distance to advanced technology (airdist) is measured as the shortest distance 
to the closest city of Tokyo, Rotterdam, and New York. This variable was first used in Gallup et 
al. (1999), and is assumed to be a proxy for international transport cost of advanced capital goods 
that are unavailable in local or regional markets. 

Closeness to output markets is represented by the distance-weighted world GDP (GDP-dist),6 
coastal population, tariffs, and infrastructure. GDP-dist captures how well located a country is 
with respect to markets, or in other words how close it is to the world market. It is calculated as 
the sum of the GDPs of all countries divided by the distance to that particular country. Coastal 

                                                 
5 There is not always a clear distinction between NEG variables and comparative advantage variables. Labor force 
can also be seen as a comparative advantage variable. 
6 Measures like this are often used in empirical NEG work, but usually not as one of many variables.  Breinlich 
(2005), for example, uses a “transport cost weighted sum of the surrounding locations’ GDP” and relates it to in-
come levels. 
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population is calculated as the percentage of the population living less that 100 km from the 
coast or a navigable river. This variable was first used in Gallup et al. (1999). Tariffs on clothing 
exports is the most difficult variable to find a good measure of; Appendix 2 provides a deeper 
discussion on this. A dummy indicating being under the risk of Multi-Fiber Agreement (MFA) 
quotas is to our knowledge the best available alternative and is therefore used. Unfortunately, 
this dummy is quite rough, and there might be a risk of endogeneity. A country might be classi-
fied as an LDC and thereby avoid quotas because it has been less successful in expanding its 
industry. Two alternative measures, import duty (in percent of imports) and a developing country 
dummy, are used as robustness test. The developing country dummy refers to all countries except 
those that were OECD countries before 1994 (plus Turkey).7 There is therefore no risk of en-
dogeneity in this dummy. Telephone connections per 1,000 people is used as a proxy for infra-
structure. 

The comparative advantage effects are represented in the regressions by capital per worker, 
human capital, and arable land per worker. Capital per worker is based on the Bosworth and 
Collins (2003) estimate of capital stocks, human capital is represented by average years of 
schooling in the total adult population (older than 15) from the Barro and Lee (2000) dataset, and 
arable land per person is measured as hectares per person. 

As mentioned earlier, the total effect of closeness and factor endowments might not be linear 
and positive, but could be inverted U-shaped or negative, since other sectors may benefit even 
more from the closeness and factor endowments and thereby attract resources away from the 
clothing industry. In the estimating equation, manufacturing output as a share of world manufac-
turing output is controlled for. Therefore the effects of the right hand variables, given the level of 
manufacturing, are estimated. This makes it even more likely that we will find a negative or in-
verted U-shaped effect of closeness and factor endowments. What the effect is expected to be 
depends on the importance of the variables for the clothing industry and for other industry sec-
tors. Among the other industries we find many that are advanced, but also ones that are less ad-
vanced than clothing. 

The size of the textile industry is expected to have a positive effect on clothing production, 
while being under the risk of MFA quotas is expected to have a negative effect. For most of the 
other closeness variables we expect a mostly positive, but perhaps inverted U-shaped, effect. 
Physical and human capital, as well as distance to advanced technology, are expected to have 
inverted U-shaped, mostly negative, effects. Arable land per person is expected to have a nega-
tive but probably small effect. 

Based on the simulation results of Midelfart-Knarvik et al. (2000), we use the logarithms of all 
but four variables: Schooling is included without logarithms in line with the Mincer equation 
(Mincer, 1974), which relates the logarithm of earnings linearly to years of education. Coastal 
population can not exceed 100 % and airdist can not exceed approximately 10,000 km, and often 
when a variable has an upper limit it is more realistic to include it without logarithms. Including 
the logarithm of coastal population would be based on the assumption that going from 2 to 4 
percent has the same effect as going from 20 to 40 percent, which is implausible. The same rea-
soning can be applied to airdist. MFA is a dummy.  
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Table 1. Countries in the dataset, with year of gaining LDC and/or Lomé country status (when appropri-
ate). 
Developed  
countries 

Developing 
countries 

LDC status Lomé status Developing 
countries, cont. 

LDC status Lomé status 

Australia Algeria   Kenya  1969 
Austria Argentina   Korea, Rep.   
Canada Bangladesh 1975  Malawi yes 1975 
Denmark Bolivia   Malaysia   
Finland Brazil   Mauritius  1975 
France Cameroon  1963 Mexico   
Greece Chile   Mozambique 1988 1984 
Ireland China   Nicaragua   
Italy Colombia   Pakistan   
Japan Costa Rica   Panama   
Netherlands Dominican   1984 Peru   
N. Zealand Ecuador   Philippines   
Norway Egypt   Senegal 2000 1963 
Portugal El.Salvador   Singapore   
Spain Ghana  1975 South Africa  1995 
Sweden Guatemala   Sri Lanka   
UK Honduras   Thailand   
USA India   Trinid. & To.  1975 
 Indonesia   Tunisia   
 Iran   Turkey   
 Israel   Tanzania yes 1969 
 Jordan      
Notes: A country is considered to have Lomé status if it is included in the Yaoundé or Lomé agreement. Developed 
country refers to all OECD countries before 1994 except Turkey. 
Source: UN (2005), European Commission (2007). 

 
 

Table 2. Summary statistics 
Variable Obs. Mean S.D. Min Max 
Lnclothshare 1220 -6.12 2.14 -13.16 -0.93 
Lnpopshare 1220 -5.81 1.57 -9.94 -1.48 
Lnmanshare 1220 -6.01 2.02 -11.28 -1.00 
Lntextshare 1220 -5.99 2.14 -11.37 -1.34 
Airdist 1172 3.69 2.63 0.14 9.59 
Lnmanwage 1220 8.91 1.14 5.39 10.73 
Lngdpdist 1220 22.28 0.61 21.00 23.92 
Coastal population  1172 70.10 31.61 0.00 100.00 
Lninfrastructure 1220 4.24 1.78 -0.20 6.63 
MFA 1220 0.52 0.50 0.00 1.00 
Impduty 1034 9.27 9.36 0.00 73.71 
Lnkapworker 1220 9.88 1.56 6.48 12.44 
Schoolyears 1220 6.33 2.61 0.95 11.89 
Lnarable 1210 -1.76 1.27 -8.30 1.12 
Institutions 1141 5.90 3.61 2.00 13.00 
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Table 3. Regression analysis of the determinants of clothing production with successively fewer quadratic 
terms included (using Blundell-Bond system estimator, dependent variable: ln Clothing Share) 
 1. 2. 3. 4. 5. 6. 
Lagged lnclothshare 0.537*** 0.550*** 0.550*** 0.458*** 0.453*** 0.444*** 
 (0.114) (0.111) (0.107) (0.116) (0.119) (0.110) 
Lnpopshare -0.277** -0.293** -0.279** -0.306** -0.298** -0.276** 
 (0.132) (0.133) (0.121) (0.123) (0.118) (0.119) 
Lnmanshare 0.554*** 0.549*** 0.528*** 0.646*** 0.640*** 0.620*** 
 (0.155) (0.148) (0.144) (0.154) (0.151) (0.146) 
Lntextshare 0.153** 0.157** 0.162** 0.171*** 0.175*** 0.183*** 
 (0.063) (0.062) (0.063) (0.063) (0.064) (0.065) 
Airdist -0.033 -0.019 -0.023 0.099*** 0.101*** 0.090*** 
 (0.131) (0.127) (0.124) (0.032) (0.031) (0.030) 
Airdist2 0.012 0.011 0.011    
 (0.013) (0.013) (0.012)    
Lnmanwage -0.659 -0.735 -0.682 -0.910 -0.869 -0.167** 
 (0.470) (0.488) (0.501) (0.545) (0.526) (0.083) 
Lnmanwage2 0.031 0.036 0.033 0.044 0.041  
 (0.026) (0.027) (0.028) (0.030) (0.029)  
Lngdpdist 14.426** 13.791** 13.105** 12.953** 12.866** 12.730** 
 (5.758) (5.586) (5.459) (5.303) (5.100) (5.007) 
Lngdpdist2 -0.319** -0.303** -0.288** -0.283** -0.281** -0.279** 
 (0.129) (0.125) (0.122) (0.118) (0.114) (0.112) 
Coastal population 0.000 0.001 0.004 0.005* 0.004* 0.004* 
 (0.009) (0.009) (0.003) (0.003) (0.002) (0.002) 
Coastal population2 0.000 0.000     
 (0.000) (0.000)     
Lninfrastructure -0.139 -0.103 -0.087 -0.102 -0.160* -0.144 
 (0.231) (0.216) (0.223) (0.231) (0.089) (0.088) 
Lninfrastructure2 0.002 -0.004 -0.005 -0.008   
 (0.031) (0.028) (0.029) (0.028)   
MFA -0.041 -0.056 -0.075 -0.213 -0.218 -0.239 
 (0.180) (0.169) (0.159) (0.191) (0.188) (0.162) 
Lnkapworker 1.343* 1.360** 1.324** 1.903** 2.035*** 1.865*** 
 (0.680) (0.670) (0.658) (0.777) (0.695) (0.626) 
Lnkapworker2 -0.073** -0.076** -0.074** -0.103** -0.109*** -0.100*** 
 (0.035) (0.034) (0.033) (0.039) (0.035) (0.032) 
Schoolyears 0.157 0.141 0.136 0.143 0.168* 0.167* 
 (0.111) (0.104) (0.100) (0.088) (0.095) (0.088) 
Schoolyears2 -0.011 -0.010 -0.009 -0.009 -0.011* -0.010* 
 (0.009) (0.008) (0.008) (0.006) (0.006) (0.006) 
Lnarable 0.029 0.047 0.031 0.042 0.042 0.029 
 (0.099) (0.057) (0.046) (0.046) (0.044) (0.046) 
Lnarable2 -0.000      
 (0.011)      
Constant -166.028** -159.511** -151.749** -152.630** -152.467** -152.651*** 
 (64.393) (62.601) (61.406) (60.323) (58.201) (57.071) 
Observations 1128 1128 1128 1128 1128 1128 
Number of countries 61 61 61 61 61 61 
Note: Robust standard errors.   * significant at 10%; ** significant at 5%; *** significant at 1%. 
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The data used for clothing, textile, and manufacturing is from the Industrial Statistical Database 
from UNIDO (2005). It is mostly the data availability in this database, and in the capital stock 
estimates by Bosworth and Collins (2003), that has limited our study to 61 countries 1975-2000. 
The countries are presented in Table 1, and summary statistics for the variables are presented in 
Table 2. We use yearly data. Doing the regressions with five year averages instead gives similar 
estimates, but lower statistical significance due to smaller sample size. Using yearly data forced 
us to interpolate years of schooling between the reported values for every five years (see Appen-
dix 1 for a presentation of the variables). We believe that the benefit of not having to throw away 
information by averaging variables over time outweighs that we have to interpolate one variable.  

The effects might be diminishing, which can be captured by a quadratic term. We test this suc-
cessively (see Table 3) and find that only GDPdist, capital per laborer, and years of schooling 
have a statistically significant quadratic term. This, finally, gives us the following estimating 
equation:  
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4. Econometric considerations 

We use a panel model since we want to control for unobserved heterogeneity in the form of time- 
invariant country-specific effects. When estimating a dynamic panel data model the lagged de-
pendent variable is correlated with the compound disturbance, which makes it necessary to take 
some extra steps. The general approach relies on IV estimators. We use the Blundell-Bond 
(1998) system estimator (Bond, 2002, is a good introduction), which is based on the Arellano-
Bond (1991) estimator – sometimes called “the difference GMM estimator.” Consider the model 

 
(7) )(1, itiittiit xyy υηβα +++= − , 

 
where itx  is a vector of explanatory variables that might be strictly exogenous, predetermined, 

or endogenous; iη  are unobserved group-level effects; and itυ  is a disturbance term. First-
differencing (7) gives: 

 
(8) itittiit xyy υβα ∆+∆+∆=∆ −1, . 

 
Now itυ∆  is correlated with 1, −∆ tiy , so we need an instrument. 1, −∆ tiy  is instrumented with 

lagged 2, −tiy . Endogenous and predetermined (lagged) variables in first differences are instru-
mented with two time lags of their own levels. 

The difference GMM estimator can be expanded to a system estimator (Arellano and Bover, 
1995; Blundell and Bond, 1998). A system uses both difference equations and level equations. 

 11

The data used for clothing, textile, and manufacturing is from the Industrial Statistical Database 
from UNIDO (2005). It is mostly the data availability in this database, and in the capital stock 
estimates by Bosworth and Collins (2003), that has limited our study to 61 countries 1975-2000. 
The countries are presented in Table 1, and summary statistics for the variables are presented in 
Table 2. We use yearly data. Doing the regressions with five year averages instead gives similar 
estimates, but lower statistical significance due to smaller sample size. Using yearly data forced 
us to interpolate years of schooling between the reported values for every five years (see Appen-
dix 1 for a presentation of the variables). We believe that the benefit of not having to throw away 
information by averaging variables over time outweighs that we have to interpolate one variable.  

The effects might be diminishing, which can be captured by a quadratic term. We test this suc-
cessively (see Table 3) and find that only GDPdist, capital per laborer, and years of schooling 
have a statistically significant quadratic term. This, finally, gives us the following estimating 
equation:  

 

(6’) 

)ln)(

)(lnln

infln100ln)(lnln

lnlnln
ln)(1(lnln

,15
2

,14

,13
2

,12,11,10

,98
2

,7,6

,54,3,2

,11,,

titi

titititi

tiititi

tiititi

tititi

arablesschoolyear

sschoolyearkaplaborkaplaborMFA

erastructurcrpopgdpdistgdpdist

manwageairdisttextsharemanshare
popshareconstareclothingshareclothingsh

ββ

ββββ

ββββ

ββββ
βλλ

+

+++++

+++

++++

++−+= −

. 

 

4. Econometric considerations 

We use a panel model since we want to control for unobserved heterogeneity in the form of time- 
invariant country-specific effects. When estimating a dynamic panel data model the lagged de-
pendent variable is correlated with the compound disturbance, which makes it necessary to take 
some extra steps. The general approach relies on IV estimators. We use the Blundell-Bond 
(1998) system estimator (Bond, 2002, is a good introduction), which is based on the Arellano-
Bond (1991) estimator – sometimes called “the difference GMM estimator.” Consider the model 

 
(7) )(1, itiittiit xyy υηβα +++= − , 

 
where itx  is a vector of explanatory variables that might be strictly exogenous, predetermined, 

or endogenous; iη  are unobserved group-level effects; and itυ  is a disturbance term. First-
differencing (7) gives: 

 
(8) itittiit xyy υβα ∆+∆+∆=∆ −1, . 

 
Now itυ∆  is correlated with 1, −∆ tiy , so we need an instrument. 1, −∆ tiy  is instrumented with 

lagged 2, −tiy . Endogenous and predetermined (lagged) variables in first differences are instru-
mented with two time lags of their own levels. 

The difference GMM estimator can be expanded to a system estimator (Arellano and Bover, 
1995; Blundell and Bond, 1998). A system uses both difference equations and level equations. 



 12

The level equations include a random effect.8 The system has two advantages: The estimations 
are more efficient than when only using differences, since lagged levels are often poor instru-
ments for first differences, and we can estimate the parameters of the time-invariant variables. In 
the level equations, predetermined (lagged) and endogenous variables are instrumented with lags 
of their differences. 

The instruments we use in the instrument matrix are standard 2SLS and not GMM instru-
ments, since GMM instruments are highly biased in small panels. We use the two step estimator 
with the Windmeijer (2000) correlations of the robust standard errors. The Arellano-Bond (1991) 
test for serial correlation is applied to the first-difference equation residuals, itυ∆ . First order 
serial correlation is expected, but higher order serial correlation indicates that itυ  is serially cor-
related. If itυ  itself is MA(1) , then itυ∆  is MA(2); hence 2, −tiy  is not a valid instrument for 

1, −∆ tiy , while 3, −tiy  remains available as an instrument. If itυ  is AR(1), then no lags are valid as 
instruments.9 The Arellano-Bond test for serial correlation is applied in our regressions to the 
difference-equation residuals. These residuals are found to be first order serial correlation as ex-
pected in most regressions, but the test does not indicate second order serial correlation in any of 
them. All our system regressions pass the Difference-in-Hansen tests of exogeneity of instrument 
subsets.10 

Looking at the correlation matrix in Table 4, we see that schoolyears, lninfrastructure, and 
lnkapworker mainly have correlation coefficients of 0.8 and higher between each other. This is 
also true for lnclothshare, lnmanshare, and lntextshare. This indicates multicolinearity and leads 
to lower power with higher standard errors and lower statistical significance, since our system 
estimator includes level equations. 

In this type of regression there is always a risk of spurious regression. The left hand variable is 
most likely stationary. On the right hand we have five non-stationary variables: schoolyears, 
capital per worker, GDPdist, manufacturing wage, and infrastructure, plus the squared terms of 
the first three of these. Since we have more than one non-stationary variable on the right hand 
side, the regression might still be legitimate, even if the left hand variable is stationary. At the 
end of the day the question is whether our model is correctly specified or misspecified; can these 
explanatory variables that are growing over time have a constant effect on the stationary variable 
on the left hand side?  During this limited time period (1975-2000) and in the nearest future, it is 
not unreasonable to assume that the variables included with a quadratic term are correctly in-
cluded in the model. This would mean that the “optimal level” of these variables is constant dur-
ing this period, which in turn means that nothing indicates that our model is misspecified or that 
we have a problem with spurious regression. Still, one should be cautious. A Multivariate Aug-
mented Dickey-Fuller panel unit root test cannot be done since the panel is not balanced.  

                                                 
8 The level equations work as an extension of the Hausman and Taylor (1981) formulation of the random effects 
model, which utilizes instrumentation. Time-invariant variables correlated with the country effect are instrumented 
with time-varying variables uncorrelated with the country effect. However, we have no reason to suspect such a 
correlation in our model. 
9 If we suspect that itυ  is serially correlated, a Hansen J-test can be carried out to determine whether itυ  is MA or 
AR. 
10 This is used instead of a Difference-in-Sargan test since the Sargan statistic is not robust to heteroskedasticity or 
autocorrelation.  
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8 The level equations work as an extension of the Hausman and Taylor (1981) formulation of the random effects 
model, which utilizes instrumentation. Time-invariant variables correlated with the country effect are instrumented 
with time-varying variables uncorrelated with the country effect. However, we have no reason to suspect such a 
correlation in our model. 
9 If we suspect that itυ  is serially correlated, a Hansen J-test can be carried out to determine whether itυ  is MA or 
AR. 
10 This is used instead of a Difference-in-Sargan test since the Sargan statistic is not robust to heteroskedasticity or 
autocorrelation.  
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Table 4. Pairwise correlation coefficients for the independent variables 
 Lnclo Lnpop Lnman Lntex Airdi Lnmanw Lngdp Coast Ininf MFA Lnkap School 
Lnclothshare 1.00            
Lnpopshare 0.50 1.00           
Lnmanshare 0.89 0.67 1.00          
Lntextshare 0.80 0.76 0.90 1.00         
Airdist -0.47 -0.13 -0.52 -0.43 1.00        
Lnmanwage 0.48 -0.16 0.48 0.25 -0.38 1.00       
Lngdpdist 0.48 0.12 0.48 0.38 -0.70 0.42 1.00      
Coastal 
population 

0.39 -0.04 0.39 0.21 -0.46 0.37 0.34 1.00     

Lninfrastructure 0.52 -0.19 0.48 0.30 -0.51 0.65 0.64 0.49 1.00    
MFA -0.03 -0.12 -0.10 -0.10 -0.11 -0.16 0.21 0.08 0.29 1.00   
Lnkapworker 0.63 -0.19 0.60 0.37 -0.48 0.87 0.61 0.48 0.95 -0.01 1.00  
Schoolyears 0.60 0.02 0.59 0.40 -0.38 0.68 0.55 0.48 0.87 0.16 0.81 1.00 
Lnarable 0.07 0.41 0.12 0.26 0.06 -0.05 -0.16 -0.33 -0.20 -0.21 -0.03 -0.05 

 
 
Using time dummies will make the potential problem of non-stationary variables smaller. We use 
time dummies as a robustness test, and the statistical significance falls as expected. However, the 
parameter estimates change only slightly (see Table 6). 
 

 
5. Discussion of results 

Table 3 reports regressions where we successively exclude the quadratic terms that are not statis-
tically significant. As can be seen in Column 6, only GDPdist, capital per laborer, and 
schoolyears have statistically significant quadratic terms. This finally gives us the estimating 
equation (6’) as reported earlier. Table 5 reports the main regressions and Table 6 reports regres-
sions for robustness tests. Heteroskedasticity-consistent asymptotic standard errors are used in all 
estimations. 

The first two columns in Table 5 report OLS level estimates and within-group estimates. As 
discussed earlier, these are strongly biased and are only reported for comparison. The Arellano-
Bond difference estimates reported in the third column are unbiased but less efficient than the 
Blundell-Bond system estimates reported in the fourth column. We have reason to believe there 
is causality in both directions between clothing and textile, which if so will bias our parameter 
estimate for textile upwards. We therefore instrument textile with lagged values in Column 5. 
However, this makes the parameter estimate go up and not down as expected, indicating that 
something is wrong. When using arable land per person as an instrument, the same problem 
arises (as can be seen in Table 6, Column 5). While both instrumenting approaches pass the Han-
sen test, neither gives reasonable results.11 We therefore do not instrument for textile. Columns 
3-5 reveal that the difference estimation and the two systems produce very similar results.  

 

                                                 
11 The Difference-in-Hansen test gives chi2(14) = 11.91 (p = 0.615) in the first approach and chi2(13) = 11.41 (p = 
0.577) in the second. 
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Table 5. Main regression analysis of the determinants of clothing production (using various estimators, 
dependent variable: ln Clothing Share) 
 OLS levels 

 
Within groups 

 
Arellano-Bond 

difference 
Blundell-Bond 

system 
Blundell-Bond system 

IV: lagged 
Lagged lnclothshare 0.912*** 0.813*** 0.722 0.445*** 0.381*** 
 (0.021) (0.040) (2.661) (0.110) (0.100) 
Lnpopshare -0.100*** -0.498*** -0.437 -0.276** -0.533*** 
 (0.029) (0.183) (0.451) (0.119) (0.185) 
Lnmanshare 0.131*** 0.348*** 0.783*** 0.620*** 0.422** 
 (0.030) (0.075) (0.183) (0.146) (0.170) 
Lntextshare 0.059*** 0.106* 0.167 0.183*** 0.576*** 
 (0.015) (0.054) (0.126) (0.065) (0.176) 
Airdist 0.016   0.090*** 0.092** 
 (0.010)   (0.030) (0.036) 
Lnmanwage -0.093** -0.027 -0.076 -0.168** -0.161 
 (0.038) (0.042) (0.252) (0.083) (0.114) 
Lngdpdist 1.570 3.876** 12.680 12.556** 13.268*** 
 (1.501) (1.890) (20.030) (4.961) (4.579) 
Lngdpdist2 -0.034 -0.079* -0.264 -0.275** -0.290*** 
 (0.033) (0.043) (0.425) (0.111) (0.102) 
Coastal population 0.001**   0.004* 0.003 
 (0.001)   (0.002) (0.003) 
Lninfrastructure -0.038 -0.069 -0.260 -0.143 -0.166* 
 (0.032) (0.054) (0.759) (0.088) (0.092) 
MFA 0.024 -0.272*** 0.000 -0.239 -0.068 
 (0.049) (0.059) (0.000) (0.162) (0.259) 
Lnkapworker 0.355* 0.342 0.114 1.863*** 1.480 
 (0.191) (0.515) (20.075) (0.626) (0.992) 
Lnkapworker2 -0.020** -0.034 -0.042 -0.100*** -0.084 
 (0.009) (0.025) (0.936) (0.032) (0.052) 
Schoolyears 0.032 0.215*** -0.224 0.167* 0.262** 
 (0.024) (0.079) (1.034) (0.088) (0.123) 
Schoolyears2 -0.002 -0.013*** 0.014 -0.010* -0.013* 
 (0.001) (0.004) (0.084) (0.006) (0.007) 
Lnarable 0.013 0.175** 0.029 0.029 -0.018 
 (0.010) (0.079) (0.631) (0.046) (0.040) 
Constant -19.025 -47.936**  -150.688*** -158.130*** 
 (17.800) (21.159)  (56.530) (51.656) 
Observations 1162 1162 1073 1128 1128 
R-squared 0.980 0.824    
Number of countries 61 61 61 61 
Note: Robust standard errors  * significant at 10%; ** significant at 5%; *** significant at 1%. 

 
As expected, the standard errors are much higher in the difference estimation, giving us lower 
statistical significance, although the estimates are similar. Looking carefully at the preferred 
fourth regression (the Blundell-Bond system estimation without instruments), we see what fol-
lows below. 
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5.1. Partial adjustment 
Regression 4 in Table 5 shows that the parameter of the lagged clothing output is estimated at 
around 0.44, which means that 56 % of the desired adjustment is completed after one year. A 
permanent rise in an independent variable has not only a direct effect but also an indirect effect 
via lagged clothing output. The total effect is the long-run effect. Since we are estimating eq. 
(6’), the estimates we get from our regression are estimates of iβλ)1( − . However, we are pri-
marily interested in eq. 3 and the long-run effects, iβ . Therefore we should divide our parameter 
estimates by (1-0.44) = 0.56, the estimate of )1( λ− , to get the estimates of the long-run parame-
ters. These long-run parameters are what we discuss from here on. 

 
5.2. Size variables 

Population and manufacturing are control variables, but if the estimates of their parameters are 
unreasonable we should be worried. The parameter of manufacturing has a statistically signifi-
cant positive point estimate and a long-run elasticity of approximately one, which is reasonable. 
The estimated parameter of population is negative and statistically significant. Since we control 
for manufacturing, one could expect population to have no effect at all. However, it is not unrea-
sonable that smaller countries on average have more clothing production, since smaller countries 
generally are more export oriented and being export oriented could support expansion of the 
clothing industry. 

 
5.3. Closeness 

In our regressions we control for the manufacturing industry, so if we find that one of our ex-
planatory variables has a positive parameter,12 the interpretation is that it has a more positive 
effect on the clothing industry than on other industries.  

 
5.4. Closeness to intermediate factors 

Textile output has a positive and statistically significant effect. The elasticity is estimated to 33 
%. A one standard deviation (see Table 2 for summary statistics) change makes the clothout-
share, and thereby the clothing output, approximately 100% larger. As mentioned earlier, we 
suspect reversed causality here, although we have not been able to find any strong and valid in-
struments. This parameter estimate is therefore probably biased upwards. As expected, closeness 
to advanced technology has a statistically significant negative effect; a one standard deviation 
rise changes the clothing output by about 50%. The parameter estimate of manufacturing wage is 
negative and statistically significant; the elasticity is estimated to 0.30. 

 
5.5. Closeness to output markets 

Distance-weighted world GDP has a statistically significant inverted U-shaped effect. The effect 
turns negative quite close to the mean value of the variable in our dataset. Hence, the clothing 
industry benefits from being close to output markets, but only to a certain point. Other industries 
probably benefit more from being very close to markets. As predicted, coastal population has a 
positive effect, with an elasticity of 0.70. However, infrastructure has no statistically significant 
effect.  

 
                                                 
12 In the case with a squared term included, e.g., 2

21 XX ββ + , the marginal effect is given by 21 2 ββ X+ . We 
focus on this linear combination of the two parameters instead of on the parameters separately. 
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Table 6. Robustness test of the regression analysis of the determinants of clothing production (using 
Blundell-Bond system estimator, dependent variable: ln Clothing Share) 
 Institutions Developing Impduty Time 

dummies 
IV: Arable land 

Lagged lnclothshare 0.507*** 0.457*** 0.594*** 0.689*** 0.378*** 
 (0.128) (0.097) (0.123) (0.084) (0.098) 
Lnpopshare -0.273** -0.336** -0.308** -0.232** -0.529** 
 (0.109) (0.133) (0.129) (0.103) (0.217) 
Lnmanshare 0.584*** 0.653*** 0.513*** 0.428*** 0.480** 
 (0.153) (0.146) (0.142) (0.124) (0.198) 
Lntextshare 0.165** 0.189*** 0.169*** 0.130** 0.527** 
 (0.074) (0.067) (0.063) (0.059) (0.240) 
Airdist 0.086*** 0.095*** 0.081** 0.097 0.099** 
 (0.031) (0.034) (0.032) (0.066) (0.038) 
Lnmanwage -0.165** -0.203** -0.139 -0.128 -0.162 
 (0.080) (0.092) (0.087) (0.092) (0.122) 
Lngdpdist 12.742** 11.349** 9.715** 16.930 13.407*** 
 (5.061) (4.400) (3.974) (13.111) (4.777) 
Lngdpdist2 -0.279** -0.246** -0.211** -0.372 -0.292*** 
 (0.112) (0.098) (0.088) (0.288) (0.107) 
Coastal population 0.003* 0.004 0.004* 0.003** 0.004 
 (0.002) (0.002) (0.002) (0.002) (0.003) 
Lninfrastructure -0.167 -0.150 -0.064 -0.161 -0.165 
 (0.103) (0.090) (0.082) (0.105) (0.106) 
MFA -0.237   -0.178 -0.081 
 (0.154)   (0.124) (0.318) 
Developing  -0.001    
  (0.168)    
Impduty   -0.002   
   (0.003)   
Lnkapworker 1.895*** 1.393*** 0.891** 1.224** 1.575 
 (0.637) (0.517) (0.436) (0.498) (1.053) 
Lnkapworker2 -0.100*** -0.075*** -0.054** -0.066*** -0.090 
 (0.032) (0.027) (0.021) (0.024) (0.057) 
Schoolyears 0.132 0.143 0.098 0.094 0.243* 
 (0.088) (0.086) (0.085) (0.075) (0.125) 
Schoolyears2 -0.007 -0.008 -0.006 -0.005 -0.012 
 (0.006) (0.005) (0.006) (0.005) (0.007) 
Lnarable 0.032 0.073 0.055** 0.019  
 (0.043) (0.044) (0.026) (0.035)  
Institutions 0.003     
 (0.016)     
Constant -152.924** -135.457*** -114.293** -196.914 -160.426*** 
 (58.146) (50.068) (45.061) (149.805) (53.923) 
Observations 1079 1128 963 1128 1128 
Number of countries 61 61 57 61 61 
Note: Robust standard errors  * significant at 10%; ** significant at 5%; *** significant at 1%. 
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Since we use telephone connections as a proxy, this should be interpreted carefully; the result 
might not hold for infrastructure in general, for example in terms of roads. The MFA dummy is 
not statistically significantly different from zero (p = 0.14), but the point estimate is negative and 
substantial. 
 

5.6. The comparative advantage variables 
Both capital per worker and years of schooling seem to have the expected effects; positive to 
start with but negative for higher values. If the parameter estimates are true, then one extra year 
of schooling is associated with a 25 % higher clothing production at low levels of schooling. 
Then the effect declines, and when a country is at an educational level of 8 years, the effect dis-
appears. One should not take these computations too literally, but rather see them as hints of 
what the results say. For low levels of capital per worker the effect might be huge, with an elas-
ticity of 0.85. The effect disappears at a capital per worker level around 10,000 USD, which is 
quite close to the mean value of the variable in our dataset. The parameter of arable land per per-
son is far from statistically significant, and the economic effect is, if any, very low. 

 
5.7. Robustness 

Our results seem to be robust to several changes: Including the variable institutions,13 using im-
port duty (in percent of imports) instead of the MFA dummy, or using a developing country 
dummy instead of the MFA dummy does not change anything substantially, as seen in Table 6, 
Columns 1-3. When using time dummies (Column 4) we see that the results are very similar, 
although a bit less statistically significant. Column 5 reports the results when instrumenting tex-
tile with arable land per person, as discussed earlier. The Arellano-Bond test for serial correlation 
is applied to the difference equation residuals, and we get the same result in all regressions. First 
order serial correlation is expected, but there is no indication of second order serial correlation. 
All regressions pass the Hansen J test. 

 
6. Conclusions 

The clothing sector has been a driver of diversification and growth for countries that have gradu-
ated into middle income. This study tries to explain the international location of clothing produc-
tion by using a partial adjustment panel data model and a combination of variables suggested by 
the Heckscher-Ohlin theory and the New Economic Geography theory. While it is an in-depth 
study of the clothing industry per se, it should also be seen as a study of industry location in gen-
eral, where clothing is used as a case. The global economic development has until recently been 
a disappointment for large parts of the developing world. Several regions have been diverging 
more or less constantly. The worst performer, Sub-Saharan Africa, is half as rich today as in 
1975 compared to OECD, which is alarming. It appears puzzling why all countries have not 
benefited from globalization. In fact, we have even been witnessing the opposite of the conver-
gence predicted by standard neoclassical theory.  

Our results confirm that the New Economic Geography variables do help explain the location 
of the clothing industry, and suggest that the standard neoclassical view (e.g., Lucas, 2000), 
which sees convergence as inevitable, is too narrow-minded. The results further point to the 
critical importance of being close to intermediate suppliers of textile and low wage labor. How-

                                                 
13 We include institutions as a robustness test and use the Freedom House dataset since it covers the entire period. 
The data used is discussed in more detail in Appendix 1. 
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ever, being close to high technology suppliers is negative, probably since such closeness primar-
ily benefits other more sophisticated industries and thereby drives resources away from the cloth-
ing industry. Being close to output markets is also positive, but under a certain distance other 
sectors seem to benefit even more. Access to markets via low transport costs from a high fraction 
of the population living close to the coast has a positive effect. The comparative advantage vari-
ables have the expected effect. The effects of physical and human capital are initially strongly 
positive, but then inverted U-shaped. This is expected since above a certain level several other 
sectors benefit even more from an abundance of capital, attracting resources away from the 
clothing industry. 

Given our results, can we expect Africa, the region most in need of attracting investments and 
production, to increase its market share in the clothing industry? Given the relative lack of both 
physical and human capital in African countries, one would expect them to have their compara-
tive advantages in a low-tech sector like clothing. Nevertheless, our results indicate that too little 
physical and human capital can indeed be a disadvantage, even in the clothing industry. How-
ever, the fact that African countries are located far from high technology providers does not seem 
to constrain the expansion of their clothing industry. The result concerning the coastal population 
highlights the importance of physical infrastructure; hence, African economies need to improve 
this to become better connected to the world market. That low wage levels have an effect is good 
news for Africa, since the rising wages in Asia should make African wages relatively lower. 
However, it is worrisome that African wages have been surprisingly high in some formal sectors 
compared to the informal sector. In conclusion, while the prospects for expansion of the African 
clothing industry seem to be good, certain preconditions have to be further improved to make it 
actually happen.  

 
Appendix 1. Data 

GDP, industry output, and all other variables that indicate a monetary value of something, are 
expressed as constant 2000 US dollars. 
 
Clothing industry, ln(clothshare)   UNIDO (2005) 
ISIC category 322 “wearing apparel, except footwear” 
The share of the world clothing production located in country i is calculated as 
 

(9) 
t

ti
ti ioningproductworldcloth

oductionclothingpr
areclothingsh ,

, = .                          

 
In this calculation we use output and not value added. The same goes for everything from Unido. 
To make the denominator worldclothingproduction more correct we fill in the missing values for 
the biggest countries by interpolating linearly US 1996 and Italy 1995, and extrapolating linearly 
China 1974-76. In the nominator these are still missing values.  
 
Textile industry, ln(textshare)   UNIDO (2005) 
The share of the world textile production located in country i is calculated in line with (9). To 
make the denominator worldtextileproduction more correct we fill in the missing values for the 
biggest countries by interpolating linearly US 1996 and Italy 1995, and extrapolating linearly 
China 1974-76. In the nominator these are still missing values. 
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Manufacturing industry, ln(manshare)   UNIDO (2005) 
The share of the world manufacturing production located in country i is calculated in line with 
(9). To make the denominator worldmanufacturingproduction more correct we fill in the missing 
values for the biggest countries by interpolating linearly Italy 1995, and extrapolating linearly 
US 1996-2000, China 1974-76, and UK 1996-2000. In the nominator these are still missing val-
ues. 
 
Population, ln(popshare)    World Bank (2004) 
The share of the world population living in country i is calculated. 
 
Distance to advanced technology, airdist  Gallup et. al. (1999) 
The distance, in 1,000 km, from the country’s capital to the nearest city of Tokyo, Rotterdam, 
and New York. 
 
Wage, ln(manwage)    UNIDO (2005) 
Wages and salaries / employees for total manufacturing. 
 
The distance weighted world GDP, ln(gdpdist)              Subramanian and Wei (2003) and  
                     World Bank (2004) 
We use the following definition: 
 
(10) ∑=

j
jiji distGDPGDPdist )/( , ; jidist ,  is distance between capitals when ji ≠ ,           

where the own distance iidist ,  (when ji = )  is calculated as ((area / pi)^0.5) / (3/2). 
 
Coastal population, Coastal population                    Gallup et al. (1999) 
The share of the population living within 100 km of the coast or a navigable river.  
 
Infrastructure, ln(infrastructure)                   World Bank (2004) 
Telephone connections (per 1,000 people) is used as a proxy. 
 
Capital per worker, ln(kapworker)                                  Bosworth and Collins (2003) and 
                      World Bank (2002) 
Bosworth and Collins (2003) estimate the capital stock with a perpetural inventory model, 
 
(11) ttt IdKK +−= − )1(1 ,     
 
where the depreciation rate, d, equals 5%. 1950 is the first year. This can be compared to Weil 
(2005) who uses the capital stock from Bernanke and Gurkaynak (2001), who in turn assume a 
depreciation rate of 6%, following Hall and Jones (1999).14 Their calculated capital stocks in-
clude both residential and nonresidential capital. 
                                                 
14 Initial capital stocks are found by the assumption that capital and output grow at the same rate. If 1949 is the 
initial year, then the capital stock is 

)/(19501949 δ+= gIK , 

where g is the ten-year average growth rate of output and δ is the assumed rate of depreciation. 
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Education, schoolyears         Barro and Lee (2000) 
Barro and Lee provide a further update of educational attainment up to 1995, and also construct 
projections to 2000. Average years of schooling for the total adult population (older than 15) is 
used. However, since this is only given for every fifth year (1970, 1975, 1980 etc. up to 2000), 
we interpolate linearly between these years.   
 
Arable land per person, ln(arable)         World Bank (2004) 
Hectares per person 
  
Rule of law, institutions         Freedom House (2004) 
As a proxy for Rule of Law we use Political Rights and Civil Liberties from Freedom House 
since we want numbers for 1975-2000 and most alternative measures do not cover such a long 
period. Political Rights and Civil Liberties are measured on a one-to-seven scale, with one repre-
senting the highest degree of freedom and seven the lowest. Freedom House only gives numbers 
for every fifth year, so we give all years in for example the interval 1963-1967 the 1965 value. 
We use the sum of these, and call it “bad institutions,” since a high score means lack of Political 
Rights and Civil Liberties. We are aware of the fact that this proxy is far from perfect, and we 
only use it as a robustness test. The dataset includes some figures that clearly show that it is a 
shaky proxy for good institutions. For example, both Chile and Uruguay have had a perfect score 
in the 00s. In the 90s China and Vietnam scored 14, the worst, yet the business climate was ob-
viously not that bad. 
 
Trade barriers, MFA dummy and import duty              World Bank (2002) 
The MFA dummy indicates that a country is in the position where it can potentially be the object 
of quotas. Although it would have been better to have information on actual quotas, this has not 
been possible.15 Therefore we simply use dummies for being under the MFA system. A develop-
ing country dummy is also used. How these dummies are constructed is discussed in detail in 
Appendix 2. Import duties, in percent of imports, is used as an additional robustness test. Import 
duties comprise all levies collected on goods at the point of entry into the country. The levies 
may be imposed for revenue or protection purposes and may be determined on a specific or ad 
valorem basis, as long as they are restricted to imported products. However, this seems to be an 
imprecise proxy: 228 of 2,548 observations are under 0.1 %. 

 
Appendix 2. Trade restrictions for the clothing industry 

To understand how trade restrictions in the clothing industry have evolved, one has to look back 
in history. In the decades following the Second World War, world trade was liberalized and grew 
considerably. The rich countries started to see growing low-price competition from developing 
countries in labor intensive industry sectors, especially in the clothing industry. To protect jobs 
and production in the OECD countries, trade in clothing became regulated in different ways 
starting in 1955 when Japan unilaterally restrained exports to the US (Francois et al., 2000). The 
Multi-Fiber Agreement (MFA) from 1974, which used the route of quantitative restrictions on 
textile exports from developing countries, provided rules for the imposition of quotas. The 
agreement was discriminatory by country of origin. Voluntary export restraints (VERs) were 

                                                 
15 This is discussed in more detail in Appendix 2. 

 20

 
Education, schoolyears         Barro and Lee (2000) 
Barro and Lee provide a further update of educational attainment up to 1995, and also construct 
projections to 2000. Average years of schooling for the total adult population (older than 15) is 
used. However, since this is only given for every fifth year (1970, 1975, 1980 etc. up to 2000), 
we interpolate linearly between these years.   
 
Arable land per person, ln(arable)         World Bank (2004) 
Hectares per person 
  
Rule of law, institutions         Freedom House (2004) 
As a proxy for Rule of Law we use Political Rights and Civil Liberties from Freedom House 
since we want numbers for 1975-2000 and most alternative measures do not cover such a long 
period. Political Rights and Civil Liberties are measured on a one-to-seven scale, with one repre-
senting the highest degree of freedom and seven the lowest. Freedom House only gives numbers 
for every fifth year, so we give all years in for example the interval 1963-1967 the 1965 value. 
We use the sum of these, and call it “bad institutions,” since a high score means lack of Political 
Rights and Civil Liberties. We are aware of the fact that this proxy is far from perfect, and we 
only use it as a robustness test. The dataset includes some figures that clearly show that it is a 
shaky proxy for good institutions. For example, both Chile and Uruguay have had a perfect score 
in the 00s. In the 90s China and Vietnam scored 14, the worst, yet the business climate was ob-
viously not that bad. 
 
Trade barriers, MFA dummy and import duty              World Bank (2002) 
The MFA dummy indicates that a country is in the position where it can potentially be the object 
of quotas. Although it would have been better to have information on actual quotas, this has not 
been possible.15 Therefore we simply use dummies for being under the MFA system. A develop-
ing country dummy is also used. How these dummies are constructed is discussed in detail in 
Appendix 2. Import duties, in percent of imports, is used as an additional robustness test. Import 
duties comprise all levies collected on goods at the point of entry into the country. The levies 
may be imposed for revenue or protection purposes and may be determined on a specific or ad 
valorem basis, as long as they are restricted to imported products. However, this seems to be an 
imprecise proxy: 228 of 2,548 observations are under 0.1 %. 

 
Appendix 2. Trade restrictions for the clothing industry 

To understand how trade restrictions in the clothing industry have evolved, one has to look back 
in history. In the decades following the Second World War, world trade was liberalized and grew 
considerably. The rich countries started to see growing low-price competition from developing 
countries in labor intensive industry sectors, especially in the clothing industry. To protect jobs 
and production in the OECD countries, trade in clothing became regulated in different ways 
starting in 1955 when Japan unilaterally restrained exports to the US (Francois et al., 2000). The 
Multi-Fiber Agreement (MFA) from 1974, which used the route of quantitative restrictions on 
textile exports from developing countries, provided rules for the imposition of quotas. The 
agreement was discriminatory by country of origin. Voluntary export restraints (VERs) were 

                                                 
15 This is discussed in more detail in Appendix 2. 
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used, and thereby the exporting countries captured the quota rents. The MFA stipulated a 6 % 
annual growth of export from developing counties, but the growth rates of quotas were fre-
quently below this (Yang et al., 1997). OECD (2003:9) notes that “Whenever textiles and cloth-
ing quotas became binding in one country under the MFA, investment was directed to initially 
unconstrained exporting countries, who then later became constrained also, with investment 
flowing yet elsewhere.” The Uruguay Round Agreement on Textiles and Clothing (ATC) re-
quired a gradual phasing out of the quota restrictions during 1995-2005. Textiles and clothing 
were as of 2007 (almost) fully deregulated. 

The developed countries did not face the risk of quotas (“developed country" refers to all 
OECD countries before 1994 except Turkey),16 while most other countries did. However, there 
were a few exceptions, of which two in particular need to be mentioned. The Yaoundé and Lomé 
agreements, which started in 1963 and were then successively expanded, gave the African, Car-
ibbean, and Pacific (ACP) countries the possibility to export to the EU under better terms than 
the MFA countries (Curran, 2007). The other very important exception was made for the LDCs 
(the Least Developed Countries) when the EU implemented the Generalized Scheme of Tariff 
Preferences (GSP) in 1971. Market access for products from the LDCs has gradually become 
fully liberalized. The LDCs and the ACP countries are presented in Table 1. 

Measuring trade restrictions is a difficult task. As Milanovic and Squire (2005) put it, “All of 
the various ways of specifying variables representing trade liberalization are useful and answer 
interesting questions.” In other words, there are a lot of measures out there that measure things 
that for most purposes are irrelevant. One has to choose carefully. We want to specify our vari-
able representing trade restrictions in a way that answers the question we are asking. We are in-
terested in the effect of tariffs and quotas. For example, what export tariffs does Tanzania impose 
on Tanzanian firms, and what import tariffs does the country face when it tries to reach, say, the 
EU market? And what are the effects of quotas? Ideally one would use a measure of the total 
yearly effect of tariffs and quotas on clothing by exporting country. This exists by importing re-
gion, but not by exporting region.17 We therefore try to use a measure of only the MFA quotas, 
which have been the most important trade restrictions for clothing. 

Since to our knowledge there is no detailed information available on the actual quotas, we are 
forced to use a dummy for facing the risk of quotas.18 The dummy has the value 0 for developed 
countries, LDCs, and ACP countries, and the value 1 for all other countries. Tariff equivalents 
could be an alternative, but it appears that tariff equivalents are only available for one or two 
years in the late 1990s. Even if actual quotas were available, there would be problems: The MFA 
system was not transparent and had effect even when not binding (Linkins and Arce, 2002). For 
example, Francois et al. (2000:11) state that Japan and Switzerland did not impose MFA quotas, 
but “did send signals.“  

It can be argued that all developing countries in one way faced risk of quotas – even the LDCs 
ACP countries – since if these countries were to become very successful they might lose their 
preferences. Botswana actually did graduate from LDC status in 1994. Therefore we also use a 
developing country dummy as an alternative measure. As an additional robustness test we would 
                                                 
16 Western Europe, USA, Canada, Australia, New Zealand, and Japan. 
17 Francois and Strutt (1999) offer average tariff rates by importing region, and Lankes (2002) offers export tax 
equivalents of MFA quotas also by importing region. 
18 Several papers deal with these quotas, but do not have the data we are looking for. These include: Francois and 
Wörz (2006), who deal with only the period from 1996 and forward; Trela and Whalley (1990) who deal with only 
two years; OECD (2003), which is a survey of studies that gives no fruitful suggestions about where to find the 
needed data; and Harrison et al. (1997), who report for only one year. 
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example, Francois et al. (2000:11) state that Japan and Switzerland did not impose MFA quotas, 
but “did send signals.“  

It can be argued that all developing countries in one way faced risk of quotas – even the LDCs 
ACP countries – since if these countries were to become very successful they might lose their 
preferences. Botswana actually did graduate from LDC status in 1994. Therefore we also use a 
developing country dummy as an alternative measure. As an additional robustness test we would 
                                                 
16 Western Europe, USA, Canada, Australia, New Zealand, and Japan. 
17 Francois and Strutt (1999) offer average tariff rates by importing region, and Lankes (2002) offers export tax 
equivalents of MFA quotas also by importing region. 
18 Several papers deal with these quotas, but do not have the data we are looking for. These include: Francois and 
Wörz (2006), who deal with only the period from 1996 and forward; Trela and Whalley (1990) who deal with only 
two years; OECD (2003), which is a survey of studies that gives no fruitful suggestions about where to find the 
needed data; and Harrison et al. (1997), who report for only one year. 
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have liked to use a more general trade restrictiveness index. Kee et al. (2005) offer trade restric-
tiveness indices for 91 countries, the World Bank Overall Trade Restiveness Indices, but unfor-
tunately only for one year. The IMF’s overall trade restrictiveness indices (IMF-OTRI) were 
calculated on an annual basis for the period 1990-96 for 178 countries, but the IMF generally 
discourages the use of cross-country comparisons with the IMF-OTRI due to shortcomings in its 
methodology and data. Cline (2003) discusses these shortcomings. Market Access Maps did not 
start until 1999 and do not include any information on nontariff measures. 

IMF (2005) discusses supplemental indicators and mentions that “collection rates,” the amount 
of duties collected divided by imports, do provide useful information on the “effective” tariff 
rate. This value captures the effect of tariff rates and preferential arrangements etc. A problem 
discussed by IMF (2005) is that there is only a very weak correlation between the different trade 
policy indicators. Had they been strongly correlated one might have been able to argue that any 
of them could be used as a proxy for another, making the result robust to the choice of indicator. 
However, we cannot use that argument. Still, collection rates (as described above) are the only 
thing we are left with as an additional robustness test. Import duties from World Bank (2002) is 
used as this additional robustness test. 
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1. Introduction

What is the relation between external debt relief and adjustment effort or investment? Much of the

literature seems to agree on two conclusions. First, debt relief can increase investment if initially there is

a debt overhang. There are several reasons for this, although the one emphasized by many authors is that

investment depends on expected tax rates which, in turn, depends on the face value of the debt

(Helpman, 1989). A debt overhang means that the probability of full repayment of the debt is less than

unity, so while expected debt repayments may increase following a debt reduction, the face value falls.

Hence—and this is particularly valid for debt owed to commercial banks—debt relief may be in the

interest of the debtor as well as the creditor (see Sachs, 1989, for the original argument).

The second conclusion is that one reason why governments engage in adjustment is because of the

existence of a large external debt. To facilitate repayment, governments try to increase growth by resorting
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to measures such as liberalization, stimulation of the tradable sectors and fighting corruption. In the

absence of a debt overhang, debt relief decreases the pressure to adjust and thus represents a disincentive to

invest (Corden, 1989; see also Callier, 1989, for an extension). Based on these two conclusions it can be

argued that debt relief only promotes investment in the presence of a debt overhang. This argument is used

in the HIPC debate today (e.g., Arslanalp and Henry, 2004; IMF and IDA, 2004).

The purpose of this paper is to argue that the second conclusion is valid only under rather restrictive

assumptions. In particular, we show that if the situation after the actual granting of debt relief is taken

into account, total adjustment effort increases irrespective of whether there is an initial debt overhang or

not—a conclusion that runs contrary to much of the literature.

2. The model

Following Corden (1989), which is very similar to Sachs (1989),1 we treat adjustment effort and

investment as equivalent, and assume the existence of a government that attempts to maximize an

intertemporal utility function with present and future national consumption as arguments. Consumption

in each period is normal. Part of each period’s output, a function of the size of the capital stock, is

consumed and the reminder is added to next period’s capital stock. We are now at the end of period 1. At

some time in the past, the government incurred a debt which is supposed to be serviced (or repaid) in

period 3. Period 2, then, may be interpreted as a grace period. There is no debt overhang, i.e., the

government is able and willing to service or repay the debt. The issue in Corden’s three-period model is

the effect of debt relief on the pattern and volume of consumption, and hence on investment. At the end

of period 1, the government decides on a consumption plan C={C2, C3} that maximizes discounted

utility. Denoting with an asterisk variables when debt relief is given, the issue is whether and how

C*={C2*, C3*} differs from C={C2, C3}. It is quite clear that C2*NC2 and consequently that S2*bS2,

where S denotes savings, since income in period 2 has not changed, but debt relief is granted in period 3,

and period 2 consumption is a normal good. Since savings in a given period is identically equal to

investment, or S2= I2, debt relief reduces the pressure to adjust:

b. . .debt service obligations in the future would increase investment now, and this can be

interpreted to mean that current dadjustment effortT is increased. . . It follows that debt relief would
reduce investment and adjustment effort. . . This is the disincentive effect of debt relief.Q (Corden,
1989: 245)

While the Corden analysis is correct, it ignores some important aspects of debt relief. For one thing, it

is quite possible that the investment effect in the relief period is different from that in the pre-relief

period, so the net result need not be the one found by Corden.

To explore that possibility we extend the analysis by incorporating one additional period, period 4,

which follows after the granting of debt relief. Thereby we can capture the behavior of agents in the

period of the actual granting of relief. We now allow for savings in period 3 (but period 4 output will be

1 Sachs (1989) assumes the existence of a one period utility function which is additive and strictly concave and a production

function which is concave, and hence that consumption in all periods are normal, and his model turns out to be a special case of

the more general Corden (1989).
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period 3. Period 2, then, may be interpreted as a grace period. There is no debt overhang, i.e., the

government is able and willing to service or repay the debt. The issue in Corden’s three-period model is

the effect of debt relief on the pattern and volume of consumption, and hence on investment. At the end

of period 1, the government decides on a consumption plan C={C2, C3} that maximizes discounted

utility. Denoting with an asterisk variables when debt relief is given, the issue is whether and how

C*={C2*, C3*} differs from C={C2, C3}. It is quite clear that C2*NC2 and consequently that S2*bS2,

where S denotes savings, since income in period 2 has not changed, but debt relief is granted in period 3,

and period 2 consumption is a normal good. Since savings in a given period is identically equal to

investment, or S2= I2, debt relief reduces the pressure to adjust:

b. . .debt service obligations in the future would increase investment now, and this can be

interpreted to mean that current dadjustment effortT is increased. . . It follows that debt relief would
reduce investment and adjustment effort. . . This is the disincentive effect of debt relief.Q (Corden,
1989: 245)

While the Corden analysis is correct, it ignores some important aspects of debt relief. For one thing, it
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To explore that possibility we extend the analysis by incorporating one additional period, period 4,

which follows after the granting of debt relief. Thereby we can capture the behavior of agents in the

period of the actual granting of relief. We now allow for savings in period 3 (but period 4 output will be

1 Sachs (1989) assumes the existence of a one period utility function which is additive and strictly concave and a production

function which is concave, and hence that consumption in all periods are normal, and his model turns out to be a special case of

the more general Corden (1989).
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consumed in its entirety). Writing Y for output and R for debt repayment, we have in the absence of debt

relief that C2=Y2� S2, C3=Y3�S3�R, and C4=Y4. As before, relief is announced at the end of period

1 and granted in period 3. The government, at the end of period 1, decides on a consumption plan

C={C2, C3, C4} that maximizes discounted utility. Similar to the reasoning above, the issue is whether

and how C*={C2*, C3*, C4*} differs from C={C2, C3, C4}.

3. Result

As in the Corden analysis, C2*NC2 because income has increased and period 2 consumption is a

normal good, and therefore S2*bS2 and I2*b I2. However, if the behavior of agents in the period of the

actual granting of relief is taken into consideration, the initial fall in investment observed by Corden

might be counteracted by a subsequent increase in investment. Is it possible to say anything about the

relative size of these two investment effects: what is the net effect of debt relief?

As it turns out, the net effect is that total investment unambiguously increases as a result of debt relief.

The reason is simple: period 4 consumption is higher if debt relief is granted, since period 4 consumption is

also a normal good. Consequently, period 4 output is higher. Since output depends on the size of the capital

stock, the capital stock in period 4 is higher if debt relief is given. Since we start at the end of period 1with a

capital stock of a given size, the difference in period 4 consumption reflects differences in investment in

periods 2 and 3. Hence, since Y4*NY4 we know that (I2*+ I3*)N (I2+ I3). We have now shown that the

investment effect in the relief period is stronger than the investment effect in the pre-relief period, and the

net effect is the opposite of the one found by Corden. It is easy to show that adding even more time periods

to our model does not change this result.2 Our conclusion is empirically supported by Cohen (1993) who

investigates the impact of debt service on investment for 81 developing countries 1982–1987. His

analysis takes the behavior of agents in the period of the actual debt service into account. He finds a

negative correlation, as we predict, irrespective of whether there is an initial debt overhang or not.3

4. Conclusion

While the analysis by Corden (1989) and others is correct insofar as the behavior of investment prior

to the actual granting of debt relief is concerned, an important point is missed when the period

immediately following debt relief is ignored. Since the relief period increase in investment is higher than

the pre-relief decrease, the net effect of debt relief in an economy with no initial debt overhang is to

increase, not decrease, total investment. Adding even more time periods to our model does not change

this result. The time path of investment may change as a result of relief (specifically, investment are

delayed), but the volume increases. Hence, debt relief stimulates adjustment, even in the absence of a

2 Allowing for n time periods and savings in all periods except the last, we get that C4,C5,. . .Cn are all higher if debt relief is

granted, since they are all normal. This requires entering period 4 in a better position, i.e. that the capital stock in period 4 is

higher if debt relief is given. Hence, we know that (I2*+ I3*)N (I2+ I3). The same kind of reasoning tells us that

(I2*+ . . .+ It*)N (I2+ . . .+ It) for any 2b t bn since Ct + 1,. . .Cn are all normal.
3 He uses actual debt service instead of debt stock in his analysis, but we are primary interested in his results for the case with

no debt overhang, and the two measurements are close in this case. Hofman and Reisen (1990) get similar results.
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debt overhang. Our analysis shows that the worries aired by Corden (1989: 251) regarding the possibility

of debt relief being either too generous, or being given when no debt overhang actually exists, and that

this might reduce the economy’s adjustment efforts, only is relevant if one ignores the behavior of agents

in the period of the actual granting of relief.
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Disability and Marginal Utility of Income 
 
 

Sven Tengstam* 
 

 
It is often implicitly assumed that disability generally lowers the marginal utility of in-
come. This paper questions this view. Individuals’ marginal utility (measured by a von 
Neumann-Morgenstern utility function) of income is estimated in two states – when para-
lyzed in both legs and when not mobility impaired at all – using experimental choices be-
tween imagined lotteries where the outcomes include both income and disability status. 
This allows for estimation of the ratio of individuals’ marginal utility of income when 
paralyzed to when not mobility impaired, R. The median R for average incomes is esti-
mated at between 1.33 and 2. It is statistically significant (at the 0.005 % level) higher 
than one. Individuals with personal experience of paralysis and voters for the Left Block 
or the Liberal Party are more likely than others to have an R over one. Our results imply 
that more than full insurance of income losses connected to being disabled is optimal. 
The results also suggest, in contrast to, e.g. Sen (1997), that given a utilitarian social 
welfare function, resources should be transferred to, rather than from, disabled people. 

 
 

Keywords: disability, mobility impairment, marginal utility, hypothetical lotteries, risk. 
 
JEL classification: D10, D60, D63, I10, I30. 

 
 

1. Introduction 

It is often implicitly assumed that disability generally makes it more difficult to benefit from 
consumption, or in other words, that disability lowers the marginal utility of income. This view is 
theoretically justified by assuming that disability makes an individual less efficient in transform-
ing income into utility (see, e.g., Sen, 1997, and Moreno-Ternero and Roemer, 2005). Sloan et al. 
(1998) and Viscusi and Evans (1990) are two frequently referred to empirical studies that support 
this line of reasoning. While both are really about health, it could be argued that their results 
should hold for disability as well. One potential weakness in these studies is that their results to a 
large extent rely on the authors’ assumptions on the functional form of the utility function.1 

                                                 
* Department of Economics, University of Gothenburg, Box 640, SE 405 30 Göteborg, Sweden, Tel.: +46-31-
7861000, e-mail: sven.tengstam@economics.gu.se. I am grateful to John Roemer, Marc Fleurbaey, Olof Johansson-
Stenman, Peter Martinsson, Fredrik Carlsson, Elina Lampi, Mark S. Stein, and seminar participants at the Norwe-
gian School of Economics and Business Administration in Bergen and at the 2nd Nordic Workshop in Behavior and 
Experimental Economics in Göteborg for helpful comments, to Matilda Orth, Niklas Jakobsson, Gustav Hansson, 
and Anna Widerberg for research assistance, and to Emma Isinika for initial discussions. All mistakes are my own. 
1 Sloan et al. (1998) assume that the utility function is a state-dependent logarithmic function in income; i.e., the 
functional form is yu lnβ= , where β  varies between the states. This means that they more or less have as-
sumed what they intend to show (if utility is lower when disabled, then marginal utility also must be lower, given 
the logarithmic form). Viscusi and Evans (1990) make a first-order Taylor approximation and thereby neglect the 
second and higher order terms. We discuss the effect of this negligence in Appendix 1. 
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There is also a large literature were it is assumed that the shape of the utility function does not 
vary with health or disability.2  

In this paper we try to test the relationship between disability and marginal utility of income, 
and find that the former actually increases the latter. Individuals’ marginal utility (measured by a 
von Neumann-Morgenstern, 1947, utility function) of income in two states is measured through 
experimental choices between imagined lotteries behind a so-called “veil of ignorance” (this 
term was introduced by Rawls, 1971). The two states are (1) paralyzed in both legs from birth 
and (2) not mobility impaired at all. Early empirical studies that utilize a veil of ignorance to 
measure the shape of the utility function include Johannesson and Gerdtham (1995; 1996) and 
Johansson-Stenman et al. (2002), which both deal with risk aversion in income. Our study is to 
our knowledge the first to utilize a veil of ignorance to measure how disability affects marginal 
utility.  

Following the basic experimental design in Johansson-Stenman et al. (2002), we design and 
perform a new choice experiment. The respondents are asked to choose what is best for their hy-
pothetical grandchild (or another close person living two generations into the future). They 
choose between hypothetical lotteries, where the outcomes include both income and disability 
status. This allows for estimation of R, the ratio of the individual’s marginal utility of income 
when paralyzed to the individual’s marginal utility of income when not mobility impaired at all; 
i.e., the relative marginal utility of income when disabled. This ratio is interesting for many rea-
sons; for example, when maximizing the utilitarian social welfare function in, e.g., cost-benefit 
analysis, it is not the level of individuals’ utility or marginal utility that matters, but rather the 
relative marginal utility.  

We estimate the median R to be in the 1.33–2 range for a monthly net income of 17,000 SEK. 
This should be interpreted as the marginal utility of income being between 33 % and 100 % 
higher for a physically disabled person than for a person with no physical disability. The median 
R(y) is statistically significantly (at the 0.005 % level) higher than one.  

The remainder of this paper is organized as follows. Section 2 presents the model and Section 3 
describes the choice experiment. Section 4 reports the descriptive and econometric results, and 
also includes a robustness discussion. Section 5 discusses welfare implications, and Section 6 
concludes the paper. 

 
2. The model 

We assume that individuals’ preferences (over choices including risk) satisfy the von Neumann-
Morgenstern (VNM) axioms, and therefore can be represented by a VNM utility function (i.e., a 
utility function with the expected utility property). This means that everybody is an expected 
utility maximizer. Following the state-dependent utility approach, we let )(yu  denote the utility 
function when not mobility impaired and )(yv  the utility function when paralyzed.  Now let 

)(yR  be the relative marginal utility of income when disabled: 
 

(1) 
)('
)(')(

yu
yvyR = . 

 

                                                 
2  Finkelstein et al., 2008:1. 
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Since VNM utility functions are unique up to positive affine transformations (i.e., cardinal),3 this 
ratio is uniquely determined. 

The interpretation of the experimental results is based on individuals’ preferences satisfying 
the VNM axioms and individuals acting in line with their preferences. Two outcomes are possi-
ble in each lottery, both with a probability of 50 %. We use 50-50 since it is generally found to 
be difficult to communicate small probabilities (see, e.g., Kahneman and Tversky, 2000). In one 
of the outcomes the hypothetical grandchild ends up paralyzed in both legs, and in the other out-
come she ends up not mobility impaired at all. She earns income py  if she is born paralyzed and 
income npy  if she is not. The expected utility of a lottery is given by: 

 
(2) )(5.0)(5.0)( pnp yvyuUE += . 

 
Let us now consider two lotteries, A and B. The income she gets in lottery l if she is born para-

lyzed is denoted lpy , , and the income she gets in lottery l if she is not born mobility impaired is 
denoted lnpy , . An individual is indifferent between lotteries A and B if:  

 
(3) )(5.0)(5.0)(5.0)(5.0 ,,,, BpBnpApAnp yvyuyvyu +=+ .    

 
This can be rearranged to: 

 
(4) )()()()( ,,,, ApBpBnpAnp yvyvyuyu −=− .    

 
To be able to solve for R(y), we construct first-order Taylor approximation of the utility func-

tions u(y) and v(y). The center of each difference is used as point of expansion.4  
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3 The VNM utility functions 1u  and 2u represent the same preferences if and only if for some a and b > 0,  

)()( 12 ybuayu += , for all outcomes y. This implies that )('/)(')('/)(' 1122 baba yuyuyuyu =  for all out-

comes ay  and by . 

4 Neglecting the second order Taylor series terms does not give much bias if 
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, which is 

reasonable to assume. For a more careful discussion of these approximations, see Appendix 1. 
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3. The choice experiments 

A total of 354 respondents, all intermediate level undergraduate students from the University 
of Gothenburg and Chalmers University of Technology, participated in the choice experiments. 
The respondents were evenly distributed among the engineering, law, social work, and education 
programs. The choice experiments were conducted at the end of a lecture. Participation was vol-
untary and there was no show-up pay. The approximate participation rates were as follows: 90% 
for engineering students, law students and social work students, and 75% for education students. 
The questionnaire consisted of two parts to be answered by all respondents: the lottery experi-
ment and questions about socioeconomic status (summary statistics are presented in Table 1, and 
the questionnaire is presented in Appendix 2). The respondents were only given information and 
instructions in writing (included in the questionnaire). The total time for answering the question-
naire was 15 minutes.  

Following Johansson-Stenman et al. (2002), the respondents made pair-wise choices between 
hypothetical lotteries characterized by income and disability outcome. The respondents were 
asked to consider the well-being of an imaginary grandchild or another close person two genera-
tions into the future. In line with Johansson-Stenman et al. (2002:369), we motivate this with the 
assumption that asking about hypothetical grandchildren is a way to avoid the risk that respon-
dents are not “able to disregard her personal circumstances and environment in the experiment” 
The hypothesis is that the respondents really end up using their own preferences, since they have 
no information suggesting that their grandchildren’s preferences should be any different than 
their own. What we intend to measure is each respondent’s utility function. We interpret our es-
timates of R(y) as estimates of the respondents’ R(y). If the respondents rather than stating their 
own preferences state what they think people in general prefer, then this is what we actually get 
an estimate of, which might grind down extreme values.  

The respondents were told that the grandchild would have a predisposition giving her a 50% 
probability of being born with both legs irreparably paralyzed, and a 50 % probability of being 
born without any mobility impairment at all. They were further told to imagine that this was de-
cided in a lottery, and that the grandchild’s monthly net income was determined in the same lot-
tery. If paralyzed, there would not exist any device able to give the grandchild her mobility back. 

It was stated that: “Society pays all extra economic costs (e.g., for special trips and for adjust-
ing her house) that arise due to being mobility impaired. The income differences thereby are ac-
tually differences in the amounts of goods and services she can buy and consume.” We can pic-
ture this (compared to a situation with no welfare state whatsoever) as that society gives a trans-
fer to paralyzed persons. This transfer gives them a lower marginal utility of income (than with-
out the transfer) due to the marginal utility of income being diminishing in income. The society 
generally transfers less to non-paralyzed persons. 
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Table 1. Summary statistics 
Variable Description Obs. Min Max Mean S.D.
Male 1 = male 290 0 1 0.345  
Age  291 20 49 26.5 5.8 
Siblings  1 = having at least one sibling 291 0 1 0.938  
Middle income 1= did grow up in a middle income family 291 0 1 0.646  
High income 1= did grow up in a high income family 291 0 1 0.168  
Experienced 1 = “I (or a family member/close friend) am paralyzed in 

one or two legs” 
291 0 1 0.089  

Married 1 = married or cohabiting 291 0 1 0.395  
Credits University credits, one semester = 20 credits 288 30 260 104.7 41.8 
Law 1 = law student 292 0 1 0.257  
Social 1 = social work student 292 0 1 0.216  
Teacher 1 = education student 292 0 1 0.288  
Engineering 1 = engineering student 292 0 1 0.240  
Left 1 = supports the Left Party 270 0 1 0.115  
Social Dem. 1 = supports the Social Democratic Party 270 0 1 0.307  
Green 1 = supports the Green Party 270 0 1 0.159  
Liberal 1 = supports the Liberal Party 270 0 1 0.093  
Centre 1 = supports the Centre Party 270 0 1 0.044  
Christian Dem. 1 = supports the Christian Democrats 270 0 1 0.052  
Moderaterna 1 = supports Moderaterna (a liberal-conservative party) 270 0 1 0.159  
Other party 1 = supports a party not today represented in the Swedish 

parliament 
270 0 1 0.070  

Religious 1 = visits  church / mosque / synagogue / equivalent once 
a month or more often 

291 0 1 0.117  

Aanchor corrects for a potential anchor effect, see Section 5.2 for a 
discussion 

292 0 1 0.616  

 
 
This means that for most people, R(y) would be even higher without than with a welfare state. 
Therefore, had we stated the question without a welfare state, then our estimate of R(y) would 
probably have been higher. 

The respondents were also told that the outcome of the lotteries would not influence their 
grandchild’s job satisfaction or how hard she would have to work. They were also informed that 
society as a whole would not be affected by their choices or by the outcome of the lotteries, and 
that the grandchild’s monthly net income would have the same percentage growth as incomes in 
society in general. After being presented with two lotteries, they were asked to choose the lottery 
they thought would be best for the imaginary grandchild. After making the selection, the proce-
dure was repeated several times (there were nine rounds – see below), but with different sets of 
lotteries in each round. 

We used four slightly different versions of the questionnaire. Let us first look at Version 1. For 
all choices, lottery A remained unchanged and had two possible 50-50 outcomes.  Outcome 1 
was a 20,000 SEK (approx. PPP US$ 2,000) monthly net income and no disability, and Outcome 
2 was a 14,000 SEK monthly net income and both legs paralyzed. Nine different B lotteries were 
presented; thus, the respondents made nine pair-wise choices. All B lotteries had two 50-50 out-
comes as well. Each lottery B corresponded to a certain R(y) at which the respondents were in-
different between the lotteries (A and B). The lotteries are presented in Table 2, along with the 

implicit R(y). This is calculated with expression (7) and SEK
yyyy BnpAnpBpAp 17000

22
,,,, =

+
≈

+
.  
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Table 2. Lotteries 
 Income if not 

mobility impaired 
Income if 
paralyzed 

R 
if indifferent 

between A and B 
Lottery A 20,000 14,000  
Lottery B1 14,000 15,000 6.00 
Lottery B2 14,000 17,000 2.00 
Lottery B3 14,000 18,500 1.33 
Lottery B4 14,000 19,500 1.09 
Lottery B5 14,000 20,000 1.00 
Lottery B6 14,000 20,500 0.92 
Lottery B7 14,000 21,500 0.80 
Lottery B8 14,000 23,000 0.67 
Lottery B9 14,000 25,000 0.55 

 
 
It should be noted that R(y) is a function of income and that we estimate it for a monthly net in-
come of 17,000 SEK. From hereon we denote R = R(17000). These implicit R:s are approxima-
tions, but our results are not driven by them. For a discussion, see Appendix 1. 

Version 1 is presented in Table 2. Using four different versions served as a robustness test (all 
versions are presented in Appendix 3). Versions 2-4 were used to see whether shifting A and B 
or shifting the ordering of the answer alternatives (starting at 25,000 SEK instead of at 15,000 
SEK if paralyzed) made any difference. We also changed the name of the hypothetical person 
from the female Anna to the male Erik in half of the questionnaires to see whether the gender 
used had any influence. No effects were found of gender or of the ordering of the answer alterna-
tives. However, shifting A and B so that lottery B stayed the same and lottery A changed did 
have an anchor effect. In our analysis we use the pooled sample. The anchor effect might have 
made our estimate of R downward biased, meaning that our result would have been even 
stronger without it. In the econometric analysis we control for the anchor effect by adding a 
dummy for the questionnaires with this anchor effect. These robustness tests are discussed fur-
ther in Section 5.1. 

 
4. Results 

4.1. Descriptive results of the choice experiments 

Of the 354 respondents, three did not answer the lottery question and 59 gave inconsistent an-
swers,5 leaving us with 292 valid (consistent) respondents in the choice experiments. Summary 
statistics are presented in Table 1, and the results are shown in Table 3. The median R is in the 
interval 1.33 < R < 2.  

 

                                                 
5 The 59 gave inconsistent answers in the sense that they switched from choosing one lottery to the other and then 
switched back again, or in the sense that their answers imply negative marginal utility of income.   
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Table 3. Results of the choice experiment 
 R No. Cumulative no. Frequency Cumulative freq. 
R < 0.545 68 68 0.233 0.233 
0.545 < R < 0.667 4 72 0.014 0.247 
0.667 < R < 0.8 10 82 0.034 0.281 
0.8 < R < 0.923 5 87 0.017 0.298 
0.923 < R < 1 19 106 0.065 0.363 
1 < R < 1.09 29 135 0.099 0.462 
1.09 < R < 1.33 10 145 0.034 0.497 
1.33 < R < 2 27 172 0.092 0.589 
2 < R < 6 70 242 0.240 0.829 
R > 6 50 292 0.171 1.000 
 
 
Table 4. Results by subgroup 

Subgroup Obs. Mean S.D. Median Percentage with R>1 
Male 100 2.29 2.20 1 < R < 1.09 60% 
Female 190 3.13 2.87 1.33 < R < 2 65.8% 
Has siblings 273 2.87 2.69 1.33 < R < 2 64.1% 
Has no siblings  18 2.76 2.76 1.09 61.1% 
Low income 54 2.97 2.98 1 < R < 1.09 55.6% 
Middle income 188 2.98 2.71 1.33 < R < 2 67.6% 
High income 49 2.25 2.21 1 < R < 1.09 59.2% 
Experienced 26 4.15 3.10 2 < R < 6 84.6% 
Not experienced 265 2.73 2.62 1.09 < R < 1.33 61.9% 
Married 115 3.05 2.87 1.33 < R < 2 64.3% 
Not married 176 2.74 2.57 1.33 < R < 2 63.6% 
Law 75 2.81 2.66 1.33 < R < 2 62.7% 
Social 63 3.58 2.87 2 < R < 6 71.4% 
Teacher 84 3.29 2.89 1.33 < R < 2 67.9% 
Engineering 70 1.71 1.87 1 < R < 1.09 52.9% 
Left 31 3.65 2.93 2 < R < 6 74.2% 
Social dem. 83 2.63 2.58 1 < R < 1.09 66.3% 
Green 43 3.39 3.00 1.33 < R < 2 69.8% 
Liberal 25 2.66 2.45 1.33 < R < 2 68% 
Centre 12 2.49 2.86 0.923 < R < 1 41.7% 
Christian dem. 14 3.71 2.75 2 < R < 6 71.4% 
Moderaterna 43 2.15 2.44 0.923 < R < 1 48.8% 
Other party 19 2.34 2.11 1.33 < R < 2 52.6% 
Religious 34 3.46 2.91 2 < R < 6 64.7% 
Not religious 257 2.77 2.66 1.09 < R < 1.33 63.4% 
All 292 2.85 2.69 1.33 < R < 2 63.7% 
Notes: Mean was calculated using the middle point within each interval, e.g. for the observations with 1 < R < 1.09, 
we used R = 1.045 in the calculations. When R < 0.545 we used R = 0.484, and when R > 6 we used R = 8. 
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4.2. Statistical analysis of the median R 

125 of the 190 women and 60 of the 100 men had an R higher than one.6 The estimator of the 
percentage of the population with an R higher than one is the average of the female and male es-
timators. The estimate is (60% + 65.79%) / 2 = 62.90%. This estimator is the average of two es-
timators with binomial distributions. The estimator has approximately a normal distribution with 
a standard deviation not higher than 3.09 percentage points.7 The null hypothesis is that the me-
dian R equals one. The z-value is 4.17 and the null is rejected at the 0.005% level when making a 
two sided test (the p-value is 0.000030). The median R is statistically significantly (at the 0.005% 
level) higher than one.  

One could argue that the respondents who made choices that imply an R just under or just over 
one did not clearly state their preferences. We could instead treat these respondents as if they 
were simply maximizing the expected income and flipping a coin when indifferent, and only 
look at the respondents with strong preferences. Since 157 had an R clearly over one and 87 had 
the opposite, we can no doubt reject the hypothesis that these groups have the same size; a larger 
fraction of the population has an R clearly over one than clearly under one. 

 
4.3. Econometric analysis of the determinants of individual R 

Econometric analysis was undertaken to gain insights into the determinants of individual R. An 
interval regression model is estimated (see Table 5) to describe what determines the level of R. 
In this regression, R is the dependent variable. Also, a probit model is estimated (see Table 6) to 
describe what determines whether a person’s R is over one, but not what determines its level. A 
dummy equal to one if R > 1 serves as the dependent variable in this regression.8 First we discuss 
the interval regression and then compare it with the probit regression. In Table 4 descriptive sta-
tistics for each subgroup is presented as comparison. 

The first estimation (Table 5, Column 1) only includes the background variables as explanatory 
variables. The total effect (both the direct and the indirect via, e.g., political ideology and educa-
tional choice) is estimated here. We see no significant gender effect on R. This can be compared 
to findings that women tend to be more risk-averse (Jianakoplos and Bernaser, 1998; Hartog et 
al., 2002). Older persons are weakly statistically significantly found to have a higher R; every 
year of age adds 0.06 to R. Respondents with (or who have a family member/close friend with) 
one or two paralyzed legs appear to have a higher R. This effect is strong; in fact, it gives an R 
that is 1.31 higher. However, number of siblings and family income9 do not affect R. 

 

                                                 
6 Two respondents did not state their gender. 
7 Note that we do not use the standard error (an estimate of the standard deviation of the estimator), but instead the 
standard deviation of the estimator. The standard deviation for the female estimator is not higher than 
(0.5*0.5/190)^0.5 = 3.63 %, and for the male estimator it is not higher than (0.5*0.5/100)^0.5 = 5 %. Therefore, the 
standard deviation of the population estimator is not higher than ((0.5*0.5/190 + 0.5*0.5/100) ^ 0.5) / 2 = 3.09 %. 
8 As a robustness test we repeated both regressions with quadratic terms included, but none of these terms was statis-
tically significant. 
9 However, if we break down the material we see that those who reported that they grew up in a family whose in-
come was “much lower” than average appear to have a higher R, and the opposite goes for those who reported 
“much higher”. While both these effects are strong, it is worth noting that only 3 % of the respondents belonged to 
one of these groups. Therefore we use more aggregated variables. 
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6 Two respondents did not state their gender. 
7 Note that we do not use the standard error (an estimate of the standard deviation of the estimator), but instead the 
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Table 5. Interval regressions 
 1 2 3 4 5 
Male -0.333  -0.436  -0.349 
 (0.292)  (0.296)  (0.344) 
Age 0.059*  0.057*  0.040 
 (0.031)  (0.032)  (0.035) 
Siblings 0.262  0.139  0.187 
 (0.574)  (0.613)  (0.584) 
Middle income 0.041  0.028  -0.020 
 (0.400)  (0.408)  (0.407) 
High income -0.524  -0.320  -0.306 
 (0.460)  (0.503)  (0.499) 
Experienced 1.309**  1.234**  1.258** 
 (0.612)  (0.594)  (0.569) 
Left  1.396** 0.829  0.474 
  (0.605) (0.653)  (0.662) 
Social Dem.  0.453 0.279  0.185 
  (0.416) (0.431)  (0.436) 
Green  1.024* 0.546  0.389 
  (0.544) (0.555)  (0.563) 
Liberal  0.616 0.676  0.643 
  (0.574) (0.574)  (0.580) 
Centre  0.623 0.407  0.433 
  (0.842) (0.765)  (0.744) 
Christian Dem.  0.902 0.959  1.193 
  (0.940) (0.881)  (0.978) 
Other party  0.097 -0.245  -0.332 
  (0.581) (0.601)  (0.625) 
Religious  0.615 0.489  0.293 
  (0.576) (0.608)  (0.672) 
Law    0.346 0.044 
    (0.402) (0.432) 
Social    0.685 0.009 
    (0.551) (0.626) 
Teacher    0.725* 0.216 
    (0.437) (0.495) 
Credits    0.008 0.007 
    (0.005) (0.005) 
Married    -0.191 -0.078 
    (0.322) (0.344) 
Aanchor -1.093*** -1.261*** -1.030*** -0.994*** -0.981*** 
 (0.333) (0.341) (0.337) (0.372) (0.363) 
Constant 1.536 2.669*** 1.201 1.982*** 0.899 
 (1.141) (0.449) (1.246) (0.580) (1.260) 
Observations 289 270 267 288 264 
Notes: Moderaterna is the default party. Robust standard errors in parentheses. * significant at 10%; ** significant at 
5%; *** significant at 1% 
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Estimation 2 includes variables capturing political preferences and religiousness. Left Party 
and Green Party voters have a higher R than those who sympathize with Moderaterna (the de-
fault). However, religiousness (how frequent one visits a church/mosque/synagogue/equivalent) 
does not seem to have any effect. In Estimation 3 we control for the background variables, and 
now the estimates of the effect of political preferences fall and none of them is statistically sig-
nificant. This can be interpreted as the higher R among Left Party and Green Party voters than 
among voters for Moderaterna being mostly due to different backgrounds. 

When looking at Estimation 4, which includes the variables that capture life situation, we see 
that whether or not a person is married does not seem to be correlated with R. Education students 
have a higher R than engineering students, who are the default in the regression. In Estimation 5 
we control for the background variables, and also for political ideology and religion. These 
“value variables” are included in Estimation 5 since political preferences and religiousness to 
large extent precede educational choice and the decision to get married. In Estimation 5 the esti-
mates of the effect of type of subjects fall: education students no longer have a statistically sig-
nificantly higher R than engineering students. This can be interpreted as the higher R among edu-
cation students than among engineering students being mostly due different backgrounds, politi-
cal preferences and religiousness. 

The interval regressions might to some extent suffer from the fact that the distribution of R is 
far from normal; the tails are thicker than the middle. Our explanatory variables can not explain 
this, implying that the error term is non-normal. The probit model is less sensitive to this prob-
lem. Looking at the probit regressions in Table 6, we see that the overall picture is similar to the 
interval regression, but there are some notable differences. The total effect (both the direct and 
the indirect via, e.g., political ideology and educational choice) of the background variables is 
estimated in Estimation 1. In Estimation 1 the age parameter has a small, not statistically signifi-
cant point estimate. Individuals from a middle-income family have a 13.4 percentage point 
higher probability than those from a low-income family (the default) to have an R over one, 
which is weakly statistically significant. The experience dummy still has a strong effect; the 
probability of having an R over one goes up 23.5 percentage points if an individual has personal 
experience. 

In Estimations 2 and 3 the results are in line with those in the interval regression, but stronger. 
Even when controlling for background factors, political ideology is correlated with whether an 
individual has an R over one. More exactly, voters for the Left Party, the Green Party, the Social 
Democratic Party, and the Liberal Party are approximately 20 percentage points more likely to 
have an R over one than those who sympathize with Moderaterna (the default). The effect of vot-
ing for the Green Party is statistically significant at the 10% level and the others at 5%. It is 
somewhat expected that R is correlated with political ideology. If a person e.g. supports a party 
which policies in general imply sizeable redistribution, this person probably thinks that the mar-
ginal utility of income varies quite a lot among the population. This variation then is the person’s 
reason to support redistribution. The belief in such a variation likely is correlated with the belief 
that ones own marginal utility varies in different situations. 

In Estimation 4 we see that number of university credits has a weakly statistically significant 
effect; one extra semester is correlated with the probability of R > 1 being 3.6 percentage points 
higher when only including the life style variables. But this effect seems to be mostly due differ-
ent backgrounds, political preferences and religiousness, since it disappears in estimation 5.   
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Table 6. Probit regressions, marginal effects 
 1 2 3 4 5 
Male -0.023  -0.049  -0.050 
 (0.064)  (0.069)  (0.076) 
Age 0.006  0.003  0.000 
 (0.006)  (0.006)  (0.006) 
Siblings 0.045  0.039  0.053 
 (0.124)  (0.127)  (0.124) 
Middle income 0.134*  0.145*  0.148* 
 (0.076)  (0.081)  (0.080) 
High income 0.047  0.122  0.135 
 (0.092)  (0.093)  (0.094) 
Experienced 0.235***  0.240***  0.245*** 
 (0.074)  (0.075)  (0.071) 
Left  0.216** 0.202**  0.169* 
  (0.084) (0.091)  (0.101) 
Social Dem.  0.161** 0.194**  0.174** 
  (0.081) (0.084)  (0.086) 
Green  0.175** 0.169*  0.138 
  (0.086) (0.091)  (0.096) 
Liberal  0.175* 0.211**  0.203** 
  (0.096) (0.087)  (0.090) 
Centre  -0.036 -0.036  -0.037 
  (0.158) (0.157)  (0.162) 
Christian Dem.  0.178 0.181  0.227* 
  (0.135) (0.134)  (0.124) 
Other party  0.033 0.044  0.018 
  (0.127) (0.128)  (0.134) 
Religious  0.002 0.028  -0.011 
  (0.106) (0.110)  (0.118) 
Law    0.023 -0.057 
    (0.087) (0.103) 
Social    0.042 -0.051 
    (0.115) (0.143) 
Teacher    0.058 -0.022 
    (0.088) (0.112) 
Credits    0.002* 0.002 
    (0.001) (0.001) 
Married    -0.050 -0.019 
    (0.062) (0.068) 
Aanchor -0.084 -0.120** -0.090 -0.082 -0.101 
 (0.060) (0.060) (0.065) (0.064) (0.070) 
Constant 289 270 267 288 264 
Notes: The marginal effects are evaluated at the mean of the independent variables. The discrete change in the prob-
ability for dummy variables is reported. Moderaterna is the default party. Robust standard errors in parentheses. * 
significant at 10%; ** significant at 5%; *** significant at 1% 
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5. Ordering and design effects, and a robustness discussion. 

5.1. Ordering and design effects 

The hypothetical grandchild had a male name (Erik) in 50% of the questionnaires and a female 
name (Anna) in the remaining 50%. This did not seem to affect the answers, and a Wilcoxon 
rank-sum test does not reject that the name used had no influence on the answers. The ordering 
of the answer alternatives was switched in 50 % of the questionnaires; hence, in 50% of the ques-
tionnaires the lottery that was changed started at 25,000 SEK if disabled instead of at 15,000 
SEK. A Wilcoxon rank-sum test does not reject that the name used had no influence on the an-
swers either. If these two changes do have an influence that we fail to capture, they do not influ-
ence in any systematic way since the four versions were distributed randomly among respon-
dents. 

Finally, we performed one more test of how the formulations in the questionnaire might influ-
ence the answers. In 50% of the questionnaires handed out to all groups except the engineering 
group, A and B were shifted; i.e., lottery B stayed the same and lottery A changed. The versions 
were distributed randomly. These three tests give in total eight versions of the questionnaire. If 
we neglect the name of the hypothetical grandchild, we have four versions (presented in Appen-
dix 3). Tables 7 and 8 present the results of each of the four subsamples.  

Shifting A and B was found to affect the answers.  A Wilcoxon rank-sum test rejects that the 
name used had no influence on the answers. This means that we have an anchor effect. The re-
spondents who received a questionnaire where lottery A stayed the same and lottery B changed 
more often stated that they had a very low R. This shift was made in 50% of the questionnaires 
handed out to all groups except the engineering group. In the engineering group, all question-
naires had lottery B changing. Therefore, the anchor effect has no systematic influence except in 
the engineering group. If the anchor effect was the same for this group as for the other three 
groups, we have overestimated the percentage of the engineering students with the lowest R. Our 
estimate of the mean R is then downward biased, implying that without this bias our result would 
have been even stronger. In the econometric analysis we included a dummy, “aanchor”, for the 
respondents who received a questionnaire anchored toward lower R (i.e., lottery A staying the 
same and lottery B changing). 

Several kinds of questionnaires were tested in the pilot study. No scale effect of the amount of 
money at stake was found. Making the answer alternatives asymmetric, with more alternatives 
corresponding to R > 1, did not change the results. Changing the steps in SEK between the alter-
natives did not have an influence either. 

 

5.2. Robustness discussion 

There is a risk that individuals do not actually know their utility function when paralyzed simply 
because they do not know what it is like to be paralyzed. However, the same risk is present in 
many other choice experiments; for example, do individuals know what it is like to be a million-
aire? Furthermore, 70.2 % (40 of 57) of respondents with personal experience of mobility im-
pairments had an R over one, meaning that the individuals who most likely had the best knowl-
edge of their utility function when paralyzed answered in line with the rest of the respondents, in 
fact, the results were even stronger in this group. 
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Table 7. Choice experiment results for the respondents who received a questionnaire where lot-
tery B changed 

 B started at 15,000 SEK if paralyzed. B started at 25,000 SEK if paralyzed. 
R No. 

 
Cum. no. Freq. Cum.  

freq. 
No. 

 
Cum. no. Freq. Cum. 

freq. 
R < 0.545 12 12 0.245 0.245 17 17 0.279 0.279 
0.545 < R < 0.667 1 13 0.020 0.265 0 17 0.000 0.279 
0.667 < R < 0.8 2 15 0.041 0.306 2 19 0.033 0.311 
0.8 < R < 0.923 2 17 0.041 0.347 0 19 0.000 0.311 
0.923 < R < 1 2 19 0.041 0.388 2 21 0.033 0.344 
1 < R < 1.09 2 21 0.041 0.429 8 29 0.131 0.475 
1.09 < R < 1.33 2 23 0.041 0.469 3 32 0.049 0.525 
1.33 < R < 2 4 27 0.082 0.551 3 35 0.049 0.574 
2 < R < 6 15 42 0.306 0.857 19 54 0.311 0.885 
R > 6 7 49 0.143 1.000 7 61 0.115 1.000 
Note: The engineering group is excluded since not all versions of the questionnaire were distributed in this group. 
 
 

Table 8. Choice experiment results for the respondents who received a questionnaire where lot-
tery A changed. 

 A started at 15,000 SEK if paralyzed. A started at 25,000 SEK if paralyzed. 
R No. 

 
Cum. no. Freq. Cum. 

freq. 
No. 

 
Cum. no. Freq. Cum. 

freq. 
R < 0.545 9 9 0.164 0.164 13 13 0.228 0.228 
0.545 < R < 0.667 1 10 0.018 0.182 1 14 0.018 0.246 
0.667 < R < 0.8 3 13 0.055 0.236 1 15 0.018 0.263 
0.8 < R < 0.923 2 15 0.036 0.273 0 15 0.000 0.263 
0.923 < R < 1 2 17 0.036 0.309 1 16 0.018 0.281 
1 < R < 1.09 1 18 0.018 0.327 6 22 0.105 0.386 
1.09 < R < 1.33 0 18 0.000 0.327 3 25 0.053 0.439 
1.33 < R < 2 3 21 0.055 0.382 6 31 0.105 0.544 
2 < R < 6 16 37 0.291 0.673 12 43 0.211 0.754 
R > 6 18 55 0.327 1.000 14 57 0.246 1.000 
Note: The engineering group is excluded since not all versions of the questionnaire were distributed in this group. 
 
 
When we consider the effect of disability on utility, we should remember that people have a 

large capacity to adapt to adverse situations such as disability (Frederick and Loewenstein, 
1999). The phenomenon that people in general overestimate the effect of changes is called a “fo-
cusing illusion.” E.g., Kahneman and Thaler (2006:230) argue that “people often adapt surpris-
ingly well to important changes in their lives, even such dramatic changes as becoming a para-
plegic.” When studying subjective well-being, psychologists often find that the disabled are hap-
pier than non-disabled people expect (see, e.g., Dijkers, 1999, and Schulz and Decker, 1985). 
Health economists have found similar results (see, e.g., De Wit et al., 2000). Stein (2002) pre-
sents an overview of these findings. Therefore one would guess that people also underestimate 
utility when paralyzed. What does this mean for people’s estimates of their marginal utility? If 
people overestimate the fall in utility when paralyzed, they probably also overestimate the 
change in the marginal utility, but there is no reason to assume that they get the direction of the 
change wrong based on overestimating the fall in utility. This means that we probably can trust 
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Table 7. Choice experiment results for the respondents who received a questionnaire where lot-
tery B changed 
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the direction of our main result (disability generally increases the marginal utility of income) al-
though we might have overestimated its size. In the extreme case where the fall in utility is en-
tirely offset after, e.g., a year, then our results hold this first year. After that, both utility and 
marginal utility are the same as for people without a mobility impairment. In a recent study using 
longitudinal data, Oswald and Powdthavee (2008) find that adaptation takes place after the onset 
of disability, but is incomplete. The degree of adaptation is estimated to be around 30% to 50%. 

There is however also the possibility of optimism bias (e.g., Kahneman and Tversky, 1979; 
Kahneman and Lovallo, 1993; and Lovallo and Kahneman, 2003), giving our results a bias in the 
opposite direction. Optimism bias would make the respondents overestimate the probability that 
the grandchild is born without a mobility impairment, even though we clearly stated a 50% prob-
ability. In this case respondents tend to prefer lotteries with high income if not disabled, which 
makes our estimate of the marginal utility when disabled biased downwards. 

A potential misunderstanding could be that a respondent to some extent interprets the lottery as 
actually being about two different persons, one disabled and one not. Then she might answer 
based on a sense of fairness or some other ethical aspect. This could, e.g., be what Johansson-
Stenman and Martinsson (2007) call a “random ethics model.” 

 
6. Conclusions 

It is often implicitly assumed that disability generally lowers marginal utility of income. This 
article tests the relationship between being mobility impaired and marginal utility of income. In-
dividuals’ marginal utility (measured by a von Neumann-Morgenstern utility function) of income 
in two states is measured through experimental choices between imagined lotteries. The two 
states are: (1) paralyzed in both legs from birth and (2) not mobility impaired at all. An average 
income level (a monthly net income of 17,000 SEK, or approx. PPP US$ 1700) is used.  

The main finding is that marginal utility of income is higher when paralyzed than when not 
mobility impaired at all for a large majority (62.9 %). The ratio of an individual’s marginal util-
ity of income when paralyzed to the individual’s marginal utility of income when not mobility 
impaired at all is studied, and denoted R. The median R for average incomes is estimated at be-
tween 1.33 and 2. There were 292 valid (consistent) responses and the median R is statistically 
significantly (at the 0.005 % level) higher than one.  

The econometric analysis shows that older individuals have a higher R and that individuals 
from an average-income family are more likely to have an R over one than those from a low-
income family (the default). These two results are quite weak since they were only statistically 
significant in one regression, and only at the 10% level. Individuals with experience of paralysis 
have a higher R, and it is 23.5 percentage points more likely to be over one. Supporting the Left 
Party, the Green Party, the Social Democratic Party, or the Liberal Party does not correlate to the 
level of R in general when controlling for background factors. However, it does rise the likeli-
hood of R being over one by approximately 20 percentage points. 

Of the respondents with personal experience of mobility impairment, 70.2 % (40 of 57) had an 
R over one. This means that the individuals with probably the best knowledge of the utility func-
tion when paralyzed answered in line with the rest of the respondents, in fact, the result was even 
stronger in this group.  

The results have potentially important implications for the optimal level of insurance. More 
specifically, it is suggested that more than full insurance of income losses connected to being dis-
abled (paralyzed in both legs) is optimal, since optimal insurance coverage equals the marginal 
utility of income in each disability state, assuming no moral hazard and that there is actuarially 
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fair insurance available. Our result for optimal insurance is opposite to the implications of, e.g., 
Finkelstein et al. (2008) and Viscusi and Evans (1990).  

Our results can also offer an alternative to the worries of, e.g., Sen (1997) and Roemer (1985, 
1996, and 2001), that the utilitarian social welfare function (SWF) has unpleasant policy implica-
tions since it recommends resource transfers from disabled to non-disabled individuals. This 
worry is based on the assumption that disability makes the marginal utility lower. We found the 
opposite, and therefore the utilitarian SWF instead recommends resource transfers to disabled 
from non-disabled individuals, at least when it comes to paralysis in both legs. 

E.g., Sen (1986) and Roemer (1996) argue that it is something conceptually different to sum-
marize von Neumann-Morgenstern (VNM) utility than to summarize welfare, since VNM utility 
is not identical to welfare. If they are right, and one at the same time wants to use a utilitarian 
SWF, one has to decide which utility concept to summarize. For a discussion on this issue and 
disability, see Tengstam (2008). 

Further research could include other categories of disability. One might also widen the per-
spective and study other states that could be assumed to lower utility, e.g., social isolation. One 
hypothesis is that circumstances that decrease utility generally increase marginal utility of in-
come. This follows if income is a substitute for health and friends etc. However, absence of some 
states with low utility might be a complement to income, e.g., absence of a gambling problem or 
a shopping addiction. Empirical studies could help clarify which states are substitutes and which 
are complements. 

 
Appendix 1 

1.1. An illustration of the Viscusi and Evans (1990) method 

A chemical worker survey was utilized by Viscusi and Evans (1990) to estimate state-dependent 
utility functions. The survey elicited each worker’s perceived initial probability of suffering a 
workplace accident 1p . The workers were told that a new chemical would replace the chemical 
with which they currently worked. They were randomly assigned to either an asbestos, TNT, so-
dium bicarbonate, or chloroacetophenone group. Then the respondents assessed the posterior risk 

2p . The survey ascertained the percentage wage increase δ  (“the compensation rate”) needed to 
compensate the surveyed worker for the increased risk. Each worker also reported his base earn-
ings y.10 Viscusi and Evans let )(yu  denote the utility of income in good health and )( yv  the 
utility of income after a job injury. Then a wage increase that equates the expected utility that the 
worker obtained from his initial job and the transformed job satisfies: 

 
(8) ))1(())1(()1()()()1( 2211 δδ +++−=+− yvpyupyvpyup . 

 
Viscusi and Evans constructed a first-order Taylor approximation of the utility functions in 

each health state. The base earnings y was used as point of expansion, and they used δ  as the 
dependent variable in their regression. Substituting the Taylor approximations into equation (8) 
and solving for the endogenous valueδ , they got: 

 

                                                 
10 For simplicity we present their model with no taxes and with the replacement rate (the level of workers’ compen-
sation benefits after an injury) being 100 %. 
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where )()(1 yvyu −=β , )('2 yu=β , and )('3 yv=β . It is only possible to estimate two of the 
three parameters and they set the coefficient 12 =β  with no loss of generality. The Gallant 
(1975) nonlinear least squares estimator is used to estimate 1β  and 3β . Viscusi and Evans test 
whether ill health lowers the marginal utility of income, or: 

 
(10) 1)('3 <= yvβ . 

 
The Viscusi and Evans (1990) method is based on approximations, leading us to wonder how 

much this influences their results. Equation (9) implies that yδ , the compensation rate in money 
value, is independent of y. yδ  is a function of 1p  and 2p , but is not influenced by income. This 

is contra-intuitive. Further, they assumed that 1β  and 2β , and thereby 
)('

)()(
yu

yvyu − , are the same 

for all individuals although individuals start at very different income levels. This could be seen to 
somehow contradict that )(' yu  and )(' yv  are allowed to differ. It seems that their approxima-
tions are not unproblematic. 

In order to illustrate the Viscusi and Evans (1990) method, consider the following example. 
We have two individuals, the first’s risk of an accident goes from 10% to 20%, and the other’s 
goes from 10% to 40%. These are typical risk levels in the Viscusi and Evans (1990) dataset. 
They both start with a monthly net income of 20 (thousand SEK). We let them both have the fol-
lowing utility functions: 
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These utility functions have a CRRA (constant relative risk aversion) equal to two. Given these 

utility functions, the first individual needs 12.5% compensation and the other 45%. These com-
pensation rates are typical in their dataset. Putting the two individuals’ data into equation (9) 
gives an equation system. Solving this equation system gives the estimates. 3β  is estimated at 
0.286. This means that in their model, R(y) is supposed to be the same for all income levels, and 
it is estimated at 0.286. The correct value is 1.4. This proposes that the Viscusi and Evans (1990) 
estimator is at least sometimes rather imprecise.  
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1.2. Are our results driven by our approximations? 

Two potentially important approximations are behind expression (7), which is used to calculate 
our estimate of R. Going from expression (4) to expression (5), we make first-order Taylor ap-

proximations, and in Table 1 we use the approximation SEK
yyyy BnpAnpBpAp 17000

22
,,,, =

+
≈

+
. 

To test whether our results are driven by these approximations, we make three examples. First 
we assume the following CRRA utility functions with CRRA = 0.5: 
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In this case our estimate of R is 0.891, and the correct value is 0.9. Second, we assume the fol-
lowing CRRA utility functions with CRRA = 4: 
 

(13) 

⎪
⎪
⎩

⎪⎪
⎨

⎧

−=

−=

3

3

7008.0)(

5001)(

y
yv

y
yu

. 

 
In this case our estimate of R is 1.825, and the correct value is 1.4. Third, we assume the utility 
functions in expression (8). In this case our estimate of R is 1.57, and the correct value is 1.4. 
These three simulations capture quite extreme values of the concavity of the utility function, but 
all of them indicate that our approximations are ok. Although we might overestimate how far 
from unity R is, we do estimate R to be on the correct side of unity.  
Another way to evaluate our estimator in expression (7) is to observe the following two things. 
First, if our estimate of R is higher than one, we know that the Bpy ,  that makes the individual 
indifferent between lottery A and B satisfies: 
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This can be rearranged to: 
 

(15) 20, <Bpy . 

 

Further we know from equation (4) that: 

 

(16) )14()()14()20( , vyvuu Bp −=− . 
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Now (14), (15), and that v’(y) > 0 for all y imply: 

 

(17) )14()20()14()20( vvuu −<− . 

 

We see that (17) ⇒  
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Put in words, v’(y) in the interval 14 to 20 is on average higher than u’(y) in the interval 14 to 20. 
This holds irrespective of functional form of u and v.  

Second, with similar reasoning the following can be shown. If our estimate is R̂ , then: 
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Put in words, v’(y) in the interval 14 to R̂
6

14 +  is on average R̂ times larger than u’(y) in the in-
terval 14 to 20. This holds irrespective of functional form of u and v. 
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Appendix 2. The questionnaire (the version where lottery B changed and started at 15,000 
SEK if disabled): 

What is one thousand SEK (USD 100), 
really? 

A questionnaire survey 
 
 
The purpose of this questionnaire is to investigate whether people believe that money has the 
same worth for different people regardless of their living situations. For example, 1,000 SEK can 
be worth more to a poor person than to a rich person. The study is part of a research project car-
ried out at the Department of Economics and Statistics at the University of Gothenburg.  

 
Responding to our questions is voluntary, but at the same time you can not be replaced by 

someone else. Your answers will of course be anonymous and we do not want your name. If you 
have questions, you are welcome to ask them while completing the questionnaire or to contact us 
afterwards.  

 
 
 
 
Thanks in advance for your participation! Your answers are very valuable to us!  
 
 
Sven Tengstam 
Ph. D. student in Economics 
University of Gothenburg 
sven.tengstam@economics.gu.se 
031-7861276 
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General questions 
 
 
Question 1. Are you…? 
 
 □ Female   □ Male 
 
 
 
Question 2. In what year were you born? 
 
19 ……… 
 
 
 
Question 3. How many credits have you earned at the university level?  
 
……… credits 
 
 
 
Question 4. How many credits in economics have you earned? 
 
……… credits 
 
 
 
Question 5. What is you civil status? 
 
 □ Single 
 □ Married / cohabiting 
 □ Divorced 
 □ Other: ……………………… 
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Questions about income 
 

Now we want you to do a thought experiment and think about your future grandchild, or about 
another close person living two generations into the future. Let’s call her Anna. We know that 
Anna will have a predisposition giving her a 50% probability of being born with both legs irrepa-
rably paralyzed. At the same time, the probability is 50% that she does not become mobility im-
paired. When you think about what Anna’s life will be like, it feels like Anna will participate in a 
lottery. Whether or not she will have fully functional legs is determined lottery style. 

Now imagine that it is in fact determined in a lottery, and that the lottery also determines 
Anna’s disposable income (i.e., the money she will have at her disposal after tax). You will be 
asked to choose between varying lotteries. You shall choose the lottery that you think will be 
best for Anna. 

No matter which lottery you choose, the probability that Anna becomes mobility impaired is 
50%, and the probability that she does not become mobility impaired is 50%. However, her dis-
posable income is influenced by which lottery you choose. You will make several choices be-
tween two lotteries (A and B). A will however be the same throughout and B will keep changing. 
The box shows A and an example of B. 

 
Lottery A  
50 %   Anna does not become mobility impaired. She gets a disposable income of 20,000 SEK/month. 
50 %        Anna becomes mobility impaired. She gets a disposable income of 14,000 SEK/month.  
Lottery B  
50 %   Anna does not become mobility impaired. She gets a disposable income of 14,000 SEK/month. 
50 %        Anna becomes mobility impaired. She gets a disposable income of 20,000 SEK/month.  
 
Which of the lotteries do you feel would be best for Anna? Maybe you think that the lotteries 

are equally good since they deal with the same amounts of money. However, in lottery A Anna 
gets a higher disposable income if she is not mobility impaired, and in lottery B she gets a higher 
disposable income if she is mobility impaired. It is not self evident that these two lotteries are 
equally good for Anna. 

 
Keep in mind: “Mobility impaired” implies that both of Anna’s legs are irreparably paralyzed. 

No device exists that can give her the mobility back. Society pays all extra economic costs (e.g., 
for special trips and for adjusting her house) that arise due to being mobility impaired. The in-
come differences thereby are actually differences in the amounts of goods and services she can 
buy and consume. She does not have access to any inheritance, any insurance money, or any 
other money besides her disposable income. Your choice of lottery does not influence Anna’s 
job satisfaction or how hard she has to work. Thus, the lotteries only influence the salary and 
mobility – nothing else. 

No matter what lottery you choose, society as to the rest is the same. Even if Anna is living far 
into the future, we assume that society generally looks like today. Anna will have the same per-
centage salary increase as in society in general no matter what lottery you choose. 
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Keep in mind that no matter what lottery you choose, the probability that Anna becomes mobility im-

paired is 50%. You can not influence her probability of becoming mobility impaired. The only thing you 
can influence is how her income is related to whether she becomes mobility impaired or not! Society in 
general is not influenced by your choice. 

 
It is important that you think about what is best for Anna, and not about something else. There are 

no “right answers” to the questions and we ask you to make your choices as thoughtfully as possible. You 
are welcome to go back and change your answers if you realize that you have changed your mind. 
 
 
Question 1.  
Lottery A  
50%     Anna does not become mobility impaired. She gets a disposable income of 20,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 14,000 SEK/mth 
 
Lottery B  
50%     Anna does not become mobility impaired. She gets a disposable income of 14,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 15,000 SEK/mth 
 
 
 Which of the lotteries do you feel would be best for Anna? 
 
  □ Lottery A  □ Lottery B 
 
 
Note that your choice only influences how the income is related to the mobility impairment. You can not 
influence her probability of becoming mobility impaired, or what society looks like. 
 
 
Question 2.  
Lottery A  
50%     Anna does not become mobility impaired. She gets a disposable income of 20,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 14,000 SEK/mth 
 
Lottery B  
50%     Anna does not become mobility impaired. She gets a disposable income of 14,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 17,000 SEK/mth 
 
 
 Which of the lotteries do you feel would be best for Anna? 
 
  □ Lottery A  □ Lottery B 
 
 
Note that your choice only influences how the income is related to the mobility impairment. You can not 
influence her probability of becoming mobility impaired, or what society looks like. 
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Question 3.  
Lottery A  
50%     Anna does not become mobility impaired. She gets a disposable income of 20,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 14,000 SEK/mth 
 
Lottery B  
50%     Anna does not become mobility impaired. She gets a disposable income of 14,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 18 500 SEK/mth 
 
 
 Which of the lotteries do you feel would be best for Anna? 
 
  □ Lottery A  □ Lottery B 
 
 
Note that your choice only influences how the income is related to the mobility impairment. You can not 
influence her probability of becoming mobility impaired, or what society looks like. 
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50%     Anna becomes mobility impaired. She gets a disposable income of 14,000 SEK/mth 
 
Lottery B  
50%     Anna does not become mobility impaired. She gets a disposable income of 14,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 19 500 SEK/mth 
 
 
 Which of the lotteries do you feel would be best for Anna? 
 
  □ Lottery A  □ Lottery B 
 
 
Note that your choice only influences how the income is related to the mobility impairment. You can not 
influence her probability of becoming mobility impaired, or what society looks like. 
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Question 5.  
Lottery A  
50%     Anna does not become mobility impaired. She gets a disposable income of 20,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 14,000 SEK/mth 
 
Lottery B  
50%     Anna does not become mobility impaired. She gets a disposable income of 14,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 20,000 SEK/mth 
 
 
 Which of the lotteries do you feel would be best for Anna? 
 
  □ Lottery A  □ Lottery B 
 
 
Note that your choice only influences how the income is related to the mobility impairment. You can not 
influence her probability of becoming mobility impaired, or what society looks like. 
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Lottery B  
50%     Anna does not become mobility impaired. She gets a disposable income of 14,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 20 500 SEK/mth 
 
 
 Which of the lotteries do you feel would be best for Anna? 
 
  □ Lottery A  □ Lottery B 
 
 
Note that your choice only influences how the income is related to the mobility impairment. You can not 
influence her probability of becoming mobility impaired, or what society looks like. 
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Question 7.  
Lottery A  
50%     Anna does not become mobility impaired. She gets a disposable income of 20,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 14,000 SEK/mth 
 
Lottery B  
50%     Anna does not become mobility impaired. She gets a disposable income of 14,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 21 500 SEK/mth 
 
 
 Which of the lotteries do you feel would be best for Anna? 
 
  □ Lottery A  □ Lottery B 
 
 
Note that your choice only influences how the income is related to the mobility impairment. You can not 
influence her probability of becoming mobility impaired, or what society looks like. 
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50%     Anna becomes mobility impaired. She gets a disposable income of 23,000 SEK/mth 
 
 
 Which of the lotteries do you feel would be best for Anna? 
 
  □ Lottery A  □ Lottery B 
 
 
Note that your choice only influences how the income is related to the mobility impairment. You can not 
influence her probability of becoming mobility impaired, or what society looks like. 
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Question 9.  
Lottery A  
50%     Anna does not become mobility impaired. She gets a disposable income of 20,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 14,000 SEK/mth 
 
Lottery B  
50%     Anna does not become mobility impaired. She gets a disposable income of 14,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 25,000 SEK/mth 
 
 
 Which of the lotteries do you feel would be best for Anna? 
 
  □ Lottery A  □ Lottery B 
 
 
Note that your choice only influences how the income is related to the mobility impairment. You can not 
influence her probability of becoming mobility impaired, or what society looks like. 
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Finishing questions 
 
Question 1. Did you think it was difficult to answer the questions about the lotteries? Mark a 

number below, where 1 means very easy and 10 means very difficult.  
 
 
 1 2 3 4 5 6 7 8 9 10 
Very easy               Very difficult 
 
 
 
 
Question 2. How many siblings did you grow up with (include half-siblings you grew up 

with)?  
 
 □ I grew up as an only child. 
 □ One sibling 
 □ Two siblings 
 □ Three or more siblings 
 
 
 
 
Question 3. What would you say that your family’s income was when growing up?  
 
 □ Much lower than in most families 
 □ Lower than in most families 
 □ Average 
 □ Higher than in most families 
 □ Much higher than in most families 
 
 
 
 
Question 4. What alternative fits you best? 
 
 □ I or a family member/close friend am paralyzed in both legs.   
 □ I or a family member/close friend am paralyzed in one leg.  
 □ I or a family member/close friend have a mild mobility impairment. 
 □ Neither I nor a family member/close friend has a mobility impairment. 
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Question 5. Which party’s policies do you think best match your opinions about how society 
should be governed?    

 
 □ The Social Democratic Party 
 □ Moderaterna 
 □ The Center Party 
 □ The Liberal Party 
 □ The Christian Democrats 
 □ The Left Party 
 □ The Green Party 
 □ Other: ……………………… 
 
 
 
 
Question 6. Generally, how often do you visit a church/mosque/synagogue (or equivalent)? 

Choose the most appropriate alternative.  
 
 □ Every week 
 □ Once a month 
 □ Once a year 
 □ More seldom than once a year 
 
 
 
 
 
If you have any comments about this questionnaire, kindly write them here: 
 
 
 
……………………………………………………………………………………….. 
 
……………………………………………………………………………………….. 
 
……………………………………………………………………………………….. 
 
……………………………………………………………………………………….. 
 
 
 
 
Thanks for taking the time to answer the questionnaire! 
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Appendix 3. The different versions of the questionnaire 

3.1. The two first lottery questions in the version where lottery B changed, starting at 15,000 
SEK if disable): 

Question 1.  
Lottery A  
50%     Anna does not become mobility impaired. She gets a disposable income of 20,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 14,000 SEK/mth 
 
Lottery B  
50%     Anna does not become mobility impaired. She gets a disposable income of 14,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 15,000 SEK/mth 
 
 
Which of the lotteries do you feel would be best for Anna? 
 
  □ Lottery A  □ Lottery B 
 
 
Note that your choice only influences how the income is related to the mobility impairment. You can 

not influence her probability of becoming mobility impaired, or what society looks like. 
 
 
 
Question 2.  
Lottery A  
50%     Anna does not become mobility impaired. She gets a disposable income of 20,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 14,000 SEK/mth 
 
Lottery B  
50%     Anna does not become mobility impaired. She gets a disposable income of 14,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 17,000 SEK/mth 
 
 
Which of the lotteries do you feel would be best for Anna? 
 
  □ Lottery A  □ Lottery B 
 
 
Note that your choice only influences how the income is related to the mobility impairment. You can 

not influence her probability of becoming mobility impaired, or what society looks like. 
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Note that your choice only influences how the income is related to the mobility impairment. You can 

not influence her probability of becoming mobility impaired, or what society looks like. 
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3.2. The two first lottery questions in the version where lottery B changed, starting at 25,000 
SEK if disabled: 

Question 1.  
Lottery A  
50%     Anna does not become mobility impaired. She gets a disposable income of 20,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 14,000 SEK/mth 
 
Lottery B  
50%     Anna does not become mobility impaired. She gets a disposable income of 14,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 25,000 SEK/mth 
 
 
Which of the lotteries do you feel would be best for Anna? 
 
  □ Lottery A  □ Lottery B 
 
 
Note that your choice only influences how the income is related to the mobility impairment. You can 

not influence her probability of becoming mobility impaired, or what society looks like. 
 
 
 
Question 2.  
Lottery A  
50%     Anna does not become mobility impaired. She gets a disposable income of 20,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 14,000 SEK/mth 
 
Lottery B  
50%     Anna does not become mobility impaired. She gets a disposable income of 14,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 23,000 SEK/mth 
 
 
Which of the lotteries do you feel would be best for Anna? 
 
  □ Lottery A  □ Lottery B 
 
 
Note that your choice only influences how the income is related to the mobility impairment. You can 

not influence her probability of becoming mobility impaired, or what society looks like. 
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3.3. The two first lottery questions in the version where lottery A changed, starting at 15,000 
SEK if disabled: 

Question 1.  
Lottery A  
50%     Anna does not become mobility impaired. She gets a disposable income of 14,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 15,000 SEK/mth 
 
Lottery B  
50%     Anna does not become mobility impaired. She gets a disposable income of 20,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 14,000 SEK/mth 
 
 
 
 
 
Which of the lotteries do you feel would be best for Anna? 
 
  □ Lottery A  □ Lottery B 
 
 
Note that your choice only influences how the income is related to the mobility impairment. You can 

not influence her probability of becoming mobility impaired, or what society looks like. 
 
 
 
Question 2.  
Lottery A  
50%     Anna does not become mobility impaired. She gets a disposable income of 14,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 17,000 SEK/mth 
 
Lottery B  
50%     Anna does not become mobility impaired. She gets a disposable income of 20,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 14,000 SEK/mth 
 
 
Which of the lotteries do you feel would be best for Anna? 
 
  □ Lottery A  □ Lottery B 
 
 
Note that your choice only influences how the income is related to the mobility impairment. You can 

not influence her probability of becoming mobility impaired, or what society looks like. 
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3.4. The two first lottery questions in the version where lottery A changed, starting at 25,000 
SEK if disabled: 

Question 1.  
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50%     Anna does not become mobility impaired. She gets a disposable income of 14,000 SEK/mth 
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50%     Anna does not become mobility impaired. She gets a disposable income of 20,000 SEK/mth 
50%     Anna becomes mobility impaired. She gets a disposable income of 14,000 SEK/mth 
 
 
 
 
 
Which of the lotteries do you feel would be best for Anna? 
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