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Abstract

We re-examine the tax-spending nexus using a panel of 50 US state-local government

units between 1963 and 1997. We find that, unlike tax revenues, expenditures adjust

to revert back to a long-term equilibrium relationship. The evidence on the short-term

dynamics is also consistent with the tax-and-spend hypothesis. One implication of this

finding is that the size of the government at the state-local level is not determined by

expenditure demand, but rather by resource supply. This is consistent with the fact that

many US state and local governments operate under constitutional or legislative limita-

tions that seek to constrain deficits.

JEL Classification: H71; H72; C33.
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1 Introduction

Persistently large public sector budget deficits have to be eventually corrected through fis-

cal adjustments in the form of government expenditure cuts and/or tax revenue increases.
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In practice, however, addressing the deficit problem may be complicated by the several is-

sues. One issue is the division of the burden of adjustment between the expenditure and

revenue sides of the budget during periods of fiscal retrenchment. A related issue is the

temporal causality between taxes and expenditures which is typically discussed in terms of

the following four competing hypotheses in the literature.

According to the tax-and-spend hypothesis championed by Friedman (1978), the level of

spending adjusts to the level of tax revenues available. Thus, an increase in tax will not lead

to lower budget deficits. Friedman therefore favors a reduction in taxes to force subsequent

spending cuts. The Buchanan and Wagner (1977) version of this hypothesis states that tax

reductions will lead to higher spending through lowering the perceived price of government

provided goods and services by the public. To reduce expenditures, the authors suggest

limiting the ability of the government to resort to deficit financing.

The so-called spend-and-tax hypothesis maintains that the level of spending is first de-

termined by the government and then tax policy and revenue are adjusted to accommodate

the desired level of spending. In this connection, Peacock and Wiseman (1979) argue that

temporary increases in expenditures due to a crisis situation are used to justify higher taxes

which may then become permanent. Another version of this hypothesis is based on the

work of Barro (1979). In his tax smoothing hypothesis, government spending is considered

as an exogenous variable to which taxes adjust. Since changes in expenditures drive changes

in taxes in this scenario, the preferred approach to fiscal deficit reduction relies on cutting

expenditures.

Meltzer and Richard (1981), among others, maintain that voters’ choices lead to concur-

rent changes in taxes and expenditures. The implication of this so-called fiscal synchroniza-

tion hypothesis is that causal relationship between government revenue and spending is

bidirectional.

In contrast, Wildavsky (1988) and others emphasize that separate institutions participate

in the budgetary process and that the collapse of a consensus on fundamentals among them

may result in an independent determination of the revenue and expenditure sides of the

budget The implication of this institutional separation hypothesis is that taxes and expendi-

tures may be causally independent.

Our main objective is to re-examine this issue of causality between taxes and expendi-

tures. The paper contributes to the existing tax-spending literature in several ways. Firstly,
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our empirical evidence is based on a panel of 50 combined US state and local government

units, henceforth referred to as state-local governments, and covers over 35 years.1 Secondly,

our empirical model controls for a number of important factors that are likely to affect the

relationship between taxes and expenditures. It is also very general in the sense that it ac-

counts not only for the non-stationarity, but also for the panel structure of our data. Thirdly,

our approach to causality relies on the fact that if taxes and expenditures are cointegrated,

then their levels must be related in the long run with causality running in at least one di-

rection. To exploit this potential channel of causality, we adopt the panel error correction

approach of Westerlund (2007a). Finally, we employ alternative variable definitions to check

the robustness of our results.

The rest of the paper proceeds as follows. Section 1 provides a theoretical framework.

Section 2 describes the empirical methodology and the data. Section 3 presents the results.

Section 4 concludes.

2 The theoretical model

While the direction of causality is an empirical question in the final analysis, the use of state-

local data may provide prior expectations in that regard. In particular, it is well known that

many states and local governments in the US operate under fiscal constraints in the form of

budget requirements and debt limits. These constraints, while not strictly binding, may be

effective enough to result in revenue-constrained spending decisions. If so, we would expect

to obtain results that are consistent with the tax-and-spend hypothesis. Similarly, to the

extent that such constraints create causal dependence between revenues and expenditures

in either direction, we do not expect to find empirical support for the institutional separation

hypothesis.2

1For a review of the studies published between 1985 and 2002, see Payne (2003). Only a small subset of these
was based on US sub-national data. Of these, many employed aggregate US state or local government level
data or a single state time series, see for example Ram (1988), Miller and Russek (1990) and Payne (1998). To
the best of our knowledge, the only other study comparable to ours was conducted by Holtz-Eakin et al. (1989)
who applied a panel vector autoregressive model to 171 US municipal governments over the 1972–1980 period.
Controlling for federal grants, their results supported the tax-and-spend hypothesis. A later study by Joulfaian
and Mookerjee (1990) applied the same panel approach to annual state level data for sixteen countries during
the 1955–1986 period.

2This expectation is buttressed by the fact that the divergence of interests, agendas, and decision-making
institutions that tend to decouple spending and tax decisions at the federal level is likely to be less pronounced
at the state and local levels, see Hoover and Sheffrin (1992).
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With these points in mind, we employ a theoretical framework parallel to Sargent’s (1987)

treatment of the tax smoothing model of Barro (1979), in which the government decision

makers, who are assumed to have rational expectations, take the level of spending, hence-

forth denoted Gt, as exogenous and choose the level of tax revenue, denoted Rt, to minimize

tax distortions. As noted by Hoover and Sheffrin (1992), the roles of taxes and spending can

be reversed to derive a model in which the path of government spending is smoothed given

the path of taxes. This is the behavioral assumption in the model outlined below. More

specifically, suppose the spending distortion at time t has the quadratic form c1Gt + 1
2 c2G2

t ,

where c1 and c2 are positive constants. The government then chooses the spending path that

minimizes the present expectation of discounted sum of all future distortions,

min
Gt, Bt+1

Et

(
∞

∑
t=0

rt
(

c1Gt +
1
2

c2G2
t

))
(1)

subject to the budget constraint

Bt+1 = (1 + i)(Bt + Gt − Rt), (2)

where Et is the expectation conditional upon the information available at time t, Bt is the

government debt stock, i is the interest rate and r is the discount rate. Note that, as in much

of the literature, i and r are assumed to be constant over time and all fiscal variables are

expressed in real terms. Following the brief steps shown for parallel problems in Sargent

(1987), the first order condition requires

Et(Gt+1) = − c1

c2

(
1− i◦

r

)
+

i◦
r

Gt = − c +
i◦
r

Gt (3)

with i◦ = 1
1+i . Derivations parallel to those in Sargent (1987) yield the following first-order

solution for the government spending at time t:

Git =
c
i
+ φRt + δBt + δ

(
∞

∑
s=1

is
◦Et(Rt+s)

)
(4)

where δ = 1− i2◦
r and φ = i◦δ. This equation suggests that spending is determined by the

expected present value of all future taxes. Also, since is◦ converges to zero as s rises, the

expected taxes in the immediate future periods have a larger impact on than the expected

taxes in the distant future. Following Sargent (1987) and Hoover and Sheffrin (1992), we

assume that tax is characterized by the following stochastic process:

Rt = R + ut, (5)
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where R is the long-term average tax revenue and ut is a stationary error term. Note that

Et(Rt+s) = R for all s ≥ 1, which can be substituted into (4) to obtain

Gt =
c
i
+ δR

(
i◦

1− i◦

)
+ φRt + δBt = α + φRt + δBt. (6)

Note that both δ and φ have a positive sign if i2◦ < r, a negative sign if i2◦ > r, and are equal

to zero if i◦ and r are equal. However, it is typically assumed that i2◦ < r, see for example

Sargent (1987, Chapter 6).

3 The empirical model

Based on equation (6), the empirical model that we will consider can be written as

Git = αi + β1Rit + β′2Xit + error, (7)

where the index i = 1, ..., N denote the state-local units, while t again denotes time. Thus,

Git is now the spending of state-local government i at time t.

Although we focus on the relationship between Git and Rit, these variables cannot be

analyzed in isolation. We therefore add Xit, a vector of control variables, which includes

federal government grants, non-tax revenues, state gross product and of course the debt

stock, Bit.

A large body of empirical literature has found that grants not only boost the level of

spending but do so by an amount which is larger than equal increases in private income.3

On the tax side, grants may create a substitution effect when they replace tax revenues. Ac-

cordingly, omission of grants can cause misleading results, for an increase in spending due

to an increase in grants may be incorrectly attributed to a change in tax revenues. Non-tax

revenues, such as charges and fees, are other sources of funds to state-local governments that

have been curiously ignored in much of the empirical literature.4 They are expected to have

similar qualitative effects on expenditures and tax revenues as grants. Finally, we include

a measure of total state output to control for changes in those components of government

3See Hines and Thaler (1995) for a review of the literature.
4Data suggest a heavier reliance by state governments on non-tax revenues to finance spending in the past

several years. This reflects, among other things, a substitution away from tax revenues, which are constrained
by statutory and constitutional limits, and towards non-tax revenues, which are not bound by these limitations,
see Skidmore (1999).
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spending and taxes that are sensitive to variation in the level of economic activity.5

Provided that the variables are integrated of order one and that the regression error is

stationary, (7) may be viewed as representing a long-term, or cointegrating, relationship,

which can be rewritten as an error correction model. The particular model employed here

can be written as

∆Git = constant + ρ1i
(
Git−1 − β1Rit−1 − β′2Xit−1

)
+

p

∑
s=1

δ1is∆Git−s +
p

∑
s=−p

λ1is∆Rit−s

+
p

∑
s=−p

γ′1is∆Xit−s + error, (8)

∆Rit = constant + ρ2i
(
Git−1 − β1Rit−1 − β′2Xit−1

)
+

p

∑
s=1

δ2is∆Rit−s +
p

∑
s=−p

λ2is∆Git−s

+
p

∑
s=−p

γ′2is∆Xit−s + error. (9)

Note that (8) and (9) can be interpreted as two conditional error correction models, one

for Git and one for Rit. As such, our setup is nothing but a restricted version of the full panel

vector error correction model considered by Larsson et al. (2001). The idea here is to avoid

estimating all the parameters of full model and to make inference based on the conditional

models only. In so doing, we assume that the regression errors are independent of ∆Xit at

all lags and leads. This assumption is not restrictive in the sense that it holds as long as the

error correction model in (8) is well specified. If the model is correct, so that all short-run

dynamics have been accounted for, then the errors are independent of ∆Xit by construction.

Apart from this, however, there are basically no restrictions on the two error terms, which

may be correlated across both i and t.

The key parameters in (8) and (9) are ρ1i and ρ2i, which measures the extent of the error

correction. If ρ1i < 0 and/or ρ2i < 0, then there is error correction, which implies that Git, Rit

and Xit are cointegrated, whereas if ρ1i = ρ2i = 0, then there is no error correction and thus

no cointegration. Note that this interpretation of rests on two key assumptions. The first

one is that there can be at most one cointegrating relationship, suggesting that the elements

of Rit and Xit cannot be cointegrated among themselves. Although clearly an important

assumption, being testable, it is not very restrictive. The second one is that the extent of

5In this connection, note that deterioration in the state of the economy can reduce tax revenues and increase
some expenditure, at the same time. If output, as the factor that derives both tax revenues and expenditures,
is omitted from the estimating equation, the inverse relationship between the two variables may be incorrectly
interpreted as support for the Buchannan and Wagner (1977) hypothesis.
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cointegration can be inferred by looking at ρ1i and ρ2i alone, which means that Xit cannot be

error correcting. In other words, the regressors contained in Xit must be weakly exogenous

with respect to ρ1i and ρ2i. This assumption can be tested by performing a test for error

correction in a reverse regression with for example ∆Bit as the dependent variable.

Finally, note that weak exogeneity of a variable does not preclude the possibility of de-

pendence between that variable and other variables in the system. To test if a particular

variable is strictly exogenous with respect to the other variables in the system we also need

to test if the lags and leads of the first differences of the other variables are zero in the regres-

sion corresponding to the variable we want to test.

4 Empirical Results

4.1 Data

Our data set consists of a panel of 50 US state-local government units covering the period

1963–1997. The sample period was determined by availability of consistent data on state

gross product (see the data appendix for details and data sources). All variables as expressed

in log real per capita terms. This obviates the need for adding population as an additional

variable to our model to control for changes in taxes and spending that are due to changes

in the size of state population.

There are several advantages associated with our data set. First, the fact that the data has

a panel structure fills a gap that exists in the empirical literature between studies that have

used time series from individual states and those that have used aggregate state or state-

local level data. Second, unlike cross-national data, the data from US states enjoy a relatively

high degree of homogeneity in dimensions that range from definition and measurement

of variables to fiscal and political institutions, processes, and constraints. Third, there is

significant degree of variation in the levels of the variables across the state-local government

units, which may improve the precision of the estimated parameters of the model. This

variation will not be exploited if the cross-sectional units are pooled as in Joulfaian and

Mookerjee (1990), or when individual time series are used as in Payne (1998). Fourth, the

use of panel data addresses the well-known problem of low power of conventional time

series unit root and cointegration tests, as it increases the sample size considerably.
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4.2 Unit root tests

We begin the empirical analysis by testing the variables for unit roots, employing the recently

developed bootstrap tests of Smith et al. (2004). The tests use a sieve sampling scheme to

account for error dependence across both the time series and cross-section dimensions of

the panel. We consider four tests denoted t, LM, max and min, which are all constructed

with a unit root under the null hypothesis and heterogeneous autoregressive roots under

the alternative. A rejection of the null should therefore be taken as evidence in favor of

stationarity for at least one state. The order of the sieve is permitted to increase with T at

the rate 4(T/100)
2
9 and so is the lag length of the individual unit root test regressions.6 As

none of the series seems to be trending, each test regression is fitted with an intercept but no

trend. The bootstrapped p-values are based on 1,000 replications.

Table 1: Unit root test results.

Test values p-values

Variable t LM max min t LM max min
Expenditures 4.893 −4.684 9.773 −5.183 1.000 1.000 1.000 1.000
Tax revenues 6.809 −5.746 8.254 −5.645 1.000 1.000 1.000 1.000
Federal grants −10.496 8.684 20.350 1.198 0.001 0.002 1.000 0.045
Non-tax revenues 5.517 −5.035 14.782 −4.136 1.000 1.000 1.000 0.999
Debt −2.254 −0.204 9.174 −4.945 0.763 0.847 1.000 1.000
Output 10.304 −6.770 9.557 −5.648 1.000 1.000 1.000 1.000

Notes: The Smith et al. (2004) tests take a unit root as the null hypothesis. The test regression is

is fitted with an intercept and 4(T/100)
2
9 lags. The p-values are based on 1,000 boostrap replicat-

ions.

The results reported in Table 1 suggest that the unit root null cannot be rejected at any

conventional significance level for any of the variables. The only exception is federal grants,

for which the null must be rejected at the 1% level when using the t and LM tests. However,

since the rejections are quite marginal, we chose to proceed as if all six variables are indeed

non-stationary.7

6The idea is that the serial correlation of the data can be approximated arbitrarily well by an autoregressive
model of increasing order. To also preserve the cross-sectional dependence, the bootstrap innovations are drawn
from the joint cross-sectional distribution on the estimated residuals.

7The conclusion that the variables are non-stationary is reinforced by the fact that if we permit for the possi-
bility of a linear trend, the null cannot be rejected for any of the variables.
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4.3 Cointegration tests

Given that the variables appear to be non-stationary, we now proceed to test for cointegra-

tion. The approach used for this purpose is taken from Westerlund (2007a), who develops

four tests based on the error correction models in (8) and (9). All four tests take no error

correction as the null hypothesis, but differ in the way the alternative is formulated. Two of

the tests, Pα and Pτ, assume that the error correction coefficient of for example equation (8) is

equal for all state-local units, in which case the alternative is formulated as that ρ1i = ρ1 < 0

for all i. The second pair, Gα and Gτ, do not require ρ1i to be equal, which means that the

alternative is formulated as that ρ1i < 0 for at least some i. Thus, while a rejection by the

first two tests provides evidence in favor of cointegration for all states, this is not the case

for the other two. Similar to the Smith et al. (2004) unit root tests, the error correction tests

use a sieve type sampling scheme that accounts for both the time series and cross-sectional

dependencies of the regression error.8

Table 2: Cointegration test results.

Expenditures Tax revenues

Test Value p-value Value p-value

Gτ −19.958 0.002 −10.189 0.412
Gα −1.835 0.367 0.330 0.987
Pτ −10.305 0.027 −8.794 0.241
Pα −4.808 0.061 −3.470 0.534

Notes: The Westerlund (2007a) tests take no cointegration as the null hypothesis.

The test regression is fitted with an intercept and 4(T/100)
2
9 lags and leads. The

p-values are based 1,000 boostrap replications.

The computed values of the test statistics are presented in Table 2 along with the boot-

strapped p-values based on 1,000 replications. We begin by examining the results from equa-

tion (8) with expenditures as the dependent variable. As can be seen, except for Gα, the no

cointegration null is rejected at least at the 10% level, which we take as evidence in favor of

cointegration. There is no difference depending on whether ρ1i is restricted to be homoge-

nous or not, suggesting that the whole panel is cointegrated. The fact that Gα has such a large

p-value is strange, but consistent with its relatively poor power properties in small samples,

8As with the Smith et al. (2004) tests, we set the order of the sieve approximation equal to 4(T/100)
2
9 . The

same rule is used for selecting p, the number of lags and leads used in the estimation of (8) and (9).
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as documented by Westerlund (2007a). We therefore choose to interpret these results as evi-

dence in favor of cointegration.9

As pointed out by Westerlund (2007a), violations of the assumption of weakly exogenous

regressors are only problematic to the extent that the tests are unable to reject the null of no

cointegration, in which case we do not know whether there is no cointegration at all, or if

there is cointegration, but it is only Rit or Xit that are error correcting. In other words, our

finding of cointegration is not going to be altered even if some of the regressors happen to

be non-weakly exogenous. Nonetheless, in order to shed at least some light on the appropri-

ateness of this assumption, we performed a series of reverse regression tests. As explained

in Section 3, if regressors in Xit are indeed weakly exogenous, then they should not be error

correcting, and this is exactly what we find. In fact even tax revenues seem to pass the weak

exogeneity test. This is shown in rightmost panel of Table 2, which reports the results from

(9) with tax revenues as the dependent variable. Note that, consistent with the notion of

weak exogeneity, the null of no error correction cannot be rejected. In other words, there

seem to be no serious violations of the weak exogeneity assumption.

Finally, to test the validity of the assumption that the regressors in (8) cannot be cointe-

grated amongst themselves, we tested the rank of (Rit, Xit) using the trace test of Johansen

(1988). The results indicate that in only six out of the 50 cases do we end up rejecting the null

hypothesis of full rank at the 1% significance level, which means that the regressors can be

considered as roughly non-cointegrated.10 Similar results were obtained for the regression

in (9).

4.4 Cointegration estimation

It is well known that the presence of endogeneity and cross-sectional dependence makes the

least squares estimator inefficient and biased. A common approach to alleviate this problem

is to use seemingly unrelated regressions techniques. However, since this approach is not

feasible when N > T, in this paper we instead apply the newly developed estimator of West-

erlund (2007b), which is based on modelling the cross-sectional dependence by means of a

small number of common factors. The estimator, which can be seen as a factor augmented

9Note that in addition to being more powerful than conventional time series tests the panel tests applied here
have a great operational advantage in that they do not require tabulation and evaluation of the individual tests,
which is not practical in the typical panel where N is relatively large.

10Note that with 50 states, we expect the full rank null to be rejected a certain number of times just by chance.

10



version of the more conventional bias-adjusted estimator of Kao and Chiang (2000), is im-

plemented in two steps. The first step involves estimating the common factors using the

method of principal components.11 In the second step, the cointegration vector is estimated

by least squares conditional upon the resulting first-step factor estimates.

Table 3: Cointegration estimation results.

LS Bias-adjusted LS
Variable β SE p-value β SE p-value

Tax revenues 0.498 0.006 0.000 0.524 0.018 0.000
Federal grants 0.076 0.002 0.000 0.058 0.007 0.000
Non-tax revenues 0.032 0.004 0.000 0.040 0.015 0.006
Debt 0.016 0.002 0.000 0.031 0.006 0.000
Output −0.030 0.007 0.000 −0.076 0.020 0.000

Notes: The value β refers to the estimated cointegrating slope, SE refers to the
Newey and West (1994) robust standard error and LS refers to the least squares
estimator. The bias-adjusted LS estimator is that of Westerlund (2007b). The
results are based on an intercept and the p-values are for a double-sided test of
a zero slope.

For comparison, the bias-adjusted estimation results are reported along with their un-

adjusted least squares counterparts in Table 3. It is seen that both estimators produce very

similar results, and that all five right-hand side variables are highly significant. Note also the

positive sign of the estimated slope coefficients of the first four variables, which corroborates

the notion that expenditures at the state level are resource constrained. The positive sign of

the tax variable is of particular interest as it provides support in favor of the tax-and-spend

hypothesis.

The fact that the standard errors of the bias-adjusted estimator are larger than those of

the least squares estimator can be due to computational differences, but it can also be due to

the least squares bias in the presence of cross-section dependence.

4.5 Exogeneity tests

We have already established that Rit and Xit appear to be weakly exogenous. To determine

whether they are also strictly exogenous, we now proceed to test the significance of the first

11The number of common factors is determined using the IC1 information criterion recommended by Bai and
Ng (2004). The maximum number of factors was set to five but the IC1 criterion suggested that four factors
should be enough to model the cross-section dependence.
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differenced variables. Since these variables are stationary, the exogeneity test is implemented

as an ordinary F-test of the null hypothesis that the lags and leads of each element in (8) and

(9) are jointly zero.12 The problem is that there is not just one, but N regressions to consider

for each choice of dependent variable. To facilitate inference at the overall panel level, we

propose combining the p-values of the individual F-tests, henceforth denoted as pi, in the

following way:

Pm = − 1√
N

N

∑
i=1

(ln(pi) + 1).

As shown by Choi (2001), given that the individual tests are independent across i, then Pm

converges to the standard normal distribution as N grows large. As already noted, however,

the assumption of cross-sectional independence is unlikely to hold in our data. To allow

for violations of this assumption, we further propose bootstrapping the individual F-tests

under the null hypothesis of short-run exogeneity. The resulting p-values can then be used

in place of pi in the formula above, and Pm should again converge to the standard normal

distribution.

Table 4: Short-run exogeneity test results.

Expenditures Tax revenues

Variable Pm p-value Pm p-value

Tax revenues/Expenditures 2.991 0.001 2.052 0.020
Federal grants 1.598 0.055 0.679 0.249
Non-tax revenues 3.704 0.000 −0.341 0.633
Debt 1.948 0.026 1.255 0.105
Output 2.686 0.004 5.621 0.000

Notes: The value Pm refers to the p-value test based on the individual F-tests for

short-run exogeneity. The test regression is fitted with an intercept and 4(T/100)
2
9

lags and leads. The p-values are based on the normal distribution.

The results from are reported in Table 4 and may be summarized as follows. Firstly, we

see that the first differences of all five explanatory variables enter (8) significantly, at least at

the 10% level. Thus, expenditures react not only to deviations from the long-run relationship,

but also to short-run movements in the rest of the system, including tax revenues. At the

12Although insignificant for Rit and Xit, for simplicity all test statistics are computed with an unrestricted
error correction term.
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1% level, however, only tax revenues, non-tax revenues, and output pass the short-term

exogeneity test.

Secondly, if we look at the tax revenue equation, then there are only two significant vari-

ables at the 10% level, expenditures and output. At the 1% level only output remain signifi-

cant. Thus, since the error correction term was also insignificant in (9), tax revenues may be

considered as roughly strictly exogeneous.

Finally, based on the combined results of the effects of the short-run dynamics, we cannot

reject the hypothesis that there is a bidirectional relationship between expenditures and tax

revenues at the more conventional 5% level of significance. These results are consistent with

the findings in favor of the tax-and-spend hypothesis at the subnational level using different

data sets and level of aggregation reported by Holtz-Eakin et al. (1989), and Payne (1998), as

well as those favoring the fiscal synchronization hypothesis reported by Miller and Russek

(1990) among others.

4.6 Robustness checks

To check the robustness of our initial results, we first dropped Alaska and Hawaii from

the original sample, because they are not continental states and/or have an atypical fiscal

structure making them outliers. Also, since there is no consensus about the measures of

taxes and spending variables in the empirical literature (see for example Baghestani and

McNown, 1994), we repeated our analysis using the full sample and replacing the real per

capita variables with real total variables and nominal total variables scaled by state output.

Our original findings seem to be quite robust to the change in the composition of the sam-

ple and to the use of alternative variable definitions. In particular, based on the bootstrapped

p-values, the evidence of error correction was consistently stronger for expenditures than for

tax revenues. In fact, the coefficient of the error correction term in the tax revenue equation

was not even statistically significant in the sample of the 48 contiguous states. The evidence

consistent with bidirectional causality was also confirmed by the new results.13

5 Concluding remarks

In this paper, we re-examined the tax-spending nexus using, for the first time, a panel of

50 US states-local government units over a period of roughly three and a half decades. The
13All results discussed in this section are available from the corresponding author upon request.
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statistical evidence suggests that while taxes are rather exogenously set, expenditures adjust

not only to deviations from the long-term equilibrium relationship but also to the short-run

changes in taxes, other funding sources and output. Stated differently, expenditures seem

to bear the adjustment burden in response to budgetary disequilibria. An implication of

this finding is that the size of the government at the state-local level is not determined by

expenditure demand, but rather by resource supply, such as taxes and grants. It is hard not to

conclude that these results, at least in part, reflect the constitutional or legislative limitations

that seek to constrain deficits under which many state and local governments operate in

the US. These include submission of balanced budgets, limiting appropriations to estimated

revenues, and/or requiring revenue shortfalls to be matched by spending cuts.

That expenditures seem to depend on taxes both in the long and short terms underscores

the important role of taxes in controlling government deficits at the state-local level. In this

connection, reductions in the federal commitment to existing entitlement and mandatory

programs and/or introduction of new unfunded mandates will result in fiscal imbalances

through cost shifts to state and local governments. To avoid confronting these governments

with the unpleasant choices of raising taxes or cutting other expenditures, stricter adherence

to provisions of the Federal Unfunded Mandates Reform Act of 1995 is necessary.

14
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Data appendix

The data for state-local expenditures, tax revenues, non-tax revenues, total debt outstanding,

and federal intergovernmental revenues (grants-in-aid to state and local governments) were

extracted from the computer files provided by the US Census Bureau, http://www.census.gov/.

The data for state gross product were obtained from the US Department of Commerce,

Bureau of Economic Analysis, see http://www.bea.gov/regional/gsp/. The series used

were computed based on the Standard Industrial Classification industry definitions which

covered the years 1963 to 1997. The Bureau of Economic Analysis switched to the North

American Industrial Classification System industry definitions after 1997 and renamed the

series as gross domestic product. This change created discontinuity in the data due to differ-

ences in source data and different estimation methodologies. Since the Bureau of Economic

Analysis explicitly cautioned against appending the two series, the end year of our sample

was 1997.

In the absence of an appropriate state-specific deflator we used a price index for ag-

gregate state-local government consumption expenditures and gross investment to convert

nominal values into real values. The source of the data for this series is the US Bureau of

Economic Analysis, see http://www.bea.gov/national/nipaweb.
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