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Abstract

Many empirical studies of the economics of crime focus solely on the determinants
thereof, and do not consider the dynamic and cross-sectional properties of their data.
As a response to this, the current paper offers an in-depth analysis of this issue using
data covering 21 Swedish counties from 1975 to 2008. The results suggest that the four
crime types considered are non-stationary, and that this cannot be attributed to county
specific disparities, but rather that it is due to a small number of common stochastic
trends to which clubs of counties tend to revert. The results further suggest that these
trends can be given an macroeconomic interpretation. These findings are consistent with
recent theoretical models predicting that crime should be dependent across both time

and counties.
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1 Introduction

Crime rates usually exhibit substantial variation across time. Indeed, the total number of
offences recorded by the Swedish police per 100,000 of the population has gone from 9,223
in 1975 to 14,112 in 2007, an increase by more than 50%. But there is not only the time
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series variation, there is also the cross-sectional variation, which is just as pronounced. For
example, in 2001 the number of thefts and robberies per capita reported in the capital of
Stockholm was 0.09, which is almost two times as many as in the rural southern county of
Blekinge. The most northern county of Norrbotten has a similar, low, crime rate of 0.05,
whereas in Skane, which is a neighboring county of Blekinge, the crime rate is almost as
high as in Stockholm.

A common explanation for this variation is that it is due to differing macroeconomic
conditions. But these differences are usually not nearly enough to account for the full extent
of the cross-sectional variation. For example, in 2001 the unemployment rate in Stockholm
was 2.68%, which is low when compared to 4.44% in Blekinge and 5.26% in Skdne. The
relatively high crime rates in Stockholm and Skane also coexisted with much higher income
levels when compared to Blekinge and Norrbotten.!

As a response to this, a new class of models that stresses the importance of deterrence has
emerged, see Sah (1991) and Murphy et al. (1993). The main lesson being that static models
are not enough to capture the behavior of crime. These models therefore predict that crime
should be persistent over time, and some are even admitting to the possibility that crime

may be non-stationary.

1.1 Limitations of earlier studies

Although theory tells us that crime should be persistent, this lesson is only rarely taken into
consideration when conducting empirical work. In fact, even the most recent research tend
to focus on static regressions, which is problematic for at least two reasons.

Firstly, the dynamics of crime can have implications for policy that are neglected when
using static regressions. Suppose for example that there is a temporary policy shock in the
rate of unemployment that rises the number of crimes committed. If crime is persistent then
this shock will be carried forward into the future. By using static regressions we ignore this
possibility, which may well lead to a misstatement of the effect of policy actions on current
and future crime rates.

Secondly, the presence of unattended dynamics may compromise inference, and in the

extreme case when crime is non-stationary inference may even be spurious. Take for exam-

IThe fact that only a small fraction of the cross-regional crime variation can be explained by differences in
macroeconomic conditions can also be observed in data for the United States, see Glaeser et al. (1996).



ple the study of Edmark (2005) who uses Swedish county-level data between 1988 and 1999
to estimate the relationship between unemployment and property crime. Although many
of her panel regressions have R? statistics that are very close to unity, a well-known sign of
spuriousness, the unit root hypothesis is never tested.

Of course, these problems of neglected dynamics are not unique to panel data. But if
one admits to the possibility of an heterogeneous data generating process with different
dynamics for each unit, then there is not just one potential error to be made but as many as
there are units in the panel. The effect of omitted dynamics is therefore likely to increase,
and to become even more severe as the cross-sectional dimension of the panel increases.

There are of course studies that do allow for dynamics and even unit roots. But these are
almost exclusively based on aggregated time series data, usually at the country level (see for
example Hale, 1998), which means that the cross-sectional variation is effectively ignored.
Similarly, while there have been attempts to allow for dynamics in panels of disaggregated
crime data, in these studies there is usually no room for any interactions between the panel
members, which this is just as problematic as when ignoring the dynamics.? In fact, most
theoretical models predicting that crime should be persistent also predict that there should
be at least some form of interaction across the cross-sectional units, see Sah (1991).

Other studies use static regressions that are augmented with a linear time trend to ac-
count for the fact that crime is usually trending, see for example Gould et al. (2002) and
Raphael and Winter-Ebmer (2001), who document a positive relationship between unem-
ployment and property crime. Apart from the cross-sectional independence assumption,
which is almost always there, the main problem here is that the trend is assumed to be de-
terministic. In other words, while recognizing the presence of a trend, these studies do not

allow for the possibility that it might be stochastic.

1.2 Recent developments and the main results of this study

As the above discussion makes clear, while reasonable and potentially appealing, most of
the earlier empirical approaches have been inadequate and not very convincing, and this

paper therefore proposes an alternative approach. The idea is that to be able to provide any

2Take as an example the study of Fajnzylber ef al. (2002), in which a dynamic panel regression is fitted to
country-level data. Although the results indicate that there is a link between violent crimes and economic growth
and income inequality, since the countries are assumed to be independent, there is no way of knowing whether
this link represents a true casual relationship or if it is just an artifact of omitted cross-country interdependencies.



reliable evidence on the behavior of crime one needs to consider not the time series and
cross-sectional variation separately but simultaneously.

This idea is not completely new, of course. The first attempt to combine the two sources
of variation that we can find appears in Witt et al. (1998). The motivation for their paper is
that if regional crime rates are non-stationary, then there is also a possibility that they might
be cointegrated with each other, a situation commonly referred to as club convergence. That
is, although individually diverging, there might still be clubs of regions that are converging
along a common stochastic trend. Using data that cover four English regions between 1975
and 1996, the authors find evidence of such trends, suggesting the existence of a unique
long-run relationship between the four regions.

The problem is that the econometric approach is a multivariate one, which cannot handle
panels unless the cross-sectional dimension N very small. In fact, for this approach to work
properly, not only must N be small enough, the time series dimension T has to be substantial,
a condition that is rarely fulfilled in practice. Thus, what is really needed here is a panel
approach that is applicable even in situations when N is large, and this paper can be seen as
an attempt in that direction. Another problem with the Witt et al. (1998) study is that it does
not provide any insight as to what the common stochastic trend actually represents. Is it for
example due to common business cycle variations or it is maybe due some policy shock?

Our starting point is the panel analysis of non-stationary idiosyncratic and common com-
ponents, or PANIC, method of Bai and Ng (2004). The idea is to first decompose the observed
data into two components, one that is common to all regions and one that is idiosyncratic or
region-specific. The objective of PANIC is then to infer the order of integration of the data
by testing for unit roots in each component separately. The main advantage of this approach
in comparison to the one used by Witt et al. (1998) is that here N does not have to be small.

One problem with PANIC is that it is not equipped to handle cases when there is uncer-
tainty over the presence of the deterministic time trend, which is of course always the case
in practice. Therefore, in order to account for this uncertainty, a sequential test procedure is
proposed to determine the extent of both the trend and non-stationarity of the panel.

The data that we use cover 21 Swedish counties between 1975 and 2008, which means
that these are 714 observations available for each of the four crimes considered. Namely, bur-
glary, theft, robbery and homicide. The results suggest that all four crimes are non-stationary;,

and that this cannot be attributed to county specific disparities but rather that it is due to the



presence of separate convergence clubs. We also find that the stochastic trends driving these
clubs can be given an macroeconomic interpretation.

The rest of the paper is organized as follows. Sections 2 and 3 describe the theoretical
model and the PANIC methodology that will be used to analyze it. Section 4 then presents

the data that are used and reports the results of the empirical analysis. Section 5 concludes.

2 The theoretical model

In his seminal paper, Becker (1968) develops a path-breaking model in which the choice of
the individual of whether to engage in crime or not is viewed as a function of the relationship
between the expected benefits of crime and the expected cost of punishment, where the latter
is assumed to be exogenously given to the individual. However, as pointed out by Sah (1991)
this assumption is not very realistic, as it implies that crime should be completely static. It
also implies that the individual can observe the true probability of punishment, ensuring
that perceived expectations are also equal to true expectations.

Recognizing this deficiency Sah (1991) extends the model of Becker (1968) by endogeniz-
ing the expected cost of punishment, and in the process of doing so he develops a model in
which the perceived expected cost, and therefore also crime itself, is time-varying. He also
assumes that the individual has limited information about the true probability of punish-
ment, thereby making it possible for perceptions to differ from the truth.

To see how this works, we will consider a simplified version of the Sah (1991) model,
which is similar in spirit to the one considered by Lim and Galster (2008). Let us therefore
consider an individual j = 1, ..., n, which may potentially commit a crime at timet =1,..., T
in county i = 1,.., N. Let Cj; denote the perceived expected cost if the individual commits
this crime and is punished as a consequence. The perceived expected benefit from the same

crime is denoted by Bj;;. The optimal choice is then to commit the crime if
Bjir > Cjit
and the probability of this event is
xjit = P(Bjit > Cjit). 1)

The factors affecting the perceived expected cost can be divided into three main cate-

gories, individual- and county-specific characteristics, denoted wj; and u;;, respectively, and
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nationwide factors, F;. Thus,
Ciit = C(F,wjp, ujyr). )

The individual-specific characteristics include, among other things, age and attitude towards
risk, which are obviously dependent upon their own past values. To be able to capture this
feature, we set wj; = w(w]-t,l, ey Wit ). The county-specific variable u;; represents the criminal
apprehension system of the county and the crime rates to date, and is also set as a function
of its past, u;; = u(uj;—1,...,u;1). The same goes for F;, an r-dimensional vector, which may
represent the public criminal justice system, geographical location, as certain types of crime
are more common in different parts of the country, common attitudes towards crime, and
common crime-fighting policies.

The perceived expected benefit of crime is influenced by the same three categories of

variables as the perceived expected cost, and is written
Bjiy = B(F:, wj;, ujr). 3)

But now wj; represents the perceived need to commit the crime in question. For example,
if it is theft then w;; represents the perceived need for additional resources, which in turn is
influenced by the income, wealth and employment status of the individual. By contrast, u;
can be thought of as representing regional wealth or the potential payoff of committing the
crime in that particular county. Taking again stealing as an example, u;; reflects the value
and stock of the items potentially stolen. Similarly, the elements of F; might be thought of
as representing national wealth variations generated by for example common political and
business cycle fluctuations.

By combining (1) to (3), we obtain
Xjir = P(B(F;,wj, uir) > C(F,wjr, uir)),
which can be expressed by using the following reduced-form functional relationship
xXjit = X(Ft, wjt, i),
whose county-level aggregate is given by

1 n
Xit = — ) Xjir- 4)
ni=
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The key insight here is that since F;, wj; and u;; are persistent, crime should also be persis-
tent and therefore temporary shocks could potentially have long-lasting effects. The extreme
case is that of a unit root, which would entail permanent effects.

But this is not the only insight. Indeed, by introducing F; we obtain a model that is rich
enough to capture not only the temporal but also cross-county variation of crime. It can
therefore be used to study questions like why crime rates differ across counties, whether
criminality has any spill-over effects, and if so, what some of the channels might be? Ac-
cording to Proposition 5 of Sah (1991), if counties are highly segregated so that F; is relatively
unimportant, then county-level crime rates are expected to differ significantly. On the other
hand, if there is some intercounty interaction, then criminality is expected to spill over across

counties.

3 Econometric methodology
3.1 The empirical model

While attractive from a modelling point of view, the generality of the relationship in (4)
makes is unsuitable for estimation, and we therefore need to impose some restrictions. We
begin by assuming that the function x can be composed into two parts, the first is determin-
istic and is denoted d;;, while the other is stochastic and is denoted g,

x(Ft,wj, ui) = djis + g(Fr, wit, i),

where d;j; such that E(xj;; — dj;y) = 0. Substitution into (4) yields

1Z 1& 1&
Xip = = Zdjit + o Zg(thwjt/“it) = Dj;+ o Zg(Ft,wjt;“it),
i=1 i=1

i=

where we further assume that g is additively separable in F; on the one hand, and in w;; and
u;; on the other hand. That is, we assume that g(F;, wj, ui;) = f(F) + h(wj;, u;), which can

be substituted back into the above equation to obtain
1 n
Xit = Dy + f(F) + - Y h(wj, ui) = Dip+ f(F) +eir,
i=1

where e;; = LY h(wj, uj) absorbs both the individual- and county-specific characteris-

tics. Finally, we assume that f is linear such that f(F;) = 2;:1 AjiFiy = AR, giving
Xit = Djt + AjF; + ejy. )

This equation marks the starting point for PANIC.
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3.2 PANIC

Consider the decomposition in (5), where D;; represents the deterministic component, whose
specification is going to turn out to be very important later on. Typically D;; is just an inter-

cept but in this paper we set
Dit = ci+ Bit, (6)

thereby admitting to the possibility that X;; might be trending deterministically. However,
we need to restrict the degree of heterogeneity of the trend slope, B;. Specifically, we assume

that B; is random such that

Bi = B+ei )

where ¢; is a stationary random variable with mean zero that is uncorrelated across i.
The common factor F; and loading A; together represent the common component of X,
where Fj; is assumed to follow a first-order autoregressive process with a possibly serially

correlated error term 7;;,
F]'t = lX]'F]'t_l + Njt- (8)

As for the county-specific, or idiosyncratic, component e;;, we make a similar assumption.

That is, we assume that
eit = diejr—1 + €it, )

where €;; may be correlated across t but not across i. The errors ¢;, €;; and 7;; are mutually
independent for all i, j and t.

As a response to the poor precision and power of conventional time series tests, Moody
and Marvell (2005), and Phillips (2006) apply a battery of so-called first generation panel unit
root tests, with which they are able to reject the presence of unit roots in crime rates for the
United States. Unfortunately, these tests are only appropriate if the states are uncorrelated,
and hence cannot be used for analyzing more complex issues of interstate dependency, such
as club convergence. In terms of the model in (5) to (9), the first generation tests assume
that there is no common component, and hence that Xj; is completely idiosyncratic. It also
implies that e; is the only source of potential non-stationarity. Our model is more general,

and allows for cross-county dependence, as well as an additional source of stationarity, F;.
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Thus, in this model, the possible non-stationarity of X;; can originate from F; or e;, or both.
We also allow the autoregressive behavior to differ across both factors and counties, so that
for example some of the factors may be non-stationary while other are not.

Whether these components actually are stationary or not is an empirical matter. The
problem is that F; and e;; are unobserved, which of course makes all forms of unit root testing
impossible. The first step in PANIC is therefore to try to estimate these components, which
can be done by using the method of principal components. However, since in this paper
crime may be non-stationarity this method cannot be applied to the level data, as this might
result in factor estimates that are non-stationarity even though the true factors are stationary.

We therefore consider the first-differenced data,
AXy = ADj; + AJAF; + Aejy, (10)

which are mean zero and stationary as long as D;; does not contain a trend.> To eliminate

the nonzero mean in case of a trend we further demean AXj;, giving
AX; — Hi = A:(AFt — E) + Aej; — E,‘, 11)

where AX; = 7 Y[, AX;; with an obvious definition of AF and Ae;. By applying the
principal components method to either AX;; or AX;; — AX; we obtain estimates of the com-
ponents in first differences, denoted AF; and Aé;;, which can then be accumulated to obtain
the corresponding level estimates, henceforth denoted £y and é;, respectively.

Having obtained F; and é;;, PANIC then proceeds to test the two components for unit
roots, thereby making it possible to disentangle the sources of potential non-stationarity
in X;;. If the non-stationary is due to F;, then Xj; is diverging along a common stochastic
trend, while if the non-stationary is due to é;;, then the divergence is due to county specific
sources. If F; is non-stationary, while if é;; is stationary, crime is cointegrated across counties,
permitting for the possibility of different convergence clubs. Finally, if F; and &; are both
non-stationary, then the divergence has two sources, one that is common and one that is
idiosyncratic.

The justification for testing in this particular way is that the unit root test of é;; is asymp-
totically equivalent to that of e;;. Similarly, knowing £ is as good as knowing HF;, in the

sense that testing F; is asymptotically equivalent to testing HF;, where H is an r x r scaling

3Note that since F; and e;; are assumed to be integrated of at most order one, AX;; must be stationary.



matrix that accounts for the fact that A; and F; are not separately identifiable.*

One implication of this is that since ¢;; is asymptotically independent of £, there is no
need for a joint test, which of course makes the testing very simple. Moreover, because é;;
is consistent for e;;, which in turn is independent across i, the testing of é;; can be conducted
by using any conventional first generation panel unit root test, and so there is no need for a
special test. Bai and Ng (2004) recommend using the meta approach of Choi (2001), which is
based on combining the p-values from the well-known augmented Dickey and Fuller (1979)
test, henceforth denoted ADF, when applied to each county. The resulting panel test, hence-
forth denoted P, has been shown to work very well, even in small samples such as ours, and
will therefore be used also in this paper. For testing the common component, Bai and Ng

(2004) propose using the ADF test.”

3.3 Testing for the presence of a trend

Although very general when it comes to the allowable forms of serial and cross-sectional
correlation, the standard PANIC procedure as proposed by Bai and Ng (2004) is still rather
restrictive in the sense that it assumes that the researcher knows with full certainty whether
or not the trend should be included in D;;, which is of course never the case in practice. This
is problematic for at least two reasons.

The first problem is how to deal with this uncertainty in practice. In the time series
literature unit root tests are often conducted after at least some form of pre-testing for the
trend, taking the constant term as given. Most of the time these pre-tests are rather informal,
involving for example inspection of plots of the data and significance tests of the trend slope
in the fitted test regression. Regardless of whether such pre-tests are employed or not, it is
very common to implement the unit root test both with and without the trend, oftentimes
with conflicting results. Indeed, most empirical work tend to suggest that test results can be
highly sensitive to the treatment of the trend.

In panels, the decision of whether to include the trend or not is even more complex,

especially if one admits to the possibility of unit-specific trend slopes, in which case the

4As is well known, the factor model in (5) is fundamentally unidentified because /\§H HlF = A;Ft for any
invertible matrix H. However, in our case exact identification of the true factors F; is not necessary as the
cointegrating rank of F; is the same as the cointegrating rank of HF;.

5Bai and Ng (2004) also propose two rank tests, which are appropriate when r > 2. However, unreported
simulation results show that these tests can have very low power in samples as small as ours, a finding also
confirmed by our empirical results. The ADF test perform better and will therefore be used in this paper.
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choice must be made not just once but N times, at least in principle. The sensitivity to the
treatment of the trend is therefore usually much higher in panels than in single time series.
In spite of this, researchers that work with panels tend to use much less pre-testing than
researchers that work with time series. A common response to the greater uncertainty over
the trend component is therefore to simply ignore it.

The second problem is more theoretical in nature and refers to the statistical properties
of the PANIC procedure when it is not certain whether the trend should be included. To
appreciate the issues involved Table 1 reports some results of the size and power of the ADF
and P tests when the significance level is 5%. For simplicity, the data are generated from (5)
to (9) with r = 1 and A; ~ N(1, 1) but otherwise equal coefficients for all i. In particular, the
deterministic component in (6) is specified with ¢; = 1 and B; = B for all i. The errors in (8)
and (9) are both drawn from the standard normal distribution.

In agreement with theory we see that both tests are biased towards the null if the re-
gression is fitted with an intercept but the data is generated with both a constant and trend.
In other words, the trend can be easily mistaken for a unit root, which is also the reason
for why one cannot run trend augmented regressions without first testing whether the ob-
served trend is truly deterministic, as in for example Gould et al. (2002) and Raphael and
Winter-Ebmer (2001). On the other hand, if the data are generated with a constant, then we
see that the inclusion of a trend leads to a loss of power, which can sometimes be substantial,
especially N and T are small. Only if the deterministic component is specified correctly do
the tests have high power and good size accuracy.

In order to eliminate these adverse effects we look for a procedure that can be used to
test for the presence of a trend, and that does not suffer too much from the uncertainty about
the integratedness of the data. This is not easy because unlike in the conventional testing
situation here we have two potential unit root sources, and so it is not even certain from
where any non-stationarity originates. One of the implications of this is that we have to
decide upon the presence of the trend already before the two components are estimated. If
there is no trend then the principal components method is applied to AX;;, whereas if there
is a trend then it is applied to AX;; — AX;. Moreover, once the trend has been removed it is
no longer possible to test for its presence by using the estimated components.

Our solution to this problem is very simple and starts with the regression in (10), which

11



in the case of a trend is given by
AXz't = ‘Bi + /\:APt + Aeit.

Letting AX; = YN | AX;; with a similar definition of B, A and Ae;, by averaging across i we

obtain
AX; = B+ A AL+ Aey

and by further averaging across t,

AX = B+ AAF + Ae.

Suppose for simplicity that AF; is serially uncorrelated, and that all the elements of F;
and e;; are non-stationary, so that v/T AF and v/NT Ae are O,(1).% Letting = AX denote

the first difference estimator of B, then

VT(B—B) = NVTAF +The = ¥VTAF 40, (;N)

where

VI(B-B) = VTI(B-B)—VT(B—B) = VT(B—B)— Tz

giving

VT(B—B) = AVTAF+0, <\/\/§>

Clearly, E(v'T(B — B)) = 0 and it is also not difficult to see that

VN

as N, T — oo with % — 0, where A = lim A and & = cov(AF;). Hence, by the Lindeberg—

N—oco

T
COV(\/T(B -B)) = A ((T—Tl)z Zécov(AFﬁ) A+0Op <ﬁ> —p A'ZA

Levy cental limit theorem,

VT(B—B) —4 VAEAN(0,1).

®As usual, for any real r, y7 = Op(T") will henceforth be used to indicate that yr is at most of order T” in
probability, which simply means that yr/T" converges in distribution as T grows.
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The standard error of § is given by %, where 02 = 715 Y[, (AX; — B)? is the estimated

contemporaneous variance of AX; — B, whose limit as N, T — oo is given by

T
0 = Tl—lt;(AXf_ﬁ)zle_lzp\AFt (B—PB)+Be)’
— 1 & ,
= A <T_§AB(AB)>/\+O ( > ( )
—, A'ZA,

from which follows that

tg = VI(p—P) —4 N(0,1). (12)

(S

Note in particular that under the null hypothesis of no trend, |tg| = \@ﬁ L N(0,1),
suggesting that |f5| can be used to determine whether the trend should be present or not.
Note also that if B; is equal across i then the requirement that - — 0 is no longer needed.

If AF; is serially correlated, then the above result changes. In particular,
cov(VT(B—B)) = ANcov(VTAF)A + 0,(1) —, A'QA

as N, T — oo, where () = ]lim cov (/T AF) is the long-run variance of AF;, suggesting that
for tg to be asymptotically standard normal 62 in the denominator needs to be replaced by a

consistent estimator of the long-run variance of AX; — f. This paper uses

1 T T

@ = o7 L (BX B _1 Z K(j) Y (AX; = p)(BXi—j— B),

t=2 t=j+1

which is the conventional Newey and West (1994) estimator, where K(j) = 1 — ﬁ is the
Bartlett kernel and M is the bandwidth parameter that determines how many autocovari-
ances to include.

Suppose also that in contrast to before now only the first r1 > 1 elements of F; are non-
stationary, while the degree of integration of e;; is completely unrestricted. In other words,
the only assumption here is that F; contains at least one unit root.

We now show that this extension does not affect the asymptotic distribution of tg. The
reason is that the elements that are stationary are of smaller order than those that are non-

stationary. Specifically, using a one to superscript subvectors and submatrices corresponding
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to the first r; elements of F;,

— _ o _ r o _ o _
AVTAF = Z;A]-\/fAijZ MVTAF; = gAj\/TAFj—FOp(
= J=

j=r1+1

— WVTEF 40, (=) = (JOQAIN©OY

as T — oo, implying
VT(B—B) —a \/(A)QIAIN(0,1).

But since the last r — r; elements of AF; are over-differenced with zero long-run variance we

)

also have @* —, (A')’QA!, which suggests that t5 —4 N(0,1). Thus, tg remains valid as
long as there is at least one non-stationary factor in F;.

On the other hand, if 1 = 0,

VT(B—B) + X' VTAF + VT Ae
) o (7)o (75)
- 0, (X)) 10, (—=)+0,(—
' ( VN PAVT "\VN
which together with & = Op(1/M) (see Westerlund, 2009) yields

o ()

Thus, even if we assume that TTM goes to a constant so that tg = O,,(l), the resulting distri-

VT(B—B)

tg =

bution is not likely to be standard normal. Note in particular that if ZY — 0, then this will
lead to a conservative test. Thus, for tg to be valid we need 1 > 1.

In order to evaluate the extent to which these asymptotic results apply in small samples
we again use simulations. Table 2 reports some results from the size of a double-sided 5%
level test when the data are generated as before but now with » = 5 and the null of a zero
trend slope imposed. To evaluate the effect of serial correlation in the error driving Fj; we set
it = p1jt—1 + vjr, where vj; ~ N(0,1). Three different rules for the choice of the bandwidth
M are considered. The first is the data dependent rule of Newey and West (1994), while the
remaining two rules are deterministic, and involve setting M either equal to 4(T/100)%/° as
suggested by Newey and West (1994) or equal to zero as when ignoring the effect of serial
correlation.

As expected we see that the test generally performs well with good size accuracy for all
combinations of N and T. The only exception is in the serially correlated case when p = 0.3,

in which the test based on setting M = 0 tends to be oversized. The overall best performance
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is obtained by using the data dependent rule. In accordance with the asymptotic results, as

long as it is positive, we also see that the test is unaffected by the value of 1.7

Figure 1: Power for different values of T.
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Next, we consider some results from the power of the test, which are summarized in
Figures 1 to 3. In Figure 1 we plot the power as a function of 8 while varying T, whereas
in Figures 2 and 3 we keep T fixed and instead consider varying r and r;. For simplicity,
N = 20 is kept fixed and p is set to zero. As expected we see that the power is increasing in
T and in the distance from the null, as measured by |B|. The best power is obtained when
r = r; = 1, which is to be expected because as long as r; > 1 the test does not make use of
the fact that there may be more than one unit root.

In summarizing this section we find that the new test has a number of distinct features
that makes it very attractive from both an applied and a theoretical point of view. Firstly,
the test can be applied with almost no prior knowledge regarding the degree of integration
of the common and idiosyncratic components. The only restriction is that there must be

at least one unit root factor present, which is of course a testable restriction. Secondly, the

"Unreported simulation results show that the test tends to be severely undersized when r; = 0, which con-
firms our theoretical results.
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test is robust against quite general forms of serial and cross-sectional dependence, and still
it requires only minimal corrections. In fact, as for the cross-sectional dependence, as long
as it has a common factor structure with at least one unit root, then there is no need for any
correction at all. Thirdly, the test has good finite sample properties with small size distortions

and high power even when N is as small as 20 and T is as small as 50.8

3.4 A sequential PANIC procedure

The above discussion suggests that if the data contain a constant, as is usually the case, but

there is uncertainty about the trend, then the following sequential procedure can be used.’
1. Obtain F; and ¢; by applying the principal components method to AX;; — AX;.
2. Test for unit roots in F; using the ADF test.

3. If the null of a unit root is rejected for all the elements of £ at Step 2, we conclude that

F; is stationary and continue to test for unit roots in é;; using the P test.

a. If the null of a unit root is rejected, we conclude that ¢;;, and therefore also Xj, is
stationary, and proceed no further. The significance of the trend can now be tested

by using standard techniques for stationary data.
b. However, if the null is accepted, then we conclude that e;; has at least one unit

root and therefore so must Xj;, and so the procedure is stopped.

4. If the null is accepted for at least one of the elements of F; at Step 2, then we proceed to

test for the significance of the trend using the |t4] test.

5. If the null of no trend is rejected at Step 4, then é;; is tested for unit roots, again using

the P test.

a. If the unit root null is rejected, we conclude that the non-stationarity of Xj; is due

to the common component, and stop the procedure.

b. On the other hand, if the null is accepted, then we conclude that the non-stationarity

of Xj; is due to both components, and stop the procedure.

8We also ran some simulations with N = 21 and T = 31, which is the sample size considered here, but with
no major changes to the results.
9See Ayat and Burridge (2000) for a similar procedure in the pure time series context.
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6. If the null of no trend is accepted at Step 4, F; and e;; reestimated by applying the

principal components method to AXj;.

7. The estimated components from Step 6 are tested for unit roots using the standard

PANIC approach in the absence of a trend.

As pointed out earlier the main dilemma here is that while we would like to be able to
increase the power of the unit root tests by removing the trend, by doing so we run the risk
of obtaining biased results that will make it difficult to reject the unit root null even when it
is false. The above procedure is designed to minimize the risk of bias without lowering the

power.

4 Empirical Results

4.1 Data

The data we use are annual and cover the 21 Swedish counties between 1975 and 2008. The
crime rates are defined as the number of reported offences to the police per 100,000 of the
population.!® Two crime categories are considered, property and violent crimes. We will
focus on two of the most common property crimes, burglary and theft. Regarding violent
crimes, most of the previous studies have considered robbery and homicide, and therefore

11

so do we.” A more detailed description of the data and our sources is given in the data

appendix.

4.2 Preliminary evidence

In order to get a feeling for the persistence and cross-correlation of the different crimes, we
begin with a graphical inspection of the data. Figure 4 through 7 plot the cross-regional

mean, range and normal 95% confidence bands for each of the four crime types. Note that

L JT
Xy = Dt—i-)t/Pt—F@t = Dt+/\/Ft+Op<m>.

Thus, if we again assume that §; — 0 so that the second term vanishes, then X; can be re-

garded as a measure of the common component of crime, which should not have unit roots

19While we would like to use data on crimes actually committed, there are good reasons for why the number of
reported offences to the police is a good measure of this. For example, consider property crimes. Since reporting
the crime is necessary for receiving insurance compensation, the error incurred when replacing actual offences
by reported offences is likely to be small.

1 Although there is no consensus about this, in the present study we regard robbery as a violent crime.
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if the regional crime rates are stationary. However, the figures show no evidence of mean
reversion, suggesting that the common components of all four crimes are non-stationary.
Hence, we cannot rule out the possibility that crime rates may be cointegrated across coun-

ties.

Figure 4: Cross-regional mean, range and confidence bands of burglary.
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We also see that the mean is able to explain a large part of the overall variation in the
data. If we look at theft in Figure 5 there is an upward trend during the whole period except
in the early 1990’s when theft declined. However, while trending, the series do not drift far
apart. Thus, the common component to theft seem to be rather strong.

Of course, although useful for developing a feeling for the degree of mean reversion,
graphical evidence of this sort does not provide any statistical evidence of whether the
county-level crime rates are actually non-stationary or not. This is where the PANIC method
comes in, the results of which are reported in section 4.3.

In order to infer the statistical significance of the cross-correlations, we compute the pair-
wise cross-county correlation coefficients of each of the first differenced crime variables. The
simple average of these correlation coefficients across all the 210 county pairs, together with

the associated CD test discussed in Pesaran et al. (2008), are given in Table 3. The average
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Figure 5: Cross-regional mean, range and confidence bands of theft.
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Figure 6: Cross-regional mean, range and confidence bands of robbery.
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Figure 7: Cross-regional mean, range and confidence bands of homicide.
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correlation coefficients are very high, between 0.85 and 0.99, and the CD statistics are highly
significant, which obviously strengthens the case against independence. Thus, as expected,
crime rates across counties are not independent of each other. One implication of this is that
the first generation of panel unit root tests used by for example in Moody and Marvell (2005)
and Phillips (2006) are likely to be deceptive, and that the use of PANIC is more appropriate.

4.3 PANIC

The preliminary results reported so far indicate that at least some of the crime rates may be
non-stationary. To investigate the statistical significance of these results, we now proceed to
discuss the results from the sequential PANIC procedure of Section 3.3. We begin by looking
at the results from the estimation and testing of F;, which are then used in determining the
significance of the trend. Finally, we take a look at the results for the estimated idiosyncratic
component.

Following the recommendation of Bai and Ng (2002), the number of factors is determined

using the ICp; information criterion. The maximum number of factors is set to six.!? For

12Since our panel is quite small, we do not consider more than six factors, as this will only lead to imprecise
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robbery and theft we end up with five and two factors, respectively, while for burglary and
homicide we estimate one factor.

Table 4 reports the ADF test results for each of the factors, where the lag length has been
determined using the Schwarz Bayesian information criterion. The first thing to notice is that
the results differ markedly depending on whether there is a constant or a constant and trend
in the model. Thus, just as discussed in Section 3.3 the decision of whether to include the
trend or not is going to play an important role here. Of course, at this stage we do not know
if the trend can be safely removed and so we look at the results with the trend included. The
5% critical value for the ADF test is —3.41, which leads to at least one acceptance for each
crime, suggesting that the common components of all four crimes are non-stationary. But
since we have not yet tested for the presence of the trend, we cannot conclude anything.

We also see that the estimated factors account for a large fraction of the variance in the
panel, with the first factor accounting for between 20% and 35% of the total variation.'®
Together the five factors of robbery account for more that 75% of the total variation, which
represents the largest common component. Homicide have the smallest common component
with only one factor that accounts for about 20% of the total variation.

The results obtained from applying the trend test are reported in Table 5. We see that the
slope coefficients for theft, robbery and homicide are significant at the 5% level suggesting
that for these crimes we should keep the trend in the model. Thus, looking again at Table
4, and the trend results reported therein, we see that among the five factors of robbery there
are four instances where the null of a unit root cannot be rejected at the 5% level. Regarding
theft and homicide, all factors are non-stationary. In other words, for these crimes there is
evidence not only of deterministic trends but also of common stochastic trends.

For burglary, however, the trend is insignificant and can therefore be removed. The ADF
test results in Table 4 for the case with a constant but no trend shows that the null of a unit
root cannot be rejected at the 5% level, which is in agreement with the result for the trend
case. It follows that the common components of all four crimes are non-stationary. Moreover,
while theft, robbery and homicide are trending deterministically, burglary is not.

With this in mind we now proceed to test for unit roots among the estimated idiosyncratic

factor estimates.

13The first factor explains the largest fraction of the total variation in the panel, while the second factor explains
the largest fraction of the variation controlling for the first factor, and so on. The estimated factors are mutually
orthogonal by construction.
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components. The results from the Bai and Ng (2004) P; test are reported in Table 6, where
we have again made use of the Schwarz Bayesian criterion for determining the order of the
lag augmentation. It is seen that the evidence is uniformly against the unit root null, and we
therefore conclude that the idiosyncratic component of each crime category is stationary for

the panel as a whole.

Figure 8: County-specific unit root test p-values.
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Of course, the fact that the panel test rejects does not mean that the crime rate of each
individual county is stationary.'* This is seen in Figure 8, which plots the p-values obtained
by applying the ADF test to each county. Looking at the 10% level, we see that the null
is rejected 20 times for homicide, 12 times for robbery, 10 times for theft and six times for
burglary. In other words, while still rather strong, as expected the evidence of stationarity
at the individual county-level is weaker than at the aggregate panel level. In any case, since
we cannot reject the presence of a unit root in the common components, all four crimes
must be considered as non-stationary. The presence of non-stationary factors and stationary

idiosyncratic components means that crime rates are cointegrated across counties, forming

l4Gtrictly speaking, for P; to end up in a rejection of the null of a unit root in the idiosyncratic component of
all 21 counties it is enough that the idiosyncratic component of one of the counties is stationary.
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different convergence clubs.

4.4 The importance and interpretation of the factors

As an illustration of how the importance of the factors has changed over time, Figure 9 plots
the fraction of the total variation in the data that can be explained by the estimated common
component.!® The first thing to notice is the similarity with which the common components
have developed over time. The importance of the common shocks changed dramatically
during the first half of the sample, a period largely consistent with the turbulence of the late
1980’s, and the overheating of the Swedish economy. The importance of the common shocks
then starts to stabilize, levelling off in the end of the sample, which is also something that
is reflected in the macroeconomic data. The deep recession that followed the overheating
of the late 1980’s persisted for quite a while but then it started to fade out. In terms of
real output the recovery was quick, but the unemployment rate remained high until the
late 1990’s. In agreement with the results of Table 3 we also see that the importance of the

common component is largest with robbery, and that it is smallest with homicide.

Figure 9: The fraction of the total variance explained by the estimated common component.
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15To guard against spurious effects, the variance is calculated from the first-differenced data.
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Given the importance common components, it is interesting to consider the driving
forces behind the estimated factors. The results of the previous literature suggests that crime
is mainly driven by factors such as unemployment and income. In this section we therefore
make an attempt to label the estimated factors according to their relationship with macroe-
conomic variables.

This is done by regressing each of the factors onto a small set of macroeconomic country-
level variables, including unemployment, per-capita private consumption and per-capita
gross domestic product (GDP).!® Table 6 reports some ADF test results for each of these vari-
ables, where the choice of deterministic component has been determined by using the Ayat
and Burridge (2000) procedure. It is seen that the unit root null is accepted at the 5% level
for all three variables. Therefore, since both the factors and explanatory variables seem to be
contaminated with unit roots, in order to minimize the risk of obtaining spurious regression
results, we work with first differences rather than levels. Lagged values of both the first-
differenced factors and regressors were included if it improved the fit if the regression, as
measured by the Schwarz Bayesian criterion.

It should be noted that the dependent variable here is AF,;, which is an estimate of AF;.
Thus, since we are dealing with a generated dependent variable, one might inquire as to the

validity of the resulting regression. The following argument can be used. Write
AFt = a-+ HAYt + z4,

where AY; is the vector of explanatory variables, a is a vector of constants, I1 is a matrix of
slope coefficients and z; is a mean zero stationary error term. Hence, by pre-multiplication

of the scaling matrix H,
HAF, = Ha+ HIIAY; + Hz; = b+ ®AY; + wy,
and then adding and subtracting AL,
AR = b+ @AY, +w; + (A — HAE) = b+ ®AY; + w; 4 0,(1)
as N, T — oo, or equivalently,

AFy = bj+ @AY +wi +0,(1),

16The choice of which variables to include was made based primarily on data availability, but also on theoret-
ical grounds. See the appendix for a more detailed description of the data.
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where the subscript j in b; and ®; indicate the corresponding row of b and ®, respectively.
The effect of the estimated dependent variable is therefore negligible. However, because I1;
is not identified after replacing AF;; with Aﬁjt, the sign of the estimated coefficients have no
particular meaning. In Table 8 we therefore only report the p-values for each variable.!” For
each regression we also report two measures of the overall fit, the R? statistic and the p-value
of an F-test of the null hypothesis that all the explanatory variables but the constant can be
excluded.

Starting with the violent crimes, we see that the common factor of homicide, having the
highest R? of 73%, loads from both unemployment and private consumption. Robbery is
also related to the macroeconomy. Specifically, while factors three and five load mainly from
unemployment, the second factor loads mainly from unemployment and per-capita GDP.

Turning next to property crimes, which have received most attention in the literature,
we see that the common factor of burglary is largely unexplained. The R? statistic is low
and we cannot reject the null that the coefficients of all three regressors are jointly zero. The
results for theft are more promising with the second factor loading significantly from private
consumption. As for the first factor we find that although the p-values of the regressors
are individually insignificant, the F-test clearly rejects that they are unimportant, which is
typical sign of multicollinearity. The R? statistic is almost as high as for homicide, around
71%. Moreover, since this factor accounts for about 30% of the total variation in the data, it
is clear that the macroeconomy is an important determinant of theft.

In summary, for three out of the four crimes considered we find a significant association
between the common factors and the macroeconomic conditions. However, even if these fac-
tors seem to be interpretable, we would like to point out that the results do not say anything

about the strength and direction of the association.

4.5 Robustness

As we have argued above, the PANIC approach used here is very robust in the sense that
it permits not only for county specific deterministic terms and serial correlation but also

for a wide range of cross-regional interdependencies, including dependence in the form of

7More precisely, the p-values are for the exclusion restriction of both the contemporaneous and lagged values
of each of the explanatory variables. If the model includes lagged values of the dependent variable, then the
p-value is for the exclusion restriction of all lags. The standard errors are estimated using the Newey and West
(1994) procedure.
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cross-county cointegration.

One weakness is that the above analysis does not allow crime to be structurally shifting.
Although Figures 4 through 7 do not lend much support of such shifts, we would still like to
allow for the possibility that there might be. In order to investigate this issue more formally,
we employ the procedure of Perron and Rodrigues (2003), which is based on testing for
breaks in the first-differenced data. The main advantage of doing the testing in this way is
that a break in the level of the data becomes an outlier after differencing, which in turn can
be detected using conventional methods for stationary data. Anther advantage is that there
may be multiple breaks, which may be located at different positions for different counties.

Applying this procedure to our data, we find only two violations of the no break null,
one for theft and one for robberies. Thus, there seem to be very little evidence of structural
instability. Moreover, redoing the analysis while conditioning on the estimated breaks, we

reach exactly the same conclusions as before.

5 Concluding remarks

In this study, we try to shed some light on the persistence and interregional dependency of
crime, an often neglected feature of empirical studies of the economics of crime. For this pur-
pose, the PANIC methodology of Bai and Ng (2004) is employed, which enables us to first
estimate and then to test for unit roots in two components of the data, an idiosyncratic com-
ponent and a common component. This decomposition is appropriate because crime rates
usually exhibit both high variability within each region over time and strong comovements
across regions. Thus, unlike most approaches previously applied PANIC is general enough
to analyze the recent theoretical models of crime, which predict that crime rates could be
highly correlated across both time and regions. The problem is that PANIC assumes that the
researcher knows whether a deterministic trend is present or not, which is not very realis-
tic. The current paper therefore develops a sequential PANIC procedure that determines the
extent of both the trend and the non-stationarity of the data.

Using a panel that covers 21 Swedish counties between 1975 and 2008, we are able to
reject the presence of a unit root in the estimated idiosyncratic component for all four crimes
considered but not in the estimated common component. Specifically, we find that all com-

mon components have at least one unit root, which leads us to the conclusion that the crimes
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are cointegrated across counties. The fact that these components are also relatively important
suggests that most crime shocks are common. Thus, according to our results crime shocks
are not likely to dissipate with time but are more likely to persistent and to spread across
counties, just as predicted by theory.

One implication of this result is that the conventional approach of employing conven-
tional regression techniques designed for stationary panels may be hazardous. It also sug-
gests that the conclusions from prior research need to be reevaluated, as the possibility re-
mains that they have been spuriously induced by the presence of cross-unit cointegration.
This is a potentially very serious issue, as nearly all of the leading studies in the field assume
that the data are stationary. But the problem does not go away just because one uses meth-
ods that allow for unit roots, which typically rely on the assumption of independence, or at
least zero correlation, among the cross-sectional units.

Another implication is that since most previous studies do not account for both the dy-
namics and the cross-correlations of the data, they are likely to misstate the effects of current

shocks on future crime rates.
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Data appendix
Crime data

The annual crime rate data are obtained from the Swedish National Council for Crime Pre-
vention, and are measured as the number of reported offences to the police per 100,000 of the
population.!® Burglary also include attempt of burglary. Theft offences constitute the largest
category of crimes in terms of absolute numbers and includes shoplifting. Robbery includes
both personal mugging and robbery against juristic person. Homicide includes attempt of

homicide.

Macroeconomic data

The macroeconomic data include real GDP per capita, real private consumption per capita
and the unemployment rate, and are obtained from the OECD database Economic Outlook,

number 84.1° As with the crime rates, these data are annual and cover the 1975-2008 period.

18More information can be found at the web site of the National Council for Crime Prevention,
http:/ /www.bra.se/.
19Gee http:/ /www.oecd.org/ .

31



‘A[pandadsar “yusuodurod o1eIdu£SoTpI puk 10308] 9} UT JUSIDIJJI0D

dAISSa13210)NE Y} 0} 19Ja1 ¢ pue ¥ A[IYM ‘@dofs puan; ay} 03 s19j91 ¢ "sanfea anyy 1oy} o3 fenba 3as are
SI030BJ UOWWOD JO Ioqunu ) pue yidua[ Sey ays yjog ‘puasy pue ydediejur ue 1o jdodiajur ue yym
PN SI UOTSSaIZaI 359} 9} Ioy3oym djedrput 2 pue o sydrosiadns ayy azeym ‘Ajoandadsar ‘qusuoduod
OTJRIDUASOIPI PUE UOWWOD d} JO 3593 J001 J1un ($00¢) SN pUe req ayj 03 19J91 J pue J(V S9N

000T 00 989 00 000 000T 989 188 002
000T 00 S€ 00 000 000 G€C 96 001
S¥8 00 TEL  TO S¥8 <966 TEL  LFI 0S 0O
000T %0 189 00 000T 000 189  TS8 002
966 10 ¥€ 00 966 000 ¥€  TSE 001
65 TO 8TL 10 L6 616 8T 6% 60 05 0T
000T 00 87 00 000 000 8T7C  TSE 002
6S. 00 80T 00 6SL S66 80T  OFI 001
SLE  TO 6 70 G/ 0S99 ¥6 88 0S 0O
€66 00 01T 00 €66 000I 0TC  TEE 002
I'eS 00 €0 00 I'eS 868 €01 ¥l 001
€ST ¥0 €6 70 €eT  LTF €6 76 g0 05 0
g8 00 ¥9 <0 g8 €L ¥9 0S 002
T 10 S9 80 TUL g6 S9 09 001
g8l 90 8L 01 S8l ¥IT  8Z 79 0S 0O
98 10 /€ €0 98  TL LS 0S 002
€Tl TO ¥9 90 €I 16  ¥9 6 001
T¥L 60 08 01 TFL L0108 L9 I 0S 0c
W .d AV .dav od o od HAav o .dav o ¢v I N
=9 0=¢

'$3$3] JOOI JTUN DIJRIDUASOTPI pue 10308 3y} 10j romod pue 9zIg :T d[qe],

32



Table 2: Size of the trend test.

=0 p=03

N T A B C A B C
rn=>5 =1

20 50 75 78 58 11.5 108 15.7

100 63 70 58 103 94 164

200 54 57 51 82 74 148

40 50 73 79 6.0 125 115 173

100 62 68 54 105 95 164

200 53 53 46 83 76 155
rp=>5 6=05

20 50 72 77 56 11.7 109 157

100 62 70 57 104 92 164

200 56 58 51 81 75 146

40 50 72 80 59 124 115 173

100 63 68 54 105 94 164

200 53 54 49 82 75 156
rn=3 06=1
20 50 33 37 11 63 63 71
100 27 36 12 55 59 70
200 2.7 29 0.9 4.8 4.6 5.9
40 50 36 39 17 69 66 73
100 29 38 13 57 57 70
200 29 30 09 52 49 64

Notes: p refers to the first-order autoregressive serial correlation coefficient
of the factors, J refers to the autoregressive coefficient of the idiosyncratic
component, and rq refers to the number of unit roots among the five factors.
The autoregressive coefficient in the stationary factors is set to 0.5. Columns
A, B and C indicate whether the bandwidth has been set as a function of T,
by using the Newey and West (1994) rule or set equal to zero.

Table 3: Cross-county correlations.

Test Burglary Theft Robbery Homicide
Average correlation 098 099 0.97 0.85
CD 82.57 83.82 81.64 72.23
p-value 0.00  0.00 0.00 0.00

Notes: The results are for the demeaned first differenced series. The CD
statistic tests the null of no cross-correlation. The p-values are from
the asymptotic normal distribution.
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Table 5: Tests for the presence of a trend.

Crime B |tg| p-value
Burglary  —11.51 0.92 0.36
Theft 3272 246 0.01
Robbery 127 234 0.02

Homicide 016 3.21 0.00

Notes: j3 refers to the estimated trend slope with |t p| being the
associated double-sided t-statistic for the null of a zero slope.
The p-value is based on the normal distribution.

Table 6: Panel unit root tests of the estimated idiosyncratic component.

Constant Trend
Crime Pt p-value Pt p-value
Burglary  6.00 0.00 11.66 0.00
Theft 4.01 0.00 8.52 0.00
Robbery  3.73 0.00 9.76 0.00
Homicide 9.86 0.00 24.84 0.00

Notes: P¢ and PT refer to the Bai and Ng (2004) test with a constant and

a constant and trend, respectively. The p-values are based on the normal
distribution, and the lag length is determined using the Schwarz Bayesian
criterion.

Table 7: Unit root tests of factor explanatory variables.

Variable Model & ADF
Unemployment Constant 0.87 —2.58
Private consumption Trend 080 —2.52
GDP Trend 087 —2.18

Notes: The choice of the deterministic component was determined by
the Ayat and Burridge (2000) procedure. & refers to the estimated
first-order autoregressive coefficient. The 5% critical values for the ADF
test are given in Table 4.
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