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FILLMORE'S CASE THEORY AND THEMATIC ROLES IN GB THE ORY
— A COMPARISON AND CRITICISM

DORA KOS-DIENES

1 INTRODUCTION *

The aim of this paper is to compare two theoriggeming the relation between some semantic
characteristics of words and the syntactic stresttiney can be inserted in: Fillmore's deep ca& (Beory
on the one hand and the theory of thematic rdlaslés) on the other. It might be appropriate tity these
terms here to some extent.

It is not uncommon to read about "Fillmore's casargnar”. We must, however, keep in mind that
Fillmore himself, at least in his later writinggeeted this terminology stating that his case thésnot a
complete, coherent model of grammatr, it is justeg wf describing some aspects of lexical structune
clause types (197762). Fillmore has developedhaisrl in a number of articles between 1968 and 19¢&
also Huddleston 1970). During these nine yearsrabaéterations were introduced. Remarkably enough,
with a few exceptions the literature still keepfergng to the first paper in the series, Case(fase (1968),
in spite of the numerous reconsiderations and dorastquite drastic changes introduced in the later
versions. In this paper, | will try to follow thea#terations, thus 'case theory" here does not riesafirst
version of the theory.

The idea of thematic role§-foles) has at least partly been elaborated by &rabd Jackendoff. But
sinceB-role, as part of the lexical subcategorizatiorgrismportant notion of GB (government-binding)
theory, and as | am going to discuss it mainlyesetbped by Chomsky (1980, 1982a, 1982b), in thjsep
6-roles are associated with Chomsky's name.

First | am going to sum up the essentials of chsery and-roles (2.1. and 2.2.), then | plan to consider
some points of common interest in the two theaaied see how the results compare.

2. SHORT DESCRIPTION OF THE TWO THEORIES

As my aim is to compare some aspects of the tworib® | do not intend to give a historical desioip of
the development of either of them. All | want tolukere is to give a short summary of the essenifdi®th
CT and6-roles, in order to give a background to the subsaticomparative and critical chapters. The
references within the text are meant to advisedhder on the source and date of the most relevant
exposition of the problem in question.

2.1.  Fillmore's Case Theory

Deep Cases (DC), as Fillmore defines them, arednéoally relevant syntactic relationships involyin
nouns and the structures that contain them" (196B®6 is the underlying property of NPs attached to
predicate word, defining the semantico-syntactie of the arguments. Arguments are verbal equitsleo
those participants of a situation which are takeo perspective in the communicative process. DChiadh
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semantic and syntactic relevance - that is why avespeak about its semantico-syntactic nature (627.7
Fillmore places DC within the frame of "internahsantics” i.e. the semantics of the inner structirthe
clause (1977:60):

1) SEMANTICS
INTERNAL EXTERNIL
-the semantic nature -truth-valu
of the inner structure -illocutionary force
of the clause etc
DEEP CASES

The basic structure of a sentence consists of @ogittoned nucleus (P), i.e. a set of tenseldatigaships
(involving a V, one or more NPs, possibly embedseatences) and modality (M), carrying notions like
tense, mood and negation:

(2) S>P+M

The proposition (Fillmore sometimes uses the waemhtence" in this sense) in its basic structursistmof
a verb and one or more noun phrases, each assbuwitltethe verb in a particular case relationship"
(1968:21). These case categories build up a "casgef displaying the sementico-syntactic roleshef t
participants in the described situation:

A3) P ->V + CASE FRAME
CASE FRAME -> Cl (+ C2 ... Cn)

Entities in the case frame are NPs or embeddede&tall he cases proposed by Fillmore (1971:42) in a
hierarchical order are:

(4) A AGENT - no definition
E EXPERIENCER - "where there is a genuine pelagical event or mental state verb",
“entity which receives or accepts or experiencesnalergoes the
effect of an action”, partly the earlier DATIVE

| INSTRUMENT - the immediate cause of evetitnslus

0 OBJECT - entity that moves or undergoes cbaal3o a wastebasket for cases
that cannot be classified otherwise

S SOURCE - no proper definition

G GOAL - receiver, destination of a transfenmvement, result, including
former RESULTATIVE and FACTATIVE

L LOCATION - place of event

T TIME - time of event

Some of these labels have no satisfactory defmifidimore seems to handle it as an open, butpnably
not very long list, a specific finite set. The caisee arranged in a hierarchical order and thistfacomes
significant in the choice of grammatical categodppearing overtly in the clause (subject, direct imdirect
object etc.). We are going to return to this problater.

Each case can appear only once within a case flauhéhe same argument can take on several case
roles, e.g.

(5) i John learns English.
ii. John teaches English.

John is both AGENT and GOAL in (5)i, and AGENT eé@URCE in (5)ii.

The arrangement of case frames results in a nurabeharacteristic sentence types. and verbs &salex
units are subclassified according to the case enrient they can occur in. This classification tagidese in
the lexicon. “In lexical entries for verbs, abbmeid statements called 'frame features' will indithe set of
case frames into which the given verbs may be tedeilhese frame features have the effect of inmgosi
classification of the verbs in the language. (1288similarly 1977:61). The relation of verbs arde
frames shows certain flexibility insofar as a vedm be inserted in more than one case environmeinthe



case frames themselves contain both obligatoryoptidnal elements. Below are some examples with the
verb break in different case frames:

(6) i The window broke. +/_ 0/
ii. John broke the window. +/A_ 0/
iii. John broke the window with a hammer. +/A 0(1)1

In (6)iii. the INSTRUMENT is overtly realized, wiglin (6)ii it is not.

It remains unclear how Fillmore intends to handtrerarbitrary constituents such as a great numfaiame
and location adverbials that can be attached tctipedly any proposition, and therefore can hardly
contribute to the semantic subcategorization ofseret us exemplify this problem with (7) and (B}hile
it seems to be acceptable that smb&e been exposed to a certain semantic modificétomn (7)i to (7)ii
presumably as a result of the addition of 0 tezédse frame:

(7 i. John smoked.
ii. John smoked fish.

one would hesitate to agree that the additionDeéement has a similar effect:

(7 i. John smoked.
(8) John smoked all day long.

While (7)i and (7)ii refer to different activitie€3) merely gives some additional information abibgt same
activity as in (7)i. No straightforward informatiag given whether this type of "loose" T or othenitar
elements are fullfledged entities of the case frarhieh - as we have learned - serves as a base for
classifying the verbs of a language.

The problem is far from new, and although relagivfar reaching studies have been made on languages
where the form of the verb often shows a kind afgraence with its minimal case frame, (i.e. travisyt or
the possible presence of an adverbial can be mtmgically marked on the verb form,) a number of
questions are still waiting for a satisfying answ@me of these languages is Hungarian, see rerbgrks
Huddleston 1970: more detailed discussion in Nol®§9, Hadrovics 1969, Dienes 1978.) Fillmore
considers the subject and the direct object asliéausentence elements” (1977:75), presumably &xen
predicate belongs to this group, but not muchiid about other categories.

DCs are thought of as being present at. the bask evel of structural organization for a sentenc
which is distinct from what is usually thought &f @ semantic representation and which is distiketise
from the familiar notions of deep and surface gstrresyntactic representation” (1969:60). Theysakend
of input to the US.

In later writings (1971:55), Fillmore abandons itiea of DS; instead, he postulates a "Composition
Plan". This is a level where a predicate word andrapatible case frame are operating and where the
semantic and semantico-syntactic subcategorizéamtres of the predicate word seem to have arlgadi
role.

DC elements are not linearly ordered. If visual giahould be attempted, | would suggest a diagram
with the predicate in the centre and DCs circlinguad them on orbits arranged by the case hierarehy
the hierarchical order of cases (p 6). Some ofx@s relevant to the situation are brought into pecsive,
that is are chosen as explicit participants instmetence by a grammatical process that Fillmote cal
transformation. The perspectivized elements takdiff@rent grammatical roles and become sentence
constituents. One of these elements is chosen tieeb&ubject, another (if there are more) the tibgect
etc. Theoretically any of the perspectivized eletsean be given the role of the subject. For exarimph
situation where a window (O) was broken (Pred)diynJ(A) who used a hammer (1), the case frameAs +/
O, I/, we can get the following constructions:

9 i +/0_ |/ The window broke.
ii. +A_ O John broke the window.
iii. +0_ A The window was broken by John.
iv. +/0_ I/ The window was broken with a hammer
V. +1 _ Ol The hammer broke the window.
Vi. +A_ Ol John broke the window with a hasmn



As for the semantic differences between bred® / and break/A O/, these are to be marked in the
lexicon: "Syntactically and semantically differarges of the same word type should be registertitein
samelexical entry whenever their differences can tensas reflecting a general pattern in the lexical
structure of the languag” (1969:126). This verbalpemy rule applies both to a verb exposed tors¢ve
different insertion rules, and to words belongiagrore than one word class as e.g. verb and noun.
The theory of deep case is a contribution to vaeaheory as formulated by Tesniere, to the distnobf
grammatical levels, to the explanation of constiteeand to the collocation rules of a language.

2.2. B-roles in GB-theory

In order to clarify some possible terminologicabmiderstanding, we should mention here that even
Chomsky introduces the concept of so-called “abstases" in his theory, but he applies the terasét in
a different way. Whereas Fillmore's DC is primagmantically defined, Chomsky's abstract casa "is
structural property of formal configuration” (198220), a property of the PF-component. (PF=Phonetic
Form). It can be regarded as a formal or positipnaperty of an NP, and is therefore comparablé wit
Fillmore's grammatical categories. Three of Chorisstgur "structural Cases": Nominative, Objectivela
Obligue are assigned by the governing categorieR AGand P respectively, while Genitive has the
characteristic structure of INP_ _ X/.

Chomskv does not give a definite statement as hmoa which level Case is assigned in the grammar,
but he claims that "Case-assignment can be notlaearS-structure since it figures in the LF-comgriras
well as the PF-component,.."(1982a:183, LF=Logiatm), Structural Cases are dissociated fésrules, in
the sense that a given Case can take vafigotes, and while a phonetically realized NP mustéha Case,
6-role is not obligatory. I.e. each NP has a Casenbt each NP has@arole

The concept ob-roles - similarly to Fillmore's DCs - comes ugsfim the lexicon. "The lexicon specifies
the abstract morpho-phonological structure of derital item and its syntactic features, includitsg
categorial features (1982:5). The contextual festare provided partly by the strict subcategdonahat
gives information about the possible collocatiohthe word, e.g. that the word occurs together &itiNP
or a PP etc. This categorization is said to beasyitt

The other information about contextual features had understand, a more semantic (or probably
syntactico-semantic) nature. It is concerned withthematic roles: AGENT, THEME, GOAL etc. that the
word - as a head of a phrase - assigns to its @it NPs.

It is remarkable that, from what is included in thedfinition above, Chomsky seems to reg@urdle
assignment as a basically syntactic phenomendmedékicon.

(20) LEXICON
I . . |
morpho-phonological syntactic features
features | |
categorial contextual
features features
e.g. +v
struct sub- 6-role
categorization assignment
e.g. +/_ _NP/ e.g. (AGENT,
GOAL)

It is actually hard to tell how much Chomsky idées himself with those who see thematic rolesessamtic
features when he writes: "It has traditionally besaumed that such notions as 'agent-of-actiaall-tf-
action' etc., play an important role in semantisadiption, and there has been important recent work
elaborating these ideas. These notions in fact ante many different theories of semantic des@iptThey
are the semantic relations of Jerrold Katz, thentitéc relations of Jeffrey Gruber and Ray Jackehdod
case relations of Charles Fillmore... “(1982a:8&t. Chomsky does not express his own view about the
relations of-roles to semantics and syntax. There seems to b&tempt to connect any of tBeoles to
specific surface cases: ayrole appears to have the same chance of beingnassany case. As for Deep
Cases, Chomsky claims that they are dissociatex rooles.

A Case Filter is introduced to make sure that ladinetically realized NPs are assigned an abstrast,C
i.e. no NP can appear on the S level without hasi@ase:



(11) Extended Case Filter

*/NP o/ if a has no Case armdcontains a phonetic matrix or is a variable.
(1982a:175)

A variable is an empty node, bound by an operétarother definition claims that a variable is anpgn
node which has a Case, but this definition, corateth the Extended Case Filter, is a logical shioctit
which in fact states that "*/NR if a/ has no Case and is an empty node which has a)Case

In Platzack's interpretatiof;role assignment is clearly semantic informatiola#ck's: 21). We have
no access to a complete list@foles, but we can reconstruct the following IBlatzack's: 42):

(12) AGENT - the cause of an action
THEME - something influenced by the action, beaifea quality or feature
SOURCE - starting point of a movement, initigtstin case of change
GOAL - final point of movement, result of a change
LOCAL - a place where something else exists

Indications ofo-roles are actually insertion rules for the wortaTis to say-roles are not (as one would
presume) assigned to arguments directly, instbag,dre assigned to different positionghe LF. "An
argument is assignedarole by virtue of theéd-position that it or its trace occupies in LF." §P2:36). Each
LF position satisfying the subcategotization feasunf the lexical head of a constructio®{gosition.

Not all elements of LF require@arole, e.g. the grammatical subjecint (13):

(13) It is nice to see you.

Neither are all LF-position8-positions. Chomsky claims that there are two kioidsbligatory positions in
LF, those determined by the subcategorizat.ion dsaof lexical items on the one hand, and the stibjec
position of a clause on the other (1982a:40). Taewstand this statement with all its consequenaagdv
require a proper definition of 'clause’ and 'sutyjechich Chomsky unfortunately fails to give. But
apparently means that the first type of LF posigomerges by virtue of tH&role assignment, although this
contradicts a previous assumption stating &hatdles are assigned to already existing positidhs. other
type of compulsory LF position is the subject, whéther has or has noBarole. In the latter case the
subject must be the outcome of the syntactic mieategorial components. (Presumably, these rrieare
a position to the predicate as well.) We will colbaek to these questions later in connection wigh th
grammatical subject.

The©-criterion makes sure that

(14) "Each argument bears one and only@®nale, and eacB-role is assigned to one and only one
argument.” (1982a 36)

In DS, each argument. occupie8-position, i.e. DS is a direct representation @gmatical functions with
6-roles. Further on, the rule Mowedisturbs this one-to-one relationship betweerckdxproperties and
categorial components, and in the resulting S tiras,6-positions, that is LF-positions withrole
assignment, may be left empty. E.qg. if the verbgasigns th@-roles THEME and LOCAL, the result is

(15) the bookg were put § on the table

In this case the argument the botkderits" itsB-role from its trace,tthey form a chain, and now the whole
chain is assigned therole THEME. As arguments keep th8iroles even after transformations@dree
positions, while their traces still occupy the amag 6-positions, theéd-criterion holds on the S level too.

We can sum up the main points made alfeubles in 2.2. as follows:

a) Each syntactic structure has an LF.
b) The grammatical head of the structure asdfigrdes to some LF-positions, whereupon they become
6-positions.



c) The arguments within a structure acquire tiemoles via thed-positions they occupy in the LF. The
6-criterion makes sure that. each argument has m@ly oned-role, and that eadbrole (defined
by the subcategorization rules of the lexicon)sisigned to one and only one argument. Thus, in LF
and, for that matter, in DS each argument occupposition.

d) The rule Mover moves arguments to ne@xfree positions, but arguments keep tiéeiole even after
this transformation. Their traces keep the origBypbsitions occupied.

3. SIMILARITIES AND DIFFERENCES BETWEEN THE TWO TH EORIES

One serious difference between Fillmore's DCs amah@sky’s6-roles is that while DCs are actually
responsible for the whole formatiaf the clause, as they define its constructtbrgles are assigned to
certain “positions which thus are thought to exist independentl@-wbles. Briefly, LF-positions are there,
and they either get@role or they do not.

There are several other interesting points of caispa between the two theories. One has to do with
how DC and-roles are assigned, another concerns the diffgramimatical levels on which DC afeoles
operate and how they are each mapped onto S-seueind a final question - not entirely independsrihe
others - is how the grammatical subject is chosimimthe two theories. In this chapter | shall gare the
two theories primarily from these aspects. Besagsparing Fillmore's and Chomsky’s approach, | also
make some critical remarks. As these remarks careerlusively the "points of comparison" mentioned
above, it seemed to be the most economical totkedaa up in the course of the comparative discussion

3.1. DC and-role assigners
Which lexical items actually exercise their "right’assign DCs an@troles and what is the range of their
effect?

The question is motivated by the fact that potégteach word can assign DC @irole, since these
properties are defined in the lexicon. Howevergiality some lexical items tend to assign, whileeos tend
to receive these roles.

Fillmore suggests that each predicate wiakes argument 'Predicate word' does not nechssaean
'verb': "Content words may all be inserted as waess, and their realization as nouns, verbs @ctuges is
a matter of application rules" (1969:129). Mostmtemt words can be used as predicates although many
languages have rules rendering a function verlppala to nouns and adjectives in predicative pmsiti
while other languages accept nominal predicatdisadiie suggests that existential sentences ardessb
sentences in their DS, with a lexically empty V siituent. Even conjunctions like becawuse be regarded
as predicates as they can be described accordthg tmumber of arguments they take (1969:114):

(16) S because $

Chomsky, on the other hand, claims that each weittie@head of a phragecapable of assignir@roles to
the constituents of the phrase.

Although neither of the two scholars seems to téfiéiate between word classes that are or are 8ot D
vs. B-role assigners in practice they both are engagstlidying these properties on vedrsl deverbally
derived word classes such as infinitives, partggmnd deverbal nouns without giving any reason tivey
are doing so. We start with the whole lexicon and ep with a single word class and its derivatidrtss is
a clear shortcoming of both theories, becausenibisuninteresting why one can give an approxinate
frame orB-role surrounding to 'run’, 'read' or 'prefer’, bat to 'noodles’, 'Honolulu' or 'pink’. Even
Jackendoff's lexical redundancy rules, which couote to both DC ané-role discussions, show a
remarkable preference for verbs and their derinatior exemplification (Jackendoff, 1975).

Whether the authors admit it or not, both thecigesis on verbs. Fillmore analyses predicate words
(usually verbs) as the center and organizer otldase, where V with its case frame is mappedanttause
as a constructional unit. There is a rule ensutiagia DC occurs only once within a case frame.e&en
non-finites assign DCs, which results in constartdiwith double DC occurrence, e.g. in (17) theestao
AGENTS:

(17) Johrcompelled his soto stab the usher.

Fillmore analyses this sentence as clausally camplih separate case frames around compeifetito stab
thus the occurrence of two As do not violate theedaame principle.



This explanation, if confronted with the claim tla€s are assigned by "predicate words", would requi
a clarification as to what exactly is regarded akase or as a predicate. How many clauses, fatedioords
and case frames are then in (18)?

(18) John compelled his son to stab the ushesistdirited nephew and his recently adopted daugtitier
the murderer's stolen dagger.

If we accept the clausal complexity of (17) as mplanation for the double occurrence of AGENT, we @
consider a multiple clausal complexity in (18)daitiis rather dubious if one should analyze cartaiits as
"clauses" or as phrases”. This is not merely aenaftterminology, because one has to decide wiese
frame boundaries are drawn, and whether claisgleed the unit within which the double occooe of a
DC is forbidden.

In Chomsky'’s theory®-roles assigned by nouns are realized grammatiaallyenitive attributes, (see
also Platzack:42), but even he tends to give exasnpith typically deverbal nouns, such as destucti

(19) i. the barbarians' destruction of Rome
ii. Rome's destruction by the barbarians (19828:10

It is remarkable that even here we have to do @atnplements due to certain semantic features afiche -
features that convey the notion of an action ocess. These nouns seemingly are connected to viarbs
lexical redundancy rules (Jackendoff, 1975). Onmogahelp wondering whether an AGENT or any other
role would so naturally be assigned by a noun wittsimilar relationships to verbs, like e.q. grass
Jacksonvilleand how these presumpti@eoles would be included in the lexicon. Intuitiyeit does not
sound very convincing to speak about the AGENT, G@ATHEME of gras®or Jacksonville

It seems to me, that here again we cannot avoidebessity of a basically semantic approach, wbich
course is bound to have a bearing on syntax. Chpegsfrears to choose another starting point, with
syntactically established "positions" some of whach assignefi-roles by words in head-position. | feel that
Fillmore offers a deeper insight in the mechanigite inner relations and coherence of a clause, drad
why some constituents become verbally explicit tuhe DCs around a predicate word, and exactly avhy
given DC appears in a proposition. This might welpend on the interest in semantics with whichi€itle
turns to these syntactically manifested phenomena.

3.2. _DCsp-roles and their S-structure representation (Thestion of levels)

In his earlier writings, Fillmore made an attengtibk DCs to grammatical or surface cases. He even
suggested that a system of language-specific graicahenarkers (prepositions or affixes) originatinghe
DS could be traced throughout the syntactic ratatiof constituents. For example he assumed that all
AGENTS in DS have the prefix marker lich later is deleted during the transformatidmewthe AGENT
is moved to the (grammatical) subject position; rehs it is preserved when the AGENT is in a posibale
position as in passives (1968:32).

Fillmore has given up the requirement of gramméticarkers as the inherent property of deep and
surface cases; instead, he has made some effortita system in the relationship between DCs et t
surface representations (1971:42). He claims tietonnection is - at least partly - governed leysliency
hierarchy (1977:76 ff). This hierarchy influencle speaker's perspective on the event, and hipgutige is
realized in the way he focuses on certain elemauitsf a possible case frame, and in the way hesrifep
DC elements into sentences, i.e. which item he s#®to have as subject, direct and indirect obgct,
Factors such as /+Human/, /+Change/, /+Definité/ptal/ tend to give a higher position in the sati
hierarchy, which results in a higher probabilityget in a) subject, b) direct object, c) indirebject, d)
prepositional object position. If the GOAL of a nemment is /+HUMAN/ it is likely to become the direct
object, while the /-Human/ element becomes prejoosit object:

(20) i. John hit Huck with a stick - rather than
ii. John hit a stick against Huck.

A /+Change/ item becomes direct object; the saem if /-Change/ figures as prepositional object:

(22) i. | knocked on the door. /-Change/
ii. I knocked the door down. /+Change/

| think that the reasoning about the saliency h@maand its connection with humanness and change i
rather vulnerable. There are other possible infiirepfactors with a perhaps even stronger effedhen



formation of the clause, such as the aim of thimaane refers to, e.g. to describe a flower g2®)i or to
describe a woman as in (22)ii:

(22) i. He compared a flower to a woman.
ii. He compared a woman to a flower.

or the reason of describing the action, often ddpegnon the context

(23) i. (Where is the beer?) | gave the beerilg.B
or: | gave it to Billy.
ii. (Is Billy thirsty? - No,) | gave Billy the he.
or: | gave him the beer.

or simply some grammatical convention, of the alidive syntactic role of brothar (24)i and ii:

(24) i. | metyour brother.
ii. 1 met with your brother.

Similarly, it is hard to find any /+Change/ featimg25)1 or /-Change/ in (25)ii:

(25) i. | entered the room.
ii. 1went into the dining room.

Thus, the features /+Change/ and /+Human/ aresmtye of the possible factors in establishing ae8ali
Hierarchy.

Fillmore points out that besides case and saliéiearchy, S structure is also influenced by the
transformational properties of the V. Verbs areandy classified by the specification of their pibss case
frames, but also by transformational rules respm@gor the choice of a particular NP for subjecbbject,
or requiring certain prepositions to go with conmpétizers, e.g. agree with somebody, insist on Hunge

In DC theory, the semantic description of verbsusth@lso include information about the arguments
incorporated in V. This has a bearing on S stragtsince some of the latent arguments can emetgetun
surface as lip§l) in (26), while others can never be explidkeldinner(0) in (27):

(26) He kissed me with his soft lips.
(27) He dined a good dinner.

Arguments can be omitted if the speaker feels thanecessary or uninteresting in the given conviersat

(28) He was smoking (a cigarette).
(29) He ate (his meals) in the kitchen.

The pronominal presence of an argument or its ideletften refers to different situations or diffete
background knowledge of the listener:

(30) i. The arrow hit.
ii. The arrow hit it.

In (30)11, the listener is supposed to have soreeifipd knowledge about the GOAL of the action
(1969:119).

Summarizing Fillmore's suggestions about the diffefevels where DCs operate, we can say thatadste
of a DS level he postulates a "Composition Planéngta predicate word and a compatible case frame ar
operating. The predicate word assigns DCs to thesunding NPs. Through a transformation process,
restricted by principles such as the case andalensy hierarchy and the varying necessity ofahert
realization of certain arguments, the elementheMC-frame become Subject, Object etc. In English
declarative sentences, at least one of the arggnframh the case frame must be explicit. Of couitsis,rule
applies only to decontextualized sentence-modealsahto sentences taken from real communicative
actions, cf. "How did you get home? — WalKed

Chomsky approaches the questio®able representation in LF and PF from a rathefedi#t aspect.
First of all, as Carlson (1983) has also pointet] ine actual quality d-roles remains rather vague and
inexplicit. As we have mentioned, the number amietyaof cases remains an open question even in



Fillmore's model, but he has certainly considenadi rieconsidered the problem, and suggests thaeldive
Saliency order of the DC elements within a proposél nucleus determines to some extent what &ylito
become the subject, direct vs. indirect objecherfrepositional object of the clause. We haveuoh s
differentiation in Chomsky’s GB theory.

We are going to try to follow ho@-roles, assigned in the Base, are attached to alsra# the way up to
the S level.

Chomsky claims that both categories and positioust ineB-marked in the same way at all syntactic
levels. Thed-Criterion holds at D, S and at LF. It follows frahis statement that if an element is assigned a
6-role by its head in DS, it keeps this role durirapsformations.

According to Chomsky's explanation, the existentehe samé-roles on all grammatical levels is
ensured by the projection principlRepresentations of each syntactic level (D, 5,drE projected from the
lexicon, in that they observe the subcategorlzgtimperties of lexical items.

This explanation brings up another problem. Cong@g):

(31) JohR was asked {tto marry Bertha/.

Johny and_§ form a chain that is assigne®-@ole. But what kind of &-role should it be? Intuitively, one

would read John as the THEME (or possibly the GOdiLthe verb was askeghd the AGENT of marry
But theB-criterion blocks the assignment of differ@atoles to a trace and its antecedent. If we preshate
the subject position in (31) has Geaole of its own, then it follows that Joliransports its AGENT-role from
the trace to the subject position, which makéig I#ense and violates the most elementary semantic
considerations.

To sum up, we can conclude that it seems diffimukeep the levels apart. We have seen previously
(2.2.) that®-roles are actually assigned to LF-positions, agdments (categories?) obtain thgiroles
from these LF-positions. If categories are suppdsdrk alread¥-marked in DS, then LF-positions must
already be present at this (D) level. But this cadicts Chomsky’s statement, namely, that LF
representations are assigned to S-structuresslistthe case, it remains unclear how one shastihduish
between the various levels in connection véitfoles.

The semantic content of the chains is an espeqatlglematic area, which is still waiting for a pes
explanation.

3.3. The Grammatical Subject

The choice of grammatical subjects is but one asgfebe S-structure representation of D@eelements,
but the differences between the two theories agpelehere and reveal more about the two approdiches
the choice of other grammatical categories.

We have already discussed Fillmore's suggestisubject choice (3.2.). The most important notion
here - when compared to Chomsky'’s theory - is thatsubject is one of several possible NP-compiésne
to the verb, and the process of supplying a clatgea subject claims the same type of transforomasis in
case of the object or other categories. As Fillnexgresses it: "the semantic differences in thegiceiships
between subjects and verbs are of exactly the sadez and exhibit the same extent of variety ashean
found for the other cases(1968:6). This claim ispécial importance in DC-theory, which developes th
whole process of clause construction from the wfempredicate word and its case frame, the latter
basically semantically defined phenomenon. Andesimz semantically constant value is associated tivith
notion of 'subject’, there is no way to differetgian the compositional level (or in the DS) betwiee DC
that is to become the subject on S-level on thehamel, and other DC elements on the other. Diftdp&s
are associated with the subjects in (32):

(32) i John (A) opened the door.
ii. The key (1) opened the door.
iii. The door (0) opened.

The choice of the subject in the transformatiorcpss, as | have already mentioned, is ruled bgaliency
and case hierarchy as well as by grammatical aaghpatic considerations. If other factors influettee
subject selection, as for example in passivesugtroe registered on the V. As the rules of Englisimot
allow subjectless sentences, (again, | mean dedoaiezed sentence models), a semantically empsy it
always present if there is no other subject. Tthitoes not exist in the DS, or, as Fillmore formesat, on
the compositional level.

The most important notion here is however thatstitgect emerges through a transformation process
from a set of DC elements registered in the lexécaty of the predicate word.



The connection betwedhroles and the subject is based on a rather diffgneesumption. First of all,
6-role assigners are not clause-centers, they adshaf phrases. Therefore, the V as head of this @Ble
to assigrb-roles to its complements (i.e. within the VP), batnot assigfA-role to the Subject NP, which, at
least according to EST, is dominated by S and notm:

S

N

This configuration causes some difficulties, beed&irles are somehow assigned to most subject positio
Chomsky tries to solve this contradiction by sugiggsthat theb-role of a subject is determined by the VP
or by S rather than by the verbal head of the MR.iBthis case the whole notion @marking must be
revised from the very beginning. Namelyfifoles are assigned by abstract notions as S i.&R whole
phrase instead of a single lexical entry), they t@nnot be registered in the lexicon anymore.hdé@sky’s
suggestion is accepted, then a new theory musebalaped whish re-defindsroles and locates their
origin. It would also question the validity of tReojection Principle.

We mentioned that Fillmore thinks of special rilas"non-normal” subject selection, as e.g. in pass
Chomsky suggests another solution. As an illustnatiet us see (33), where "the verb belilaaks a
subject" (1982a : 103):

(29) John is widely believed to be a liar.
CHOMSKY claims that Johis the "subject of the copula”.

One could criticize these assumptions at seveiatqd-irst of all, (as Chomsky himself points aubther
places in similar constructions), beliegeno the verb in this sentence; beliehede is a past participle,
otherwise there would be no need of a copula. Essipe verb form is believdthsa Subject, namely John
what it lacks is an AGENT, which is not the samiaghSemantic and grammatical categories shouldeot
confused.

This rather disturbing ambiguity keeps occurringClmomsky’s articles, using the word “subject” with
some remarkable individual freedom (1982a:75, 104e would guess that where he writes “subject”, he
means approximately "agent", as he uses it botheasquivalent to some spedtaiole and as a grammatical
category as opposed to VP and S. There shouldoheeed to point out that something either @srale, i.e.

a semantically determined notion, or a phrasesssmtactic phenomenon. We can speak of the aufeart
action even if the action itself is expressed loyan as in the barbarians destruction of R¢h®82a:104),
but this does not entail that an AGENT is necelsarsubject as well.

Chomsky devotes lengthy explanations on whethestbgect is or is not related to S, or to VP, clagn
that there is no such thing as "the subject ofrb'yeso most readers should be surprised to ldahnouns,
on the other hand, dmvesubjects (as in the example above, see Chomsi3alB®4).

Chomsky regards this question "more peripheral thany others that we have been considering”
(1982a:104), but one cannot help wondering whetreetack of a clear formulation does not have any
theoretical consequences. How would greater tedogizal discipline affect the reasoning if it sudte
turned out that a statement regarding a syntaate&gory is indeed a statement regarding a lexizgdgrty or
vice versa?

Even some of Chomsky’s other formulations are iednef a more detailed explanation. For example, he
often writes about th8-marking of subjects'Subject” thus is regarded as a position witls@emantic
implications. But how does one know whicategory i€-marked if6-assignment is semantic information
about the surrounding of a head wofdfdle assignment states that certain circumstameest be explicitly
mentioned, but it does not define the grammatiacality of these factors. In (34) the THEME of ttadian is
expressed by different categories:

(34) i. The book sells well.
ii. | sold him a book.
iii. 1 sold a book to him.

Besides, subject can hardly be considered_as tigmoisi case of free word order; and what is taken for

subject in ergative languages? John Anderssorakas up this problem by introducing ERG as thedasi
case in his case grammar (see Andor, 1982).
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Summarizing the relation of grammatical subjectd@&mnoles, we come to the conclusion that the
question oB-assignment to subjects is not yet satisfactoolyed. Chomsky himself assumes that the whole
problem may need a revision. It remains unclear Bow VP can assightroles since they are not lexical
entries; and if we remove the possibility@sdssignment from the lexicon, it would affect thieole theory.

The main cause for most of these difficulties meginate from the fact that Chomsky does not seem t
accept the effect of semantic properties on syiatattuctures.

4. SUMMARY

DC-theory and-role theory are attempts to explore and explagncitilocation rules operating within a
clause or a phrase, defining their possible coostmis and relating their elements to each otheth®Cs
and6-roles are characteristics of NPs and show what dffarguments these NPs are within a given
construction.

We have considered three different aspects of ttiesgies: DC an@-role assigners, the manifestation
of DCs and-roles on different levels, and finally their rétat to one special sentence part, namely to the
grammatical subject.

We found that the main difference between the tvemties is that while Fillmore considers DCs as
basically semanticallgefined notions, Chomsky tries to restrict @amles to syntax, and does not try to
elaborate their semantic aspects to the same eXiaistbecomes even more obvious if we think of
Fillmore's Case and Saliency hierarchy which athayelements of the Case frame into a semantically
defined order, and which have an effect on theactocurrence of the surface cases. Chomsky’s yheor
about the connection betweémoles and their S-structure representation sheasihterest in the semantic
properties of the arguments. Instead, it postulatesxclusively grammaticahechanism that makes lexical
items and syntactic structures compatible with ezthbbr.

Although both theories have their shortcominggdl that there are more unanswered questions in
Chomsky’s approach. Fillmore's explanation offedeeper insight into the relations of the elemefits
clause, and gives a plausible theory about thesioh¢hat binds the lexemes together in order il lau
higher linguistic unit. The reason for this diffaoe may well be that while Fillmore takes the setinan
values of the Case Frame into consideration, eextends the notions of semantics onto the syotesel,
Chomsky’s semantic interest is confined to thedesiwhere the inherent properties of lexical iteres
specified. The conclusion is that. we encountdaoasmproblems if semantics is confined to the lekievel.
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