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Abstract 

The question I address in the thesis is how cooperation in social dilemma situations and 

compliance with environmental regulations are determined by legal enforcement, intrinsic 

motivations and culture.  In light of this, the thesis consists of five independent chapters.   

Chapter 1 analyzes the effects of the interaction between technology adoption and incomplete 

enforcement on the extent of violations and the rate of abatement technology adoption. We 

focus on price-based and quantity-based emission regulations. First, we show that in contrast 

to uniform taxes, under tradable emissions permits (TEPs), the fall in permit price produced 

by technology adoption reduces the benefits of violating the environmental regulation at the 

margin and leads firms to modify their compliance behavior. Second, we show that the 

regulator may speed up the diffusion of new technologies by increasing the stringency of the 

enforcement strategy in the case of TEPs while in the case of uniform taxes, the rate of 

adoption does not depend on the enforcement parameters. 

In Chapter 2, I study the effects of targeted monitoring strategies on the adoption of a new 

abatement technology and, consequently, on the aggregate emissions level when firms are 

regulated with uniform taxes. My results suggest that a regulator aiming to stimulate 

technology adoption should decrease the adopters’ monitoring probability and/or increase the 

non-adopters’ monitoring probability. In contrast to previous literature, I find that, in some 

cases, a regulator whose objective is to minimize aggregate emissions should exert a stronger 

monitoring pressure on firms with higher abatement costs.  

In some contexts, weak law enforcement results in only a fraction of detected transgressors 

actually being sanctioned. The standard theoretical models of enforcement predict that, as 

long as the joint probability of detection and sanction is constant, the extent of violations does 

not vary with different combinations of the probability of monitoring and the probability of 

sanction given detection.  In contrast, in Chapter 3 we propose an alternative theoretical 

model that predicts that the extent of violation is sensitive to such combinations, i.e., these 

two probabilities are not perfect substitutes. By using a laboratory experiment, we investigate 

the hypothesis of imperfect substitutability of monitoring and sanctioning probabilities. Our 

subjects include both environmental managers in Colombian firms and university students. 

Different combination of the probabilities resulting in the same joint probability of detection 

and sanctioning did not affect the violation behavior among managers, while students violate 

relatively less when facing a higher sanctioning probability for a given joint probability.  

Chapter 4 investigates whether disclosure crowds out pro-social behavior using a public 

goods experiment. In a between-subject design, we investigate different degrees of disclosure. 
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We find a small positive but insignificant effect of disclosure treatments on contributions to 

the public good. Thus, our empirical findings are consistent crowding-out theory.  

In contrast to previous studies on cross-group comparisons of conditional cooperation, in 

Chapter 5 we keep cross- and within-country characteristics constant. The results reveal 

significantly different cooperation behavior between social groups in the same location.   
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Introduction 

Given its characteristics, environmental quality can be considered a public good. 

With increasing recognition of the significance of environmental protection, a large 

number of policy instruments have been designed to regulate pollution in hopes to 

achieve the desired levels of this public good. Among these instruments are economic 

incentives such as environmental taxes and marketable emission permits.  In several 

cases, the design of such policies gives them a social dilemma character where regulated 

agents have a clear incentive not to cooperate by not complying with the regulation.  If 

nobody complies, however, then everybody is worse off than if they had cooperated by 

complying.
1
  Sociological research has examined the role of three factors in shaping 

compliance with laws: the threat of sanctions, the opinions of peers, and personal 

morality (Tyler, 2006a). Analogously, Bénabou and Tirole (2006) and Ariely et al. (2009) 

discuss the role that external motivations such as rewards or punishments, intrinsic 

motivations such as altruism, and image motivations have on pro-social behavior of 

individuals.  

Compliance with legal requirements and cooperation in a social dilemma situations 

are then determined by the coexistence and interaction between three regulatory systems 

(Mockus, 1994). First, is the legal system, which we refer to as formal regulation. This is 

defined by a set of laws together with enforcement mechanisms such as monitoring and 

legal punishment of transgressors.  Enforcement mechanisms are oriented to promote 

compliance with the law and to avoid actions beyond what is legally allowed. The second 

and third among these systems are morale and culture, which we refer to as informal 

regulation. Morale consists of personal standards to which people attempt to align their 

behavior (Tyler 2006b).  What is morally valid is delimited through judgments or 

arguments that an agent formulate to him or to others about the rightness of an action.  

Emotions like guilt or anticipated guilt are linked to the moral regulatory system and act 

as dissuasive factors to avoid morally wrong actions.  In an environment where legal and 

moral systems are compatible, guilt or anticipated guilt have dissuasive power to avoid 

                                                           
1
 A clear example of this kind of regulation is the “National Wastewater Discharge Fee Program” 

implemented in Colombia since 1997 (see Blackman, 2009) 
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breaking the law. Culture is partly composed of social norms.  What is culturally valid 

corresponds to what is socially accepted and it is, in some cases, independent of what the 

legal and moral regulatory system mandates.  Emotions like shame or fear of social 

disapproval are linked to the cultural regulatory system and constitute dissuasive 

elements to avoid actions which are socially punished.  Where there is harmony between 

legal, moral and cultural regulatory systems, social and internal norms enforce 

compliance with the law (Mockus, 1994, 2003).  Tyler (2006b) also points at legitimacy 

of the law and of the regulator as a necessary condition for the law to be obeyed.  

Legitimacy is defined by the author as a perceived obligation to authorities or existing 

social arrangements and because of it people feel that they ought to ought to voluntarily 

obey rules.  According to Tyler (2006b), although legitimacy and morality are similar in 

many ways they are also differentiable and sometimes do not work in concert.  

The question I address in the thesis is how cooperation in social dilemma situations 

and compliance with environmental regulations are determined by the three regulatory 

systems and by the legitimacy of regulations.  In light of this, the thesis consists of five 

independent papers.  The first two papers analyze compliance with the formal 

environmental regulation.  The third paper looks at the interaction between legal, moral 

and cultural regulatory systems in the context of compliance with environmental laws.  

The last two papers focus on the influence that the design of mechanisms such as 

disclosure of contributions and the background of social groups have on contributions to 

a public good.   

The first chapter of this thesis analyzes the interaction between incomplete 

enforcement and technology adoption under price-based and quantity-based 

environmental policies. It has been recognized that different environmental policies 

provide different incentives for technological change which, in the long run, is considered 

the primary solution to environmental problems (Kneese and Schultze 1978).  In this 

chapter we compare emission taxes and tradable emission permits in terms of: (i) how 

compliance changes with the use of new technologies and (ii) how technology adoption is 

affected by enforcement parameters such as the probability of being monitored.  Our 

results suggest that the interactions between technology adoption and incomplete 

enforcement have important implications in terms of the deterrent effects of the 
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enforcement policies and in terms of the effect of monitoring effort on the technology 

adoption rate.  It is shown that when taxes are used, the rate of technology adoption is not 

affected by enforcement strategy. In contrast, when tradable emission permits are used, 

the rate of adoption is an increasing function of the monitoring probability.  

A significant fraction of the literature on environmental regulation has been devoted 

to studying how environmental policies should be enforced and how they are actually 

enforced. Empirical studies have shown that a suitable strategy for the regulator to deal 

with the budget constraints in the enforcement activity is to target enforcement (Gray and 

Deily 1996; Rousseau 2007). Using a conventional model of non-compliant firms in a 

setting of uniform taxes, in the second chapter of this thesis, I analyze the effects of a 

targeted enforcement strategy on the rate of technology adoption and aggregate emission 

level.  The result suggest that, with a targeted enforcement strategy based on adoption 

status, a regulator might stimulate or slow down the adoption of the new technology 

through monitoring pressure on both types of firms when firms are non-compliant.  The 

fact that the technology adoption rate is influenced by monitoring strategy is good news 

for a regulator who wants to achieve a given level of aggregate emissions but has 

political constraints on the level of the tax to be imposed. Such a regulator may use a 

differentiated monitoring strategy to induce technology adoption and therefore to reduce 

aggregate emissions for a given politically feasible tax level. 

The third chapter of this dissertation analyzes how the interaction between legal, 

moral and cultural regulation systems determines compliance with tax liabilities in the 

context of environmental regulations with weak legal enforcement. Most standard models 

of enforcement and compliance with environmental regulations assume that once a 

violation is detected, a sanction is successfully imposed. However, in many countries, 

especially in developing and transitional countries, detected violators are not always 

sanctioned.
 
Weak institutions for enforcing sanctions due to lack of resources, corruption 

and/or long, tedious and costly legal procedures are all obstacles of successful 

compliance (Blackman, 2009). In such a context the probability of being sanctioned does 

not coincide with the probability of being detected but is instead determined by the joint 
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probability of being monitored and being sanctioned given a detected violation of the 

law.   

Traditional models of enforcement of law assume that the probabilities of detection 

and sanctioning given detection are perfect substitutes. Therefore, as long as the joint 

probability of detection and sanctioning is constant, the extent of violations will not 

change with different combinations of these two probabilities.   However, agents’ 

compliance behavior is not only determined by risk preferences and expected costs and 

benefits from violating, but it is also influenced by aspects such as social norms, morality 

and legitimacy of the regulation (e.g. Andreoni et al., 1998;Torgler, 2002; Tyler, 2006a).  

In the third chapter of this thesis we first develop a theoretical model which, in addition 

to legal costs takes into account moral costs, legitimacy issues and image costs faced by 

the agent when making compliance decisions.  In contrast to the standard model of law 

enforcement, our theoretical model predicts that varying the probability of detection and 

the probability of sanction has consequences in term of violations even when the joint 

probability of detection and sanctioning is kept constant.  Second, by using a laboratory 

experiment, we empirically test the predictions from our theoretical model that different 

combinations of the probability of detection and the probability of sanction results in 

different extent of violation even when the joint probability is kept constant.   

We ran our experiments with both students and environmental managers of 

Colombian firms.  The results from the sample of managers indicate that we cannot reject 

the hypothesis that detection and sanctioning probabilities are substitutes. However, the 

level of violation chosen by environmental managers is lower than the violation predicted 

by the standard model, indicating that there are determinants of the extent of violations 

additional to economic incentives. For the sample of students, the chosen level of 

violation is lower than the predicted violation. When analyzing differences in deterrence 

effect between different combinations of probabilities, we found that students violate 

significantly less when facing a high sanctioning given detection probably than when 

facing a high monitoring probability and low probability of sanctioning.   

The fourth chapter of this thesis studies the effect that the design of mechanisms 

like disclosure has on contributions to public goods.  As pointed out by Frey and Jegen 
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(2001) and Nyborg and Rege (2003), external interventions may enhance intrinsic 

motivations (crowding in) when the external intervention is perceived by subjects as 

supportive, or reduce intrinsic motivations (crowding out) when the intervention is 

perceived by subjects as controlling.  In this chapter we investigate whether disclosure, as 

an external intervention, crowds out contributions to a public good by using an 

experimental approach, and more specifically, we test the effect of different degrees of 

disclosure on contribution levels in our public goods experiments. We present evidence 

indicating that the incentives provided by the three disclosure treatments increase 

unconditional contributions to the public good compared to the no-disclosure treatment, 

although the effect is not statistically significant at conventional levels. We find that, 

when implementing joint in-group and out-group disclosure, the proportion of subjects 

contributing the whole endowment significantly increases, compared to the no disclosure 

treatment, while the proportion of non-contributors does not change significantly. Our 

results also indicate that disclosure policies with larger audiences and more detailed 

information may induce a higher heterogeneity in cooperation behavior and that 

unconditional contribution may be moved in various ways. The direction in which 

unconditional contribution moves with joint disclosure may depend on underlying 

characteristics of subjects such as the importance they assign to social approval, on the 

degree of internalization of the norm for cooperation, and in the interpretation they make 

of the disclosure policy limiting the effectiveness of the policy. 

Finally, in the last chapter we investigate cooperative behavior in different social 

groups by keeping cross- and within-country differences constant. We worked with 

university students recruited from two universities in Medellin, Colombia, who differed 

in socio-economic conditions.  Our results suggest that different social groups exhibit 

differences both in terms of composition of types and extent of conditional cooperation. 

The dominating type is conditional cooperators in both groups.  Interestingly, 25 percent 

of the subjects in the group of high socio-economic group were classified as free riders, 

compared to 4 percent in the medium-low socio-economic group.  
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Abstract 

This paper analyzes the effects of the interaction between technology adoption 

and incomplete enforcement on the extent of violations and the rate of abatement 

technology adoption. We focus on price-based and quantity-based emission regulations. 

First, we show that in contrast to uniform taxes, under tradable emissions permits (TEPs), 

the fall in permit price produced by technology adoption reduces the benefits of violating 

the environmental regulation at the margin and leads firms to modify their compliance 

behavior. Moreover, when TEPs are used, the deterrent effect of the monitoring effort is 

reinforced by the effect that technology adoption has on the extent of violations. Second, 

we show that the regulator may speed up the diffusion of new technologies by increasing 

the stringency of the enforcement strategy in the case of TEPs while in the case of 

uniform taxes, the rate of adoption does not depend on the enforcement parameters. 

 

Key words: technological adoption, environmental policy, imperfect compliance, 

enforcement.  

JEL classifications:  L51, Q55, K32, K42. 
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1. Introduction 

In the long run, technological change is considered the primary solution to 

environmental problems (Kneese and Schultze 1978), and it has long been recognized 

that environmental policy creates incentives that affect the process of technological 

development (Jaffe et al. 2002;  Requate 2005).  Many scholars have therefore analyzed 

how alternative policy instruments affect the rate and direction of technological change. 

Among market-based policies, the analyses tend to support the use of emission taxes 

(price-based regulation) over tradable emission permits (TEPs) (quantity-based 

regulation), when the regulator is myopic and does not adjust the level of the policy in 

response to the advent of new technology.
1
 The fact that the emission price is fixed under 

the tax while it decreases under permits creates a wedge between the two instruments and 

between the rates of adoption they induce.   

Previous analyses of technology adoption under different policies share a common 

and implicit assumption: Firms perfectly comply with environmental regulations. 

However, reality generally differs from this assumption. In some cases, a fraction of 

firms do not comply with an environmental regulation and furthermore, the expected 

enforcement costs can be substantial. The intuition of the interaction between incomplete 

enforcement and technology adoption can be thought of in two ways: (1) incomplete 

enforcement, and therefore the possibility that firms do not comply with a regulation, 

may influence the profits of firms from technology adoption and thus the adoption 

decision, and (2) the existence of a new technology that reduces the abatement costs may 

influence a firm’s compliance decisions since the marginal benefit of violations is 

reduced.   

The purpose of the present paper is to analyze the interaction between incomplete 

enforcement and technology adoption under price-based and quantity-based policies. We 

compare emission taxes and TEPs in terms of: (i) how compliance changes with the use 

                                                 
1
 See Milliman and Prince 1989; Jung, Krutilla, and Boyd 1996; Kennedy and Laplante 1999; Requate 

and Unold 2001; and Requate and Unold 2003 for comparison of incentives provided by environmental 

policies. 
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of new technologies and (ii) how technology adoption is affected by enforcement 

parameters such as the probability of being monitored.   

To our knowledge, the interaction between technology adoption and imperfect 

compliance and its effects on the comparison between uniform taxes and tradable permits 

has not yet been directly addressed. Some literature has been devoted to comparing 

policy instruments when incomplete enforcement is an issue (Montero 2002; Rousseau 

and Proost 2005; Macho-Stadler 2008), but no previous study considers the interaction 

between an enforcement policy and technology adoption, which is the objective of the 

present paper.
 2

  

To analyze the links between technology adoption and imperfect compliance, we 

model a competitive industry consisting of a continuum of firms that are subject to 

environmental regulation that could take the form of either emissions taxes or auctioned 

tradable permits. Before the arrival of new abatement technology, the firms' abatement 

costs are homogeneous. When the new technology becomes available, each firm can 

independently decide to invest or not invest in a new technology that shifts the firm's 

abatement cost function downwards at the expense of a fixed cost. The adoption decision 

is made based on the comparison of the expected costs of abatement and compliance 

under the current and the new technology. For simplicity, we focus on the analysis of 

interior solutions, i.e., firms provide positive reports of their emissions under taxes and 

hold a number of permits higher than zero under a scheme of TEPs. 

Our results suggest that the interactions between technology adoption and 

incomplete enforcement have important implications in terms of the deterrence effect of 

the enforcement policies and in terms of the effect of monitoring effort on the technology 

adoption rate.  

                                                 
2 The ranking of priced-based versus quantity-based environmental regulation was first studied by 

Weitzman (1974), who analyzed the choice between these two types of instruments when there is 

uncertainty. After Weitzman (1974), the comparison between price- and quantity-based policies has 

been further developed (Roberts and Spence 1976; Yohe 1978; Finkelshtain and Kislev 1997; Hoel and 

Karp 2002; Montero 2002; Moledina et al. 2003; Baldursson and von der Fehr 2004; Quirion 2004; 

Stranlund and Ben-Haim, 2008). 
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It is shown that when taxes are used, the rate of technology adoption is not 

affected by enforcement strategy. In contrast, when TEPs are used, the rate of adoption is 

an increasing function of the monitoring probability.  Additionally, under TEPs, for a 

given monitoring probability, the fall in permit price produced by technology adoption 

reduces the benefits of violating the environmental regulation at the margin and 

ultimately leads both adopters and non-adopters to modify their compliance behavior. 

This is not the case under emissions taxes where the tax rate remains unchanged after 

technology adoption. Thus, in contrast to taxes, the extent of violations under TEPs 

decreases with the rate of adoption. Moreover, when TEPs are used, the deterrent effect 

of the monitoring effort is reinforced by the effect that technology adoption has on the 

extent of violations. These results constitute good news for a regulator who, by choosing 

TEPs, may be able to obtain a higher reduction in the extent of violation due to the 

availability of new technologies.  Also, the regulator may be able to use monitoring effort 

as a tool influence the diffusion of new abatement technologies.  

The paper is organized as follows. Section II presents the model of adoption, and 

Section III introduces the compliance analysis under emission taxes and TEPs.  Section 

IV explores the way in which the rate of technology adoption is affected by the 

enforcement strategy under both policy instruments, and how the influence of monitoring 

probability on technology adoption reinforces the effect of the former on the extent of 

violations under TEPs. Finally, Section V offers a discussion of the policy implications of 

our results and concludes the paper.  

 

2. The model 

We consider a competitive industry consisting of a continuum of firms Λ⊂[0,1] 

that are risk-neutral. In the absence of environmental regulation, each firm emits a 

quantity e0 of a homogeneous pollutant. We assume there is an environmental authority 

that sets an environmental target – a maximum level of emissions – and then chooses a 

policy instrument to reach this target. Since the regulator cannot observe firms’ 

emissions, costly monitoring is undertaken. In our model, the regulator has a fixed 
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monitoring budget given by B, and the cost of an audit to a firm is given by w.  The ratio 

between the number of possible audits given the regulator’s budget (
w

B
) and the size of 

the continuum of firms defines the probability of being monitored,  , which is known by 

firms. Once the regulator monitors a firm, it is able to perfectly determine the firm’s 

compliance status. If the monitoring reveals that the firm is non-compliant, it faces the 

penalty )(vF , where v  represents the extent of the violation. This is a strictly convex 

function of the extent of violation: )0('';0)(' FvF  .
3
 For zero violation, the penalty is 

zero F(0)=0, but the marginal penalty is greater than zero: F’(0)>0. 

Firms can reduce emissions through the current abatement technology. As 

Requate and Unold (2003), we assume that initially all firms are alike in abatement costs, 

)(ec . We assume that )(ec  is strictly convex and decreasing in emissions:

0)('';0)('  ecec . A new and more efficient technology arrives and firms must decide 

whether or not to invest in it. The new technology allows firms to abate emissions at a 

lower cost, given by ( )c e , where  0,1   is a parameter that represents the drop in 

abatement cost due to adoption of the new technology. As in Requate and Unold (2003), 

technology adoption implies a lower marginal abatement cost curve

0ee allfor  )(')('  ecec  .
4
   

                                                 
3
 Stranlund et al. 2009 mention some authors who assume that the penalty function is strictly convex: 

Harford 1978, 1987; Sandmo 2002; and Macho-Stadler and Perez Castrillo 2006. Stanlund et al. 2009 

assume a linear penalty function in their model, an assumption that is not common in the literature. If 

the probability of being monitored is exogenous and the marginal penalty is constant, the decision on 

reporting emissions will be of the type reporting everything or reporting nothing (see Sandmo 2002 

and Heyes 2000). 
4 To keep the analysis mathematically tractable and simple, we assume that firms are homogeneous in 

terms of current abatement costs. Nevertheless, our results still hold in the case of heterogeneous 

abatement. For example, following Coria 2009, we could have assumed that firms’ current abatement 

costs are heterogeneous and that firms can be ordered according to their adoption savings from the 

firm with the highest to the firm with the lowest current abatement cost. Therefore, the arbitrage 

condition that states that the adoption savings for the marginal adopter offset the adoption costs still 

holds. In such a setting, and as is shown later, adopters will increase their abatement effort due to the 

availability of the new technology and will reduce their demands for emissions.  
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We assume that buying and installing the new technology implies a fixed cost that 

differs among firms.
5
 Let 

i
k  denote the fixed cost of adoption for firm ,i  where ik is 

uniformly distributed on the interval ),( kk .  Let  NAi  and Ai  be firm i’s total expected 

costs of abatement and compliance when using the current abatement technology (non-

adoption) and new technology (adoption), respectively, such that the expected cost saving 

from adopting is AiNAi   . Any firm whose expected cost saving offsets its adoption 

cost will adopt the new technology
6
. In the continuum of firms Λ⊂[0,1], the marginal 

adopter is then identified by the arbitrage condition AiNAiik  
~

. Hence, following 

Coria (2009b), the rate of firms λ ∈ [0,1] adopting the new technology is defined by the 

integral 

 

(1) (0,1) )()()
~

()(

~





  


 AiNAi

AiNAi
AiNAi

k

k

ii
kk

k
FkFdkkf

i

 

 

where the right-hand side follows from the definition of the uniform cumulative 

distribution of ),(~ kkUki , 
1

k k
 

  

and k  . 

From equation (1), it is straightforward that the adoption rate depends on the total 

expected savings in the costs of abatement and compliance, which are endogenous to the 

choice of policy instrument, the stringency of the environmental policy, and the 

enforcement policy.  

                                                 
5 The assumption that adoption costs differ among firms is not new in the literature analyzing the 

effects of the choice of policy instruments on the rate of adoption of new technologies. See, e.g., 

Requate and Unold (2001). On the other hand, Stoneman and Ireland (1983) point out that although 

the majority of the theoretical and empirical literature on technological adoption concentrates on the 

demand side alone, supply-side forces might be very important for explaining patterns of adoption in 

practice. Thus, for example, costs of acquiring new technology might vary among firms according to 

firm characteristics, e.g., location or output, or because of competition among suppliers of capital 

goods. 
    
6
 We assume that firms minimize their costs for any level of output, but do not treat the output 

decision explicitly. 
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In the next section, we analyze the firms’ compliance behavior when 

environmental regulation takes the form of a uniform emission tax or TEPs. It is 

sufficient to keep track of the marginal adopter’s optimal choices of emissions and report 

in order to derive the rate of adoption; therefore the subscript i is hereinafter omitted. 

3.  Compliance behavior and technological adoption 

In a uniform emission tax system, firms are required to self-report their emissions. 

A firm is non-compliant if it attempts to evade some part of its tax responsibilities by 

reporting an emission level that is lower than the true level. In the case of a regulation 

using permits, a firm should hold one permit for each unit of emissions. A firm that in 

equilibrium holds fewer permits than its emissions is a non-compliant firm. 

The interaction between the regulator and firms is described by the following two-

stage mechanism:  

Stage 1.  The regulator sets the environmental target before the arrival of the new 

technology and chooses a policy instrument to reach it. We assume that the regulator 

does not modify the level of the environmental policy in response to the availability of 

the new technology. The enforcement strategy is exogenously determined and consists of 

a probability of being monitored and a sanctioning scheme. The enforcement strategy is 

set regardless of the regulatory scheme selected by the environmental authority; i.e., 

firms face the same enforcement policy regardless of policy instrument. This assumption 

does not contradict reality since, in many cases, the institutional arrangements separate 

the design of the regulatory instrument from the design of enforcement strategies.    

Stage 2.  Firms make compliance and adoption decisions. The adoption decision 

is made based on the comparison of the expected costs of abatement and compliance 

under the current and the new technology.   

Let us now analyze the extent of violation of both adopter and non-adopter firms 

when regulated by either uniform emission taxes or TEPs.      
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Uniform Emission Tax 

Let us assume that firms must pay a uniform tax t  per unit of pollutant emitted 

and that they self-report their emissions. If a firm reports truthfully, the total amount of 

taxes to be paid is te . Since there is incomplete enforcement, the firm could try to evade 

a fraction of its tax payment by reporting a lower level of emissions. If the firm reports 

emissions equal to r , where er  ,  then the total tax payment is given by tr . In this 

case, the firm’s violation equals the difference between the actual emissions and reported 

emissions, 
iii

rev  . If the firm is caught in violation, a penalty is imposed according to 

the penalty function explained above.    

Adopters select the emissions and report levels that minimize their expected costs 

of abatement and compliance:
7
  

(2) ),()(, reFtrecMin re    s.t. 0 re .  

Note that the constraint in the optimization problem reflects the fact that there are 

no economic incentives to over-report emission levels.
8
 Solving this minimization 

problem, if the solution is interior, a firm’s choice of emission is given by '( ) 0c e t   . 

Each firm chooses its emission levels such that the marginal abatement cost equals the 

tax rate. The emission levels for adopters and non-adopters are, respectively, 

(3)  ( ) '( ) 0
A

e t e c e t   ;    0)(')(  tecete
NA

. 

Since there is a uniform tax rate, in equilibrium firms’ marginal abatement costs 

are equal irrespective of their adoption status: '( ) '( )
NA A

c e c e . Since  0,1  , it is 

necessary that )(')('
ANA

ecec  , which is only possible, given the properties of the 

abatement cost function, if 
ANA

ee  . Therefore, adopters’ actual levels of emissions are 

reduced due to the availability of the new technology and - in this setting- are lower than 

                                                 

7
 The problem of the firms that do not adopt the new abatement technology is analogous to problem 

(2); the main difference is that the abatement costs for these kinds of firms are given by ( )c e  instead 

of )(ec . 

8
 We have omitted the calculations of the optimization problem (available upon request).  
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those of non-adopters.
9
  In addition, in line with previous literature analyzing the 

compliance behavior of firms under imperfectly enforceable taxes, we find that since the 

tax is exogenous and not influenced by the enforcement strategy, firms’ actual emissions 

do not depend on the parameters of the enforcement problem (e.g., Harford 1978). 

However, this result only holds when the monitoring probability is high enough to 

guarantee more than zero reported emissions. When firms report zero emissions, the level 

of emissions is decreasing in monitoring probability (see Macho-Stadler and Pérez-

Castrillo 2006 for detailed analyses of corner solutions).     

Let us now look at a firm’s emission report and extent of violation. When the firm 

is noncompliant, then 0 re , which from the Kuhn Tucker conditions for (2) implies 

that 0)('  reFt  . The report levels of adopter and non-adopter firms are, 

respectively, 

(4)  ( , , ) '( ) 0A A Ar t F r t F e r     ;   ( , , ) '( ) 0N A NA NAr t F r t F e r     . 

The equations in (4) state that firms choose to report a level of emissions such that 

the marginal expected fine equals the marginal benefit of non-compliance, i.e., the tax. 

Combining both equations, we obtain 
NANAAA

rere  . Note that 
ANA

rr   since 
ANA

ee  . 

Hence, the emissions reported by adopters are lower than those reported by non-adopters. 

Working on comparative statics, it is possible to show that the report levels of adopter 

and non-adopter firms are decreasing in the tax rate and increasing in the monitoring 

probability (see proof in Appendix A).  This result is in line with previous findings in the 

literature on TEPs (see Stranlund and Dhanda 1999).  

 

 Proposition 1:  With uniform taxes, the extent of violation of firms is independent 

of the adoption status and is therefore the same for adopters and non-adopters of the new 

technology. 

                                                 
9
 The fact that adopters’ emissions are lower than non-adopters emissions is mainly due to the new 

technology being the most efficient alternative available. Indeed, adoption shifts every firm's abatement 

cost function downwards at the expense of a fixed cost. The introduction of some heterogeneity in the 

current abatement costs might imply that some firms do not obtain significant savings from adopting. 

However, it might still imply a lower level of emissions by non-adopters if no current technology is more 

efficient than the new one.  



10 

 

 

Proof 1:  The extent of a violation is given by ),,()(),,( FtrteFtv   . From equation 

(4), we obtain that )(')('
NANAAA

reFreF   , and since the enforcement strategy is 

exogenously set and independent of the adoption status, it is straightforward to observe 

that 
NANAAA

rere  .       Q.E.D. 

The intuition behind this result is as follows. On one hand, since the enforcement 

strategy does not depend on adoption status, the expected marginal cost of evasion does 

not change with adoption. On the other hand, the marginal benefit of violation does not 

depend on adoption status either, since it is given by the unit tax rate. Therefore, given 

that the marginal benefits and expected marginal costs of disobeying the law are the same 

for all firms, the extent of the violation is the same regardless of adoption status.  

 

Tradable Emissions Permits 

A firm regulated by TEPs can abate a fraction of its emissions and buy permits to 

compensate for the remaining fraction. The equilibrium price of each permit is 

represented by p , and a firm that emits e  should spend pe  on buying permits. Assume 

that the authority issues L emission permits each period and that the possession of a 

permit gives the legal right to emit one unit of pollutant. In the presence of imperfect 

compliance, polluters have an incentive to hold in equilibrium a quantity of permits lower 

than e  to reduce their expenditure on permits. Let l  denote the quantity of permits held 

by a firm in equilibrium and 0l  be the number of emissions permits initially allocated to 

it. A firm is non-compliant if after trade it holds a number of permits that is lower than its 

corresponding units of emissions. The extent of violation is then given by v e l  . We 

assume that the enforcement authority keeps perfect track of each firm’s permit 

holding.
10

 Adopters select the emission level and demand for permits that minimize total 

expected costs: 

                                                 
10

 Assume, for instance, that all transactions performed in the market have to be registered with the 

authority. Since the authority has information about initial allocation, it is able to have perfect information 

about each firm’s permit holding at any point in time.     
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 (5)  0

,
( ) ( )

e l
Min c e p l l F e l     , s.t.  0 le . 

From the solution to the optimization problem, if the solution is interior, the 

emissions levels for adopters and non-adopters are, respectively, 

(6)  ( ) '( ) 0
A

e p e c e p   ;   0)(')(  pecepe
NA

. 

The equations in (6) state that in equilibrium each firm chooses its emissions such 

that the marginal abatement cost equals the equilibrium permit price, which is the same 

for all firms regardless of adoption status. Since the adopters’ marginal abatement cost is 

lower than that of the non-adopters, ( ) ( )NA Ae p e p .  The number of permits held by 

adopters and non-adopters is, respectively, 

(7)  ( , , ) '( ) 0A A Al p F l p F e l     ,   ( , , ) '( ) 0N A NA NAl p F l p F e l     .  

The equations in (7) show that in equilibrium, firms hold a quantity of permits 

such that the marginal expected fine equals the marginal benefit of non-compliance, i.e., 

the equilibrium permit price. Since the permit price and the enforcement strategies faced 

by adopters and non-adopters are the same, we obtain that A A NA NAe l e l   . Given that 

ANA
ee  , it follows that NA Al l  for the equality to hold. Therefore, with TEPs, the actual 

emissions and the quantity of permits that firms hold in equilibrium are reduced 

following adoption and are lower than the actual emissions and the quantity of permits 

held by non-adopters in equilibrium.
11

   

 

Proposition 2:  With TEPs, a firm’s extent of violation is independent of its 

adoption status and is therefore the same for adopters and non-adopters of the new 

technology. However, for a given monitoring probability, the extent of violation is 

decreasing in the rate of adoption.   

 

                                                 
11

 Analogous to the tax case, the introduction of some heterogeneity in current abatement costs might imply 

that adopters hold more permits than non-adopters if the new technology is not more efficient than all the 

current technologies available. However, the main results in this section remain the same since both 

adopters and non-adopters improve their compliance behavior due to the drop in equilibrium permit price 

given the availability of a new technology. 
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Proof 2:  The extent of violation of a firm is determined by the arbitrage condition 

'( )F v p  . Since the equilibrium permit price and the enforcement strategies faced by 

adopters and non-adopters are the same, we obtain that the extent of violation is the same 

regardless of adoption status, A A NA NAe l e l   . The fact that changes in abatement cost 

parameters do not affect the extent of violation as long as the enforcement strategy and 

the permit price remain the same is well known in the literature (see, e.g., Stranlund and 

Dhanda 1999 and Chávez et al. 2009). However, the adoption rate affects the extent of 

violation of adopters and non-adopters via the equilibrium permit price and hence the 

extent of the violation of adopters and non-adopters: 
 










 P

P

vv
.
  

Violations are an increasing function of permit price, 0




P

v 12
. The sign of 



v
 

therefore depends on the sign of 


P
. To determine the influence of the adoption rate on 

the equilibrium permit price 


P
, consider the market equilibrium equation. The permit 

price that clears the market is given by the equilibrium between supply and total demand 

for permits: 

(8)   )),((1)),((  plplL NAA 
. 

Taking the total derivative of equation (8) with respect to the technology adoption 

rate – and given that the supply of permits is fixed – we observe in equation (9) that an 

increase in   reduces the equilibrium permit price due to the fact that adoption decreases 

adopters’ demand for permits and consequently the aggregate demand in  .NAA ll 
 
This 

reduction in aggregate demand pushes the permit price down. 

 

                                                 

12
 Taking the total derivative of )(' vFP  with respect to price, it is easy to derive 

)(''

1

vFP

v








,

 

which, given the properties of the penalty function, is positive (see Stranlund and Dhanda 1999). 
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(9) 
 

.0

)1(




























P

l

P

l

llP

NAA

NAA




 

Given that the permit price decreases with the rate of technology adoption ( 0






P
) and 

that a drop in permit price implies a reduction in the extent of violations, it follows that 

for a given monitoring probability, violations are decreasing in the rate of adoption. 

Q.E.D 

Therefore, technology adoption does provide incentives to improve compliance 

when firms are regulated by TEPs. This is an important difference between uniform taxes 

and TEPs, which relates to the assumption that the regulator does not respond to the 

advent of a new technology by changing the level of the environmental policies or the 

enforcement strategy. If the regulator instead adjusts the level of the tax and the cap on 

emissions before adoption takes place, the adoption incentives provided by the policies 

will coincide (Requate and Unold 2003; Coria 2009), as will the compliance incentives.  

Note from equation (8) that the equilibrium permit price is linked not only to the 

adoption rate but also to the monitoring probability,  . Changes in the monitoring effort 

might therefore affect the rate of technology adoption and hence the extent of violation.   

 

4.  Monitoring probability and effects on technology adoption  

As stated in the beginning of the present paper, the rate of adoption is determined 

by the difference between the expected costs of abatement and compliance under the 

current and the new technology. For the case of uniform taxes, these costs are expressed 

as: 

 

(10) ( , , ) ( ( )) ( , , ) ( ( ) ( , , ))
A A A A A

t F c e t tr t F F e t r t F         , 

(11)  ( , , ) ( ( )) ( , , ) ( ( ) ( , , ))
NA NA NA NA NA

t F c e t tr t F F e t r t F        .  
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Proposition 3:  When uniform emission taxes are used, the adoption rate does not 

depend on the enforcement strategy but is determined only by the tax rate.  

 

Proof 3:  Subtracting (10) from (11) and considering that 
NA A NA A

r r e e  
, 

the 

adoption rate can be characterized as follows:   

 

(12)    .)()())(())((   tetettectec ANAANA

TAX   

 

The term ))(())(( tectec ANA   in (12) gives account of the decrease in abatement 

costs when the firm adopts the new technology, and  )()( tetet ANA   gives account of the 

difference in tax payment on reported emissions without and with adoption. From 

equation (12), it is straightforward that adoption savings are increasing in the tax rate but 

are not affected by monitoring probability or sanction structure. The enforcement strategy 

therefore does not affect the rate of adoption, since neither the emissions level nor the tax 

rate is a function of monitoring probability or of the sanction structure.  Q.E.D 

Analogously to the case of taxes, the rate of adoption in the case of TEPs is 

determined by the difference between the expected costs of abatement and compliance 

under the current and the new technology. 

 

(13) 
( ( , ), ) ( ( ( , ))) ( , ) ( ( , ), )

                          ( ( ( , )) ( ( , ), ))

A A A

A A

p c e p p l p

F e p l p

           

     

  


, 

 

(14) 
( ( , ), ) ( ( ( , ))) ( , ) ( ( , ), )

                           ( ( ( , )) ( ( , ), ))

NA NA NA

NA NA

p c e p p l p

F e p l p

          

     

  


. 
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Proposition 4:  When tradable emissions permits are used, the adoption rate is an 

increasing function of the monitoring probability. 

 

Proof 4:  Subtracting (13) from (14), the adoption rate can be characterized as 

follows: 

 

(15) 
 

.
)),,(()),,((),(

))),((())),(((
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 The terms in equation (15) give account of the decrease in abatement costs and 

the difference in expenditure on permits when the firm adopts the new technology.  

Since the permit price and the demand for permits by firms with and without the 

new technology are increasing functions of the monitoring probability, the rate of 

technology adoption depends on this parameter as well. However, given that the 

equilibrium permit price is, at the same time, a function of the rate of technology 

adoption, ),( TEPP  and ),( PTEP   are therefore endogenous variables simultaneously 

determined in our model by equations (8) and (15).   

Formally, by taking the total derivative of equation (15) with respect to 

monitoring probability, we observe that the monitoring probability affects the adoption 

savings and hence the rate of adoption through two channels. First, it increases the 

demand for permits with and without the new technology. We call this the “direct effect.” 

Second, it changes the equilibrium permit price and therefore affects the components of 

the adoption savings function (i.e., abatement costs and expenditures on permits). We call 

this the “price effect.”  These two effects are shown in equation (16).  
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Since in equilibrium, an increase in the monitoring probability affects the demand 

for permits with and without the new technology to the same extent, i.e., 
 






 ANA ll
, the 

direct effect is equal to zero. Additionally, the price effect in equation (16) can be 

simplified considering that Pcc ANA  ''   and that the change in the extent of violation 

as a response to changes in the permit price is the same with and without the new 

technology, i.e., 
𝜕𝑒𝐴

𝜕𝑃
− 

𝜕𝑙𝐴

𝜕𝑃
=

𝜕𝑒𝑁𝐴

𝜕𝑃
−

𝜕𝑙𝑁𝐴

𝜕𝑃
 (see Appendix B). Therefore, equation (16) can 

be re-written as: 
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Since the equilibrium permit price is an increasing function of the monitoring 

probability (see Appendix C) and a decreasing function of the rate of technology 

adoption, and given that a firm that adopts the new technology reduces the number of 

permits it holds in equilibrium, it follows that the rate of technology adoption is an 

increasing function of the monitoring probability.      Q.E.D 

If the regulator increases the stringency of the monitoring strategy, and by doing 

so increases the equilibrium permit price, firms that adopt the new technology enjoy 

larger savings due to the reduction in the use of permits.
13

 

                                                 

13
 It is worth mentioning that although we have assumed that firms are homogeneous in terms 

of current abatement costs, such an assumption could be removed without affecting the validity of our 
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Propositions 3 and 4 demonstrate another important difference between taxes and 

TEPs. In contrast to uniform taxes, the rate of technology adoption is an increasing 

function of monitoring probability when the regulation takes the form of TEPs. This 

result has interesting implications for the comparison of the adoption incentives provided 

by these two policy instruments. Indeed, it is well known in the literature that adoption of 

advanced abatement technologies depreciates the permit prices while the tax is fixed by 

the regulator. Since firms with higher costs of adoption can free ride on the decreased 

permit price caused by other firms’ adoption, the private gains from adopting the 

technology under permits are reduced and so is the rate of adoption. However, the results 

in this section show that by increasing the monitoring probability, the regulator can offset 

the permit price depreciation while encouraging firms to reduce the extent of violation. 

Therefore, under permits, a more stringent enforcement strategy may increase the rate of 

adoption of new technology while still providing firms with larger incentives to increase 

compliance than taxes. This is good news for the regulators since by choosing TEPs, the 

continuous adoption of cleaner technologies may imply a larger rate of compliance with 

environmental regulations. 

 

Monitoring probability and the extent of violation under TEPs 

Clearly, the extent of violation also changes in response to increased monitoring 

probability. However, since in this setting the equilibrium permit price and the rate of 

                                                                                                                                                 
results. Indeed, let us assume for a moment that there are two groups of firms (group 1 and group 2) 

that differ in terms of current abatement costs (𝑐1 𝑒  and 𝑐2 𝑒 ) and that adoption is profitable only for 

firms in group 1 (𝑐1 𝑒 > 𝜃𝑐1 𝑒  > 𝑐2 𝑒 ;  11 ANA   ≥ 𝑘1, 22 ANA   < 𝑘2). In such a setting, 

firms in group 1 (adopters) will hold more permits than firms in group 2 (non-adopters) in equilibrium, 

i.e., 21 NAA ll  However, Proposition 4 remains valid since the second term on the right-hand side in 

equation (17) is giving account of the reduced demand of permits by firms adopting the new 

technology. Since the new technology allows firms in group 1 to abate emissions to a lower cost, the 

use of permits by firms in group 1 decreases after adopting the new technology, i.e., 11 ANA ll  . 
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adoption are endogenous, the monitoring probability affects the extent of the violation 

through several channels, as is clear in equation (18). Taking the total derivative of 

)),(,( TEPPv   with respect to 𝜋 yields: 
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Firstly, there is a direct effect that pushes the extent of violation down given that 

the expected cost of infringing the regulation increases 0






v
.
 
Secondly, there is an 

indirect effect through the permit price that increases the extent of violation: when the 

monitoring probability increases, so does the price of permits, increasing the marginal 

benefit of violation, 0










P

P

v
. Thirdly, there is an indirect effect through the adoption 

rate and the permit price. Increasing the monitoring probability leads to a higher adoption 

rate, which at the same time lowers the permit price, causing a decrease in the extent of 

violation, 0


















TEP

TEP

P

P

v
.  

All the effects are negative except the indirect effect through the permit price.  

However, its size is lower than the absolute value of the direct effect 
 










 P

P

vv
 (see 

Appendix D for a demonstration). Murphy and Stranlund (2006) refer to the first two 

effects as the direct and the market effects. They conducted laboratory experiments to 

examine the two effects on pollution and compliance decisions, and their experimental 

data is consistent with the theoretical prediction that the direct effect is always larger, 

hence increased enforcement results in a lower extent of violations. 

 Therefore, the violation extent is decreasing in monitoring probability. Although 

this is a standard result in the literature, our analysis uncovers the fact that the deterrent 

effect of the monitoring effort is reinforced by the effect of the technology adoption rate 

on the extent of violations.   
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5.  Conclusions  

In this paper, we analyze the effects of the interaction between incomplete 

enforcement and technology adoption under each of two alternative policy instruments: 

uniform taxes and tradable emissions permits (TEPs).  Our model is simple in many 

ways. We assume that firms are homogeneous in terms of current abatement costs and 

focus on the analysis of interior solutions, i.e., firms provide positive reports of their 

emissions under taxes and hold a number of permits that is higher than zeroIn particular, 

we show three main results:   

First, compliance incentives are affected by the technology adoption rate under 

TEPs but not under taxes. As is already well known from the technology adoption 

literature, in our model the adoption of advanced abatement technologies depreciates the 

price of emission under TEPs while it is fixed by the regulator under uniform taxes. 

Given that the equilibrium price of emissions represents the marginal benefits from 

adoption, such benefits are affected by the rate of technology adoption only under TEPs. 

The greater the rate of technology adoption, the lower the equilibrium permit price, and 

therefore the lower the marginal benefits of violation. This of course alters the 

compliance incentives under TEPs in the presence of technology adoption, leading to a 

reduction in individual violations under TEPs. In contrast, under uniform taxes, the 

incentive to comply remains the same as in the absence of technology adoption since the 

emissions price is set by the regulator and is not depreciated by the technology adoption. 

Therefore, the expected enforcement costs necessary to achieve compliance under TEPs 

are lower under TEPs than under taxes.  

Second, the adoption rate under taxes is not influenced by the enforcement 

strategy while the adoption rate under TEPs is an increasing function of monitoring 

probability. This is, again, related to the fact that the pollution price does not change 

under an emissions tax while under TPEs an increased monitoring pressure results in a 

higher permit price. When the permit price increases, the savings from adoption are 

higher and therefore the rate of technology adoption increases. This means that if under 

TEPs the regulator wants to stimulate use of a new abatement technology, he/she may use 
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the monitoring probability as a tool. This decision of course depends on the benefits of 

increasing adoption versus the costs of increasing monitoring pressure. 

Third, our paper shows that the extent of violation is decreasing in monitoring 

pressure. Although this is a standard result in the literature, our analysis reveals that the 

interaction between monitoring probability and rate of technology adoption is reinforced 

by the effect that the technology adoption rate has on the extent of violations.  Previous 

literature has not explored this reinforcement effect. This is good news for an 

enforcement regulator who can achieve a higher reduction in the extent of violation with 

an increase in enforcement monitoring in the presence of technology adoption than in the 

absence of technology adoption. This lowers the enforcement costs of achieving a certain 

compliance level.  

  Although our paper shows several differences between uniform taxes and 

TEPs when technological adoption and imperfect compliance are present, the social 

welfare obtained with each policy instrument is not unambiguous. The ranking of the two 

instruments will depend on the relative weight given to emission damages compared to 

elements such as abatement costs, investment costs and expected enforcement costs. 

Furthermore, there are some other aspects that in practice do affect the welfare 

comparison but that are outside the present analysis, e.g., differences in distributional 

consequences and differences in political acceptance of the instruments. For example, the 

stringency of the tax and the TEP system is subject to a complicated political economy 

process. The regulator may know that permit prices will fall during the course of a TEPs 

program. He/she may therefore make the TEP scheme tougher than he/she would with a 

tax scheme, as a counteracting measure. 
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APPENDIX A.  

Comparative statics for emission level and report level under uniform taxes:  

 Emission level: 

We know that the emission level of adopters of the new abatement technology is 

determined by the condition 0)('  tec . Take the total derivative with respect to the 

tax rate to obtain 
dt

de
ec

dt

dt
)('' . Solving for 

dt

de
 we get 

)(''

1

ecdt

de






,

 which, given the 

properties of the marginal abatement function, is negative; emissions are therefore 

decreasing in the tax rate. The analysis for non-adopters of the new technology is 

analogous.   

 Report level: 

We know that the report level of adopters of the new abatement technology is 

determined by the condition )(' AA reFt  . Take the total derivative with respect to the 

monitoring probability to obtain )('')(' AA
A

AA reF
d

dr
reF

d

dt
 


. Solving for 

d

drA

 

we get 
)(''

)('

AA

AAA

reF

reF

d

dr







,

 which, given the properties of the penalty function, is 

positive. The report level of adopters is therefore increasing in monitoring probability. 

The analysis for non-adopters of the new technology is analogous. 
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APPENDIX B 

Effect of monitoring probability on rate of technology adoption under TEPs  

Equation (16) can be written as: 
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Equation (16) can be simplified in the following way: Taking the partial 

derivative of the equilibrium condition '( ) '( )
A A NA NA

F e l F e l   
 

with respect to 

monitoring probability and rearranging terms, it is possible to show that the change in 

permit demand as a response to a changed monitoring probability is the same for adopters 

and non-adopters: NAA
ll

 


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 
. Therefore, the direct effect on permit demand cancels out.   

Taking the partial derivative of '( ) '( )
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 , and rearranging terms, it is possible to 

show that the change in the extent of violation in response to a change in the equilibrium 

permit price is the same for adopters and non-adopters: 
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Replacing and rearranging, equation (16) becomes: 
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APPENDIX C 

Total effect of monitoring probability on equilibrium permit price 

The permit price that clears the market is given by the equilibrium between supply 

and total permit demand:  

( ( )) ( ( ), ) [1 ( ( ))] ( ( ), )A NAL p l p p l p          . 

Taking the total derivative of the market equilibrium equation with respect to 

monitoring probability and rearranging terms yields:     

  
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l l
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.

 

Monitoring probability influences total permit demand via three channels.   

(i) The direct effect (DE), which shows how the permit demand of both adopters 

and non-adopters is directly affected by changes in the monitoring probability,   

(ii) The indirect demand effect (IDE), which reflects the influence of 

monitoring probability on the permit demand of adopters and non-adopters via 

permit price, and  

(iii) The indirect adoption effect (IAE), which indicates how the permit demand 

changes due to the influence of monitoring probability on the permit price and 

consequently on the adoption rate. Rewriting:  

 

0 0Direct Effect >0

0 [1 ] (1 ) ( )NA NAA A
A NA

l ll ldP
l l

d P P P


   

  
 

 
      

               
 
  .

 

For the right-hand side of this equation to be zero, the permit price must increase with 

monitoring probability.  
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APPENDIX D 

Effects of monitoring probability on extent of violation.  

From equation (18) we know that two of the effects of monitoring probability on extent 

of violation are called the direct effect (DE) 0






v
 and the indirect effect through the 

permit price (IEP) which increases the extent of violation, 0










P

P

v

. 

From  )(' vFP   we get that 
)(''

)('
 and 

)(''

1

vF

vFv

vFP

v















 

and therefore 

)(' vF
P

vv










 .
 

 

Summing up DE and IEP, 
















 )(' vF

P

P

v
IEPDE


.   

To explore the sign of this equation, let us first derive an expression for 


P
. 

For a given technology adoption rate, the change in equilibrium permit price when the 

monitoring probability changes is given by:   

 
























v
vFvF

P
)('')(' .   

 

This implies that 
 




























)()(

)(''



v

vF
P

v
IEPDE . Therefore, 0 IEPDE  
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Abstract 

In practice, targeted monitoring seems to be a strategy frequently used by regulators. In this 

paper, I study the effects of targeted monitoring strategies on the adoption of a new abatement 

technology and, consequently, on the aggregate emissions level when firms are regulated with 

uniform taxes. My results suggest that a regulator aiming to stimulate technology adoption should 

decrease the adopters’ monitoring probability and/or increase the non-adopters’ monitoring 

probability. In contrast to previous literature, I find that, in some cases, a regulator whose 

objective is to minimize aggregate emissions should exert a stronger monitoring pressure on 

firms with higher abatement costs.  

 

Key words:  technology adoption, environmental policy, imperfect compliance, targeted 

enforcement.  

 

JEL classification: L51, Q55, K31, K42. 
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1. Introduction 

Previous theoretical literature on enforcement of environmental regulations has shown that a 

firm will comply with a regulation when its compliance costs are lower than the expected penalty 

associated with the violation (Hardford, 1978; Hardford, 1987; Stranlund and Dhanda, 1999; 

Stranlund and Chávez, 2000; Sandmo, 2002; Friesen, 2003). However, in many circumstances, 

the frequent monitoring and relatively high fines necessary to deter firms from violating 

regulations are not available, leading to imperfect enforcement. Imperfect enforcement may be 

driven by the lack of accurate monitoring technology (Segerson 1988 and Heyes, 1994), reticence 

to use high penalties (Harrington, 1988) and/or budget constraints (Rousseau, 2007). In fact, one 

common argument against the use of market-based approaches in developing countries is that 

these countries lack resources to properly monitor and enforce policies (Coria and Sterner, 2010; 

Bell, 2002, Blackman and Harrington, 2000).  A suitable strategy for the regulator to deal with 

the budget constraints in the enforcement activity is to target enforcement and define a 

monitoring schedule to firms according to their past compliance records or to their potential 

emissions (Rousseau, 2007).   

In practice, targeted enforcement is a strategy used by regulators.  Gray and Deily (1996) use 

data on individual U.S. steel plants to test whether differences in firm characteristics and 

behavior affect enforcement decisions at the plant level. They find that regulators exert more 

enforcement pressure on plants expected not to be in compliance and firms producing large 

amounts of pollution irrespective of compliance status. Similarly, Rousseau (2007) empirically 

tests the targeting policy used by the Flemish Environmental Inspection Agency in Belgium and 

shows that the agency uses targeting to select the textile firms it will routinely inspect.  The 

agency decides on routine inspections for water based on discharged waste load, the receiving 

medium of the discharge, the presence of hazardous pollutants, and the available budget and 

personnel. Given that targeted monitoring seems to be a practice used by regulators, the objective 

of the present paper is to analyze its effects on adoption of new abatement technology and, 

consequently, on the aggregate emission level when firms are regulated with uniform taxes.   
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  Little attention has been paid to the relationship between diffusion of new technologies and 

the compliance behavior of risk-neutral firms. An exception is Villegas and Coria (2009), who 

focus on market-based regulations enforced through a uniform monitoring probability across 

firms. They find that in the case of uniform taxes the rate of adoption does not depend on the 

enforcement parameters. While this result relies on a uniform enforcement strategy, the 

monitoring probability can depend on firm characteristics as well (Macho-Stadler and Pérez-

Castrillo, 2006), implying a targeted enforcement strategy. Previous theoretical literature has 

studied whether targeted enforcement based on specific firm characteristics, e.g., abatement cost 

parameters, is a plausible strategy to minimize violations.  When firms are regulated by standards 

on emissions, a greater monitoring effort should be directed at firms with higher abatement costs 

(Garvie and Keeler, 1994). In contrast, when firms operate under tradable emission permits 

(TEPs), the distribution of optimal monitoring effort should be independent of differences in 

firms’ abatement costs (Stranlund and Dhanda 1999)
1
. Murphy and Stranlund (2007) confirm 

these findings in an experimental setting. Consistent with theoretical predictions, they find that 

pursuing targeted enforcement strategies when firms face fixed emission standards is justified, 

but not in the case of TEPs.  

Macho-Stadler and Pérez Castrillo (2006) show that when firms are regulated by uniform 

emission taxes, for a regulator who has as its objective to minimize aggregate emissions it is 

optimal to bias her monitoring strategy against firms that value pollution less, i.e., firms with low 

abatement costs. Nevertheless, they do not consider the fact that firms can change their type, i.e., 

that firms can adopt a new and more efficient abatement technology as a response to the 

monitoring strategy announced by the regulator. In this paper, I allow for such a response from 

firms, i.e., firms can make adoption decisions as a response to the enforcement strategy. In this 

setting, I analyze the influence of targeted enforcement policies on aggregate emissions. 

                                                 

1With respect to the theoretical approach to study targeted enforcement strategies, Harrington (1988) develops a 

dynamic repeated-game model of state-dependent enforcement of pollution standards. He shows how a 

regulatory agency using such an enforcement strategy can create stronger incentives to comply than when using 

a simple random monitoring strategy with fewer monitoring resources.  Subsequent papers evaluate 

Harrington’s results for social optimality (Harford 1991; Harford and Harrington 1991), evaluate the validity of 

Harrington’s results under asymmetric information (Raymond 1999) and derive the optimal targeting scheme in 

Harrington’s framework (Friesen 2003) 
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Particularly, I analyze how a regulator can use enforcement strategy to influence industry 

composition in terms of high and low abatement cost firms and the effect of this strategy on 

aggregate emissions.   

 

The paper models the following interaction between a regulator and a set of firms. A 

regulator who has as its objective to minimize aggregate emissions sets and announces a uniform 

tax level per unit of pollutant released that firms should pay. The regulator establishes a self-

report requirement that asks the regulated firms to report their emission levels. However, since 

the regulator cannot determine whether firms try to evade taxes by underreporting emissions, it is 

necessary to implement costly monitoring. The regulator therefore chooses the probability of 

monitoring firms based on firms’ adoption status of a new available and more efficient abatement 

technology. The regulator sets and announces adopters’ and non-adopters’ monitoring 

probabilities. Based on the tax level and their monitoring probabilities, firms make their adoption 

decisions. After the adoption decisions have been made, firms decide on their actual and reported 

emission levels. Finally, the regulator monitors adopters and non-adopters based on the 

announced monitoring probabilities and imposes sanctions if non-compliance is detected.  

The results of the model suggest that under uniform emission taxes, the rate of technology 

adoption is influenced by adopters’ and non-adopters’ monitoring probabilities. In contrast to 

previous literature, I find that, in some cases, a regulator whose objective is to minimize 

aggregate emissions should exert a stronger monitoring pressure on firms with higher abatement 

costs. A regulator aiming to stimulate technology adoption under a differentiated monitoring 

scheme should decrease the monitoring probability of adopters and/or increase that of non-

adopters. This is good news for a regulator who wants to achieve a given level of aggregate 

emissions but has political constraints on the level of the tax to be imposed. Such a regulator may 

use a differentiated monitoring strategy that exerts a higher monitoring pressure on firms with 

high abatement costs in order to induce technology adoption and therefore reduces aggregate 

emissions for a given tax level.  

The paper is organized in the logic of backwards induction. In our model, Section 2 presents 

the firm’s optimal decisions on the actual and reported emission levels.  Section 3 presents the 
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model of adoption of the new abatement technology and analyzes the impact of monitoring 

strategy on rate of technology adoption. Section 4 studies the effects of a targeted monitoring 

strategy on aggregate emissions. Section 5 presents the problem of a regulator who chooses her 

monitoring strategy to minimize aggregate emissions. Finally, Section 6 concludes the paper.  

 

2. The problem of the firm 

Consider the following interaction between a regulator and a set of firms regulated by a 

uniform tax on emissions.   

Stage 1.  Consider a competitive industry consisting of a continuum of firms Λ⊂[0,1] that 

are risk-neutral and initially homogeneous in abatement costs.
2
 In the absence of environmental 

regulation, each firm emits a quantity 0e  of a homogeneous pollutant. The environmental 

authority sets the aggregate emissions target E  before the arrival of the new technology and 

chooses a tax level t  that firms are supposed to pay per unit of pollutant emitted.  Since 

regulators very often face political constraints with respect to tax level, in this model the tax level 

chosen by the regulator does not necessarily coincide with the tax level that would be required to 

achieve the aggregate emissions target. Firms decide on their emission level e  and are required to 

self-report their emissions. The quantity that is self-reported by the firm is denoted r. A firm 

could try to evade a fraction of its tax responsibilities by reporting a lower level of emissions, 

incurring in a violation given by rev  .   

The regulator is unable to observe firms’ emissions without implementing costly monitoring. 

In this model, the regulator has a fixed monitoring budget given by B, which is beyond its 

control, and the cost of an audit is given by . Let A  denote the probability that the regulator 

audits an adopter and NA  the probability of monitoring a non-adopter firm. I assume that these 

probabilities are common knowledge among firms before they make their adoption decisions.  

Once the regulator monitors a firm, it is able to perfectly determine the firm’s compliance status. 

                                                 

2 This setting is close to that in Villegas and Coria (2009) 
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If the monitoring reveals that the firm is non-compliant, it faces a penalty given by )(v , where v  

is the level of the violation. This is a strictly convex function in the level of violation with 

0)('';0)('  vv  . For zero violation, the penalty is zero 0)0(  , but the marginal penalty is 

greater than zero 0)0('  .  I assume that the regulator commits to its policy announcement and 

does not modify the level of the environmental policy in response to the availability of the new 

technology. 

 

Stage 2.  Firms respond to policy parameters by making two kinds of decisions: They decide 

on extent of underreporting, which constitutes a continuous choice, and they make a dichotomous 

choice on whether to adopt the new abatement technology. I assume that adoption decisions made 

by firms are observable by the regulator. Let the abatement cost function of an individual firm be 

denoted )(ec , which is strictly convex and decreasing in emissions. A new and more efficient 

technology arrives and firms must decide, after being informed about the vector of monitoring 

probabilities ),( NAA  , whether or not to invest in the technology, and on actual and reported 

emission levels. The new technology allows firms to abate emissions at a lower cost ( )c e , 

where  0,1   is a parameter that represents the drop in abatement cost by adopting the new 

technology. After making the adoption decision, firms decide on actual and reported emission 

levels. 

 

Firms decide on their emission and report levels in order to minimize their total expected 

costs subject to the fact that there are no economic incentives to over-report emissions since it 

implies a higher tax payment. I assume that each firm chooses non-negative emissions and report 

levels. Equation (1) displays the problem of the firms. For non-adopters, 1   

(1) 
0  ..

)()(,





rets

retrecMin re 

.
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The Lagrange equation for (1) is  reretrec   )()(

 

and the Kuhn-Tucker 

conditions are
3
: 

(2) 0)(')(' 






reec

e
, 

(3) 0)(' 






ret

r
, 

(4)   0;0;0 



erer 





.
 

If the report is interior, i.e., er 0 , from equations (2) and (3) the firm selects an 

emission level that satisfies the following condition: 0)('  tec . This level coincides with the 

one the firm would select under perfect monitoring min*e , which corresponds to the minimum 

emission level that the regulator can achieve with its enforcement policy. From equation (4), if 

0er , it follows that 0 ; and from equation (3), the report level selected by the firm is 

given by )(' min* ret  . From the properties of the penalty function, we know that 

)(')(')0(' ere   . This can be written as )(')0(' et   .   

 

If te )(' , the firm does not report any of its emissions 0r  and selects an emission 

level such that 0)(')(' **  eec  . This implies tec  )(' *  and therefore min** ee  . If 

)0('


t
 , the firm will make a truthful report of its emissions. Therefore, the solution is interior 

if and only if )(')0(' min*et   . If 0 , the firm reports zero emissions which from 

                                                 

3 The first-order conditions are both necessary and sufficient since the second-order conditions are fulfilled: 

0)('';0)('')(''
2

2

2

2










re

r
reec

e






; 0)('')(''

2

2

2

2

2














reec

rere




.
 



8 

 

equation (4) implies 0 . From equation (2), the firm will select an emission level such that 

0)(' ec , which coincides with the initial emission level 0e . 

 

Following Macho-Stadler and Pérez-Castrillo (2006), previous results about the optimal 

behavior of adopters and non-adopters of the new technology, summarized in Result 1, can be 

represented as in Figure 1:  

 

                                                             

                                                                                                               

min**

NANA ee   

                                                                                                               

min**

AA ee 

            
                                                    r*NA              r*A 

 

                         
)(' min*NA

NAe

t


         

)(' min*A

Ae

t


       

)0('
compliance




t
               

   Figure 1.  Optimal behavior of adopters and non-adopters under uniform taxes. 

 

We can divide Figure 1 into four regions as follows: In Region I, defined by the interval 










)('
,0

min*

NAe

t


, both adopters and non-adopters report zero emissions, and their actual emission 

levels are decreasing in monitoring probabilities. In Region II, corresponding to the interval










)('
,

)(' min*min*

ANA e

t

e

t


, non-adopters make a positive report of their emissions while adopters 

continue reporting zero emissions. In Region III, defined by interval 








)0('
,

)(' min* 

t

e

t

A

, both 

adopters and non-adopters make a positive report of their emissions but still under-report a 

I 

 

II III IV 
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fraction of them. Finally, in Region IV, i.e., 







1,

)0('

t
, firms make a truthful report of their 

emissions. In order to allow for perfect compliance to be a positive outcome, we assume that

1
)0('




t
. 

 

Result 1.  For a given tax rate, monitoring probabilities 
A and NA , and penalty function 

)(v , the optimal actual and reported emission levels *)*,( re  of  adopters and non-adopters of 

the new technology are:  

(a) If 0 NAA  , then 0** eee NAA  and 0**  NAA rr , where sub-indexes A and NA 

represent adopters and non-adopters of the new abatement technology respectively. 

(b) If NA

 

is in Region I, then ),( 0min** eee NANA   
with *

NAe  defined by 

0)(')(' **  NANANA eeC 
 
and 0* NAr .   

If A  is in either Region I or II, then ),( 0min** eee AA   with *

Ae  defined by 

0)(')(' **  AAA eeC   and 0* Ar . 

(c) If NA
 
is in either Region II or III, then min**

NANA ee  with *

NAe defined by 0)(' *  teC NA  

and  

*

NAr
 
defined by tre NANANA  )(' **

. 

If A  is in Region III, then min**

AA ee   with *

Ae  defined by 0)(' *  teC A .  

(d) If NA

 

is in Region IV, then **

NANA re 
 
is defined by 0)0(')(' *  NANAeC

.
 

If A

  

is in Region IV, then **

AA re   is defined by 0)0(')(' *   AAeC . 
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Let us first analyze the results for the interval where both adopters and non-adopters make 

a positive report of their emissions, i.e., 









)0('
,

)(' min* 


t

e

t

A

NAA , which corresponds to 

Region III in Figure 1.  In this interval, each firm chooses its emissions such that the marginal 

abatement cost equals the tax rate tecec ANA  )(')('  , implying that the firms’ marginal 

abatement costs are equal irrespective of adoption status. Given that  0,1  , )(')(' ANA ecec 
 

implies that min*min*

NAA ee  . The fact that min*min*

NAA ee 
 
together with the properties of the penalty 

function implies that the monitoring probability required for the firms to start making a positive 

report of their emissions is higher for adopters than for non-adopters, i.e., 
)(')(' min*min*

ANA e

t

e

t


 . 

This means that adopters of the new technology can afford a higher monitoring probability before 

they start making a positive report of their emissions.   

 

Note that, as Harford (1978) first stated, if the monitoring probability is high enough to 

guarantee positive reported emission levels, the actual emissions levels do not depend on the 

parameters of the enforcement problem. Additionally, in Region III, the expected marginal cost 

of violation is equalized among firms, i.e., )(')(' NANANAAAA rere   . In this context, if the 

regulator sets a targeted enforcement strategy such that firms that potentially pollute more are 

audited with a higher probability, i.e., NAA   , it follows that A NAv v
.
4
 Hence, if the 

monitoring probabilities are high enough to guarantee positive reports of emissions of both 

adopters and non-adopters, but not sufficient to guarantee perfect compliance, the violation size 

of an adopter firm is higher than that of a non-adopter. The intuition is as follows. The marginal 

benefit from violations is represented by the tax rate and is the same for adopters and non-

                                                 

4 This is consistent with the empirical evidence that when targeted monitoring is used, regulators bias 

monitoring efforts against firms with higher potential emissions. In a set of firms that differ only in abatement 

costs, firms with high abatement costs have a higher level of potential emissions. Therefore, a regulator can 

define its targeting monitoring strategy based on technology adoption status. Section 5 presents a formal analysis 

of the convenience of this kind of targeted monitoring strategy from the regulator point of view.  
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adopters.  The marginal cost of violating the regulation is given by the marginal expected 

sanction. Given that the tax rate is independent of adoption status, the marginal expected benefit 

is equal for adopters and non-adopters and so is the marginal expected cost of violation. Since the 

monitoring probability of adopters is lower than that of non-adopters, adopters can afford a 

higher fine for violation.  A higher fine implies that the violation of adopters’ is higher than the 

violation of non-adopters’. In contrast, when 
)0('


t

NAA  , i.e., Region IV in Figure 1, the 

extent of violation of adopters and non-adopters equals zero since both types of firms truthfully 

report their emissions.   

 

If the monitoring probabilities of both adopters and non-adopters are in Region I in Figure 

1, i.e., 









)('
,0

min*

NA

NAA
e

t


 , both types of firms report zero emissions and therefore their 

extent of violation coincides with their level of emissions. In this interval, the level of emissions 

is determined such that the marginal cost of abatement, which also represents the marginal 

benefit from violation, equals the marginal expected marginal fine. In contrast to the other 

intervals, in this interval the marginal benefit from violation is not necessarily equal between 

adopters and non-adopters, and the extent of violation before adoption can therefore be higher 

than, lower than, or equal to the extent of violation after adoption. It depends on the difference 

between the monitoring probabilities 
A  and NA

 
as well as on the size of the parameter  . 

Result 2 follows from the previous analysis: 

 

Result 2.  For a given tax rate, a pair of adopters’ and non-adopters’ monitoring 

probabilities and a penalty function )(v , the extent of violation 
 

*v  of adopters and non-

adopters of the new technology is:  

(a) If 0 NAA 
,
 then 0** evv NAA  where sub-indexes A and NA represent adopters 

and non-adopters of the new abatement technology respectively. 

(b) If A  is in Region I, then **

AA ev  .   
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If NA  is in Region I, then **

NANA ev  .   

(c) If A  is in Region II, then **

AA ev   and is defined by 0)(')(' **  AAA eec  .  

If NA  is in Region II, then *

NAv  is defined by tre NANANA  )(' *min* .   

(d) If A  is in Region III, then *

Av is defined by tre AAA  )(' *min* . 

If NA  is in Region III, then *

NAv is defined by  tre NANANA  )(' *min* . 

(e) If A  is in Region IV, then 0* Av .  

If NA  is in Region IV, then 0* NAv . 

 

 

3. The model of adoption 

I assume that buying and installing the new technology implies a fixed cost that differs 

among firms.
5
 Let 

i
k  denote the fixed cost of adoption for firm ,i  and assume that it is uniformly 

distributed on the interval ),( kk . 

Let  NAi   and Ai   be firm i’s total expected costs of abatement and compliance when 

using the current abatement technology (non-adoption) and new technology (adoption). Total 

abatement costs of abatement and compliance are composed of the abatement costs, the tax 

liabilities given the self-reported level of emissions, and the expected fines in case the firm is 

caught under-reporting emissions. The savings in total expected cost of abatement and 

compliance generated with adoption is given by AiNAi   . Any firm whose savings in total 

expected costs offsets its adoption cost will adopt the new technology
6
. In the continuum of firms 

                                                 

5 The assumption that adoption costs differ among firms is not new in the literature analyzing the effects of 

choice of policy instruments on rate of adoption of new technologies. See for example Requate and Unold 

(2001).  On the other hand, Stoneman and Ireland (1983) point out that although most theoretical and empirical 

literature on technological adoption focuses on the demand side alone, supply-side forces might be very 

important explaining patterns of adoption in practice. Thus, for example, costs of acquiring new technology 

might vary among firms due to firm characteristics, e.g., location and output, or because of competition among 

suppliers of capital goods.    
6 I assume that firms minimize their costs for any level of output, but do not treat the output decision explicitly. 
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Λ⊂[0,1], the marginal adopter is then identified by the arbitrage condition AiNAiik  
~

. Hence, 

the rate of firms λ ∈ [0,1] adopting the new technology is defined by the integral 

)
~

()(

~

 

k

k

ii kFdkkf . From the definition of the uniform cumulative distribution of ),(~ kkUki

it follows that
kk

k
kF

x

Ai

x

NAi
i







)

~
( , and the rate of technology adoption can be defined as 

shown in equation (5) :
 7

 

 

(5) 
 1,0)(   AiNAi ,

 

where 
1

k k
 

  

and k  . 

 

The technology adoption rate is therefore a function of the shift in abatement costs  , the tax 

level t , the enforcement policy reflected in the sanctions structure  , and the monitoring 

probabilities A  and NA :
 

),,,,(  NAAt . It is sufficient to keep track of the marginal 

adopter’s optimal choices of emissions and reporting in order to derive the rate of adoption; 

therefore, the subscript i is omitted hereafter.
 8

 

To account for effects of targeted enforcement on the rate of technology adoption, I 

calculate the expected costs of abatement and compliance for the marginal adopter before 

adoption NA
 
and after adoption A and replace them in equation (6) to get: 

                                                 

7 This follows Coria’s (2009) approach when analyzing the impacts of the interaction of multiple policy 

instruments on technology adoption rate. 

8 I assume that firms are initially homogeneous in terms of abatement costs. Nevertheless, the results still hold in 

the case of heterogeneous abatement costs. For example, following Coria 2009b, I could have assumed that firms’ 

current abatement costs are heterogeneous and that firms can be ordered according to their adoption savings 

from the firm with the highest to the firm with the lowest current abatement cost. Therefore, the arbitrage 

condition that states that for the marginal adopter the adoption savings offsets the adoption costs still holds. In 

such a setting, and as is shown later, adopters will increase their abatement effort due to the availability of the 

new technology and will reduce their demands for emissions.    
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(6)           )()()()( AAANANANAANAANA rererrtecec  . 

 

The first term in brackets in (6) gives account of the savings on the abatement costs from 

adopting the new technology. The second term in brackets accounts for the difference in payment 

on reported emissions. The last term in brackets represents the difference in expected fines 

between non-adoption and adoption status. Note that in the presence of targeted monitoring 

policy, the rate of technology adoption under uniform taxes is a function of the monitoring 

probabilities of adopters and non-adopters. This is in contrast to the case of uniform monitoring 

probability where under uniform taxes the rate of technology adoption is not affected by 

enforcement policy (Villegas and Coria, 2009).   

 

Take partial derivatives of equation (6) with respect to 
A  and NA  to get (see appendix A 

for derivation): 

(7) 

0)(

0)(











AA

A

NANA

NA

re

re











. 

When firms perfectly comply with the regulation, i.e., monitoring probabilities are in 

Region IV in Figure 1, the size of the fine )0(

 

equals zero and, therefore, the rate of technology 

adoption is not affected by changes in monitoring probabilities. The rate of technology adoption 

increases in non-adopters’ monitoring probability when this probability is in Regions I, II, or III. 

Analogously, the rate of technology adoption decreases in adopters’ monitoring probability when 

this probability is in Regions I, II, or III.
9
   

                                                 

9 Note that the conditions in (7) only hold for rate of technology adoptions such that  1,0 . When 

monitoring probabilities are such that all the firms already adopted the new technology, an increase in non-
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Result 3.  Under uniform taxes and targeted enforcement, the adoption rate is increasing 

in non-adopters’ monitoring if and only if 









)0('
,0



t

NA .  Analogously, the adoption rate is 

decreasing in adopters’ monitoring probability if and only if 









)0('
,0



t

A . 

4. Targeted enforcement and aggregate emissions 

Let us now study the influence of monitoring probabilities on aggregate emissions.   The 

aggregate emissions level E  is the weighted average between emissions of adopters and non-

adopters, i.e.,   NANAAANAA etetE ),,,(1),,,(   . Taking the partial derivative of 

aggregated emissions with respect to
 A , i.e., 

A

E




, yields : 

(8)   


rateadoptrion  technology
ough effect thrIndirect effectDirect 

*

NA

*

A

AA

A

A

ee
π

λeE





















 

The change in aggregate emissions from a change in adopters’ monitoring probability is 

given by two effects, a direct effect and an indirect effect through technology adoption rate. 

When adopters’ monitoring probability is in Region IV in Figure 1, both the direct and the 

indirect effect are equal to zero and, thus, aggregate emissions do not change with adopters’ 

monitoring probability. When adopters’ monitoring probability is in Region III in Figure 1, the 

direct effect 
A

A

π

e




  equals zero and the indirect effect through technology adoption is increasing 

in A . Therefore, if the monitoring pressure is high enough for adopters to make a positive report 

of their emissions, exerting a higher monitoring pressure on adopters will decrease the rate of 

technology adoption, leading to a higher level of aggregate emissions. When adopters’ 

                                                                                                                                                              

adopters’ monitoring probability does not change the rate of technology adoption. Analogously, if the rate of 

technology adoption is zero, even if adopters’ monitoring probability is increased, it is not possible that the rate 

of technology adoption goes down. 
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monitoring probability is in Region II, their emissions decrease with monitoring probability and, 

therefore, the direct effect is decreasing in A . In Region II, a higher monitoring pressure on 

adopters reduces the rate of technology adoption, which increases aggregate emissions; therefore, 

the indirect effect through adoption rate is increasing in A . In this region, aggregate emissions 

are decreasing in adopters’ monitoring probability if and only if the direct effect offsets the 

indirect effect. If adopters’ monitoring probability is in Region I, adopters’ emissions decrease 

with monitoring probability. The indirect effect through the adoption rate  **

NAA

A

ee 








 

is 

decreasing in A  if and only if  **

NAA ee  >0. If we zoom in on Region I, as in Figure 2 and use 

result 1 (b), we can derive the necessary conditions for  **

NAA ee   to be positive. The two 

necessary conditions are  
)('

)('
min*

min*

NA

NA
A

e

ec







  and, for a given *

A  that satisfies such a condition, the 

probability of non-adopters should satisfy 
)('

)('
*

*
*

A

A
NA

e

ec







 . 

 

         *

Ae  

         min*

NAe  

         min*

Ae  

          

   
)('

)('
*

*

A

A

e

ec







                          

)('

)('
min*

min*

NA

NA

e

ec







  

     *

A  

   Figure 2.  Necessary conditions for adopters’ emissions to be higher than non-adopters’ 

emissions in Region I. 
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Analogously, the effect of non-adopters’ monitoring probability on aggregated emissions 

is given by two effects as shown in equation (9). 

(9)    
  

rateadoptrion  technology
ough effect thrIndirect effectDirect 

1 *

NA

*

A

NANA

A

NA

ee
π

λeE




















 

If non-adopters’ monitoring probability is in Region IV in Figure 1, aggregate emissions 

do not change in non-adopters’ monitoring probability, since in this region both the direct effect 

and the indirect effect equal zero. If non-adopters’ monitoring probability is in Region II or III, 

the direct effect equals zero. In these regions, increasing non-adopters’ monitoring probability 

leads to a higher adoption rate and, hence, lower aggregate emissions, i.e., the indirect effect 

through the adoption rate  *

NA

*

A

NA

ee
π

λ






 

is decreasing in NA .  When non-adopters’ monitoring 

probability is in Region I, the direct effect is decreasing in NA  and the indirect effect is 

decreasing as long as  **

NAA ee   is negative. Analogous to the previous case, if we zoom in on 

Region I, as in Figure 3, and use result 1(b), we can derive the necessary condition for  **

NAA ee   

to be negative. For a given non-adopters’ monitoring probability,   0**  NAA ee  if  

)('

)('
*

*
*

NA

NA
A

e

ec







 . 

 

          

              min*

NAe  

)('

)('
*

*

NA

NA

e

ec







         min*

Ae  

                          

                               *

NA  

Figure 3.  Necessary conditions for adopters’ emissions to be lower than non-adopters’ emissions in 

Region I. 
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The analysis is summarized in Result 4 as follows:  

 

Result 4.  Under uniform taxes, aggregate emission level changes with adopters’ and 

non-adopters’ monitoring probability as follows:   

(a) If A  is in Region I: 

0




A

E


 if either of following two conditions holds: 

(a1)    0**  NAA ee  , 

(a2)    0**  NAA ee
 
and  


effectDirect 

*

rateadoption  technology
ough effect thrIndirect 

**

A

A
NAA

A

e
ee
















. 

(b) If A  is in Region II:  

0




A

E


if and only if   


effectDirect 

*

rateadoption  technology
ough effect thrIndirect 

**

A

A
NAA

A

e
ee
















. 

(c) If A  is in Region III:  

  0** 








NAA

AA

ee
E






. 

(d) If A  is in Region IV: 

0




A

E


. 

(e) If  NA  is in Region I: 

0




NA

E


if either of following two conditions holds: 
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(e1)   0**  NAA ee  , 

(e2) If   0**  NAA ee  and    
  

effectDirect 

*

rateadoption  technology
ough effect thrIndirect 

** 1
NA

NA
NAA

NA

e
ee
















. 

(f) If NA  is either in Region II or in Region III:  

   0** 








NAA

NANA

ee
E






. 

(g) If NA  is in Region IV: 

0




NA

E


. 

 

The results of the influence of monitoring probabilities on aggregate emissions bring a 

new element to the analysis. It considers the fact that under targeted monitoring, firms can change 

their type by adopting a new abatement technology as a response to the monitoring pressure. By 

this means, a regulator may influence the aggregated emissions using enforcement pressure.   

 

5. The problem of the regulator 

In this section, I consider the optimal monitoring policy of a regulator whose only objective is 

to minimize total emissions.
10

 The regulator decides on a pair of non-negative monitoring 

probabilities A  and NA that minimize aggregated emissions E. The regulator is subject to a 

monitoring budget constraint B and a rate of technology adoption that cannot be higher than one. 

The problem of the regulator is:  

 

                                                 

10 This assumption is not new in the literature. See Macho-Stadler and Pérez-Castrillo (2006) and Garvie and 

Keeler (1994). 
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(10) 

 

 
1

1   ..

),(1),(  

NAA

AA
,














Bts

eeMin NANAANA
NAA

.

 

 

The Lagrange equation for this minimization problem is given by 

        111 NAABeeL NAA  
with the following Kuhn-Tucker 

conditions: 

(11) 0  ;0  ;0 





































A

AA

AA

NA

A

A

AA

LEL




















 

(12) 

      0   ;0   ;01  





































NA

NANA

NANA

NA

NA

A

NANA

LEL





















 

(13)      01          ;0          ;01 NAANAA 






BB

L
 

(14)      01          ;0          ;01 







L
. 

 

In order to solve the minimization problem, first it is necessary to establish which of the 

possible combinations of A and NA  constitutes the feasible set, i.e., which of the combinations 

satisfies all the constraints (see appendix B for derivation). Once the feasible set is established, it 

is necessary to study which of the solutions in the feasible set are dominated solutions, i.e., in 

which of them aggregate emissions are definitely not minimized. Such an analysis is presented in 

Table 1.   

 

From Table 1, combinations A, B, and D constitute the feasible set to solve the minimization 

problem. However, by comparing aggregate emissions under combinations A, B, and D, it is 
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straightforward to see that combinations B and D are dominated by combination A.
11

  Therefore, 

the pair of adopters’ and non-adopters’ monitoring probabilities that minimize aggregate 

emissions should satisfy the conditions in (15a) or in (15b):  

(15a) 
)(' min*

*

A

A
e

t


   and 

)(' min*

*

NA

NA
e

t


    with non-binding restriction: 

  BNAA   1**

, 

 

(15b) 
)(' min*

*

A

A
e

t


   and 0* NA

 

such that

 

1  with non-binding restriction: 

  BNAA   1**

. 

 

 

Table 1.  Solution to the problem of the regulator 

Combina 

tion A  NA  
Does this combination satisfy the 

restriction? 

Aggregate 

emissions 

  ** 1 NAA eeE    

A Positive Positive 

This combination satisfies the restrictions 

if :  

 (a)
)(' min*

A

A
e

t


   and 

)(' min*

NA

NA
e

t


 

 
with non-binding budget restriction, 

 
or 

(b) 
)(' min*

A

A
e

t


   and 0NA such 

that 1  with non-binding budget 

restriction. 

  min*min*

A  ombination 1 NAAC eeE    

 min*min*

A  ombination , NAAC eeE   

 

                                                 

11 There is one special case in which 
min*

A  ombination B ombination NACC eEE  . It requires zero technology adoption 

in combination A together with a NA  in either Region II, III, or IV. 
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B Zero Positive This combination always satisfies the 

restrictions 
 0min*

 B ombination ,eeE NAC   

C Positive Zero This combination never satisfies the 

restrictions 
 

D Zero Zero This combination always satisfies the 

restrictions 

0

 D ombination eEC   

 

The fact that I in this model do consider that the rate of technology adoption is a function of 

the monitoring probabilities of adopters and non-adopters explains why the optimal monitoring 

policy in the present paper is not guaranteed by the strict equality in conditions (15a) and (15b). 

The intuition is as follows. Let us for a moment assume that the parameters of the rate of 

technology adoption function are such that 1  for all possible combinations  NAA  , . In such 

a scenario, condition (16b) is not feasible. Therefore, following condition (15a), a regulator who 

sets 
)(' min*

*

A

A
e

t


   can increase non-adopters’ monitoring probability to a level higher than 

)(' min*

NAe

t


 to increase the rate of technology adoption and, by this means, decrease aggregate 

emissions
12

. In a similar setting, Macho-Stadler and Pérez-Castrillo (2006) derive the optimal 

monitoring policy of a regulator whose objective is to minimize aggregated emissions. They find 

that adopters and non-adopters of the new abatement technology should be monitored with 

probabilities 
)(' min*

A

A
e

t


   and 

)(' min*

NA

NA
e

t


  .  The fact that they do not consider that firms 

can react to the monitoring probabilities by adopting a new abatement technology explains why, 

in their model, monitoring non-adopters with a probability higher than 
)(' min*

NA

NA
e

t


   does not 

lead to a reduction in aggregate emissions.  In my model, for certain sets of parameters it might 

                                                 

12 Remember that 0




NA


as long as 

)0('


t
NA 

.
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be optimal for a regulator to exert a pressure on non-adopters that is higher than that suggested by 

their model, and, eventually, bias its strategy against firms that value pollution more, i.e., 

**

ANA   . 

 

6.  Conclusion 

A significant fraction of the literature on environmental regulation has been devoted to 

studying how environmental policies should be and are enforced. Empirical studies have shown 

that a suitable strategy for the regulator to deal with the budget constraints in the enforcement 

activity is to target enforcement. Regulators can define a monitoring schedule for firms according 

to their past compliance records or to their potential emissions. If firms face a targeted 

enforcement strategy in which those with higher potential emissions are monitored more closely, 

a plausible response may be to adopt a new and more efficient abatement technology that allows 

them to reduce potential emissions and thus to avoid a more stringent monitoring pressure. Using 

a conventional model of non-compliant firms in a setting of uniform taxes, I have analyzed the 

effects of a targeted enforcement strategy on rate of technology adoption and aggregate emission 

level.  

The results suggest that, with a targeted enforcement strategy based on adoption status, a 

regulator might stimulate or slow down the adoption of the new technology through monitoring 

pressure on both types of firms when firms are non-compliant. An increase in non-adopters’ 

monitoring probability induces a higher rate of technology adoption while increasing adopters’ 

monitoring probability induces a lower rate of technology adoption.  

In addition, I analyze the optimal strategy for a regulator whose objective is to minimize 

aggregate emissions. In contrast to previous literature, I find that, for certain sets of parameters, it 

might be optimal for a regulator to bias its monitoring strategy against those firms that value 

pollution more. 

The interaction between technology adoption rate and targeted enforcement also has 

consequences on aggregate emissions, and brings some issues to the policy arena. The model in 

this paper considers that firms can adopt a new abatement technology as a response to the 
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monitoring probabilities set by the regulator. Therefore, the actions of the regulator in terms of 

monitoring probabilities have consequences on the aggregate emission level through the rate of 

technology adoption. If the regulator increases the monitoring probability of non-adopters, the 

rate of technology adoption increases, causing an additional deterrent effect on aggregate 

emissions. In this setting, a regulator who instead focuses its monitoring efforts on adopters of the 

new technology slows down the spread of the new abatement technology and faces a higher level 

of aggregate emissions than achieved with the opposite enforcement policy. The fact that the 

technology adoption rate is influenced by monitoring strategy is good news for a regulator who 

wants to achieve a given level of aggregate emissions but has political constraints on the level of 

the tax to be imposed. Such a regulator may use a differentiated monitoring strategy to induce 

technology adoption and therefore to reduce aggregate emissions for a given politically feasible 

tax level. Consequently, targeted monitoring strategies should not be ruled out as a plausible 

enforcement policy if the interaction between monitoring probabilities and technology adoption is 

taken into consideration.  
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Appendix A 

The rate of technology adoption under uniform taxes is given by:
 

(A1)
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Taking the partial derivative of TAX
 
with respect to adopters’ monitoring probability 

yields: 
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Analogously, taking the partial derivative of TAX
 

with respect to non-adopters’ 

monitoring probability yields: 
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Appendix B 

 

The problem of the regulator is to minimize aggregate emissions subject to a 

budget constraint.  Aggregate emissions are given by the weighted average between 

adopters’ and non-adopters’ emissions where the weights are given by the fraction of 

firms that adopt the new technology and the fraction that do not.  
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The Lagrange equation for this minimization problem is given by: 

        111 NAABeeL NAA .
 

The Kuhn-Tucker conditions are as follows: 
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In order to obtain the feasible set of solutions, let us now explore the different 

possible combinations of A  and NA  that are candidate solutions to the minimization 

problem. 

CASE A.  Let us assume 0A   and 0NA 
.
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Multiplying (B5) by 
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Substracting (B8) from (B7) yields: 



31 

 

(B9)
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CASE A1.  Assuming 0 , i.e., the budget is not binding, from (B9) implies: 
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Condition (B9a) only holds when
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presents the conditions under which each of these two equalities hold:  
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The following combinations of conditions in Table A1 satisfy condition (B9a):  (a)-(c); 

(a)-(d); (a)-(e); (b)-(c); (b)-(d); (b)-(e). However, the following sets of combinations yield 

to the same conditions: 

 Combination (b)-(c) and combination (a)-(e) 

 Combination (b)-(c), combination (b)-(a), and combination (b)-(d).   

Therefore, the following are the required combinations to fulfill condition (B9a):  
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Comparing aggregate emissions under combinations (i)-(iv), it is straightforward 

to observe that alternatives (iii) and (iv) are dominated by alternatives (i) and (ii). 

Combinations (i) and (ii) are therefore feasible solutions to the minimization problem. In 

both combinations, since we are assuming that the budget is not binding, it should hold 

that   B  1NAA . 

Let us now analyze the case when the budget is binding: 
 

CASE A2.  Assuming 0 , i.e., the budget is binding, from (B9) implies: 

(B9b)     011 



































ANAANA

NA

NAA

A ee

























.

 



33 

 

When 0









NA

NA

A

A ee


, for condition (B9b) to hold it is required that 1 , which 

contradicts one of the restrictions.   

When 0




A

Ae


 

and 0




NA

NAe


, for condition (B9b) to hold it is required that 1 , 

which contradicts one of the restrictions.   

When 0




A

Ae


 

and 0




NA

NAe


, for condition (B9b) to hold it is required that 1 , 

which contradicts one of the restrictions.   

When 0




A

Ae


 

and 0




NA

NAe


, for condition (B9b) to hold it is required that one of the 

following conditions holds: 

(i) 1 , which contradicts one of the restrictions.   

(ii) 
)0('


t

NA   and 0A  such that 1 . Under this combination, aggregate 

emissions are *

AeE  . 

(iii) 
)0('


t

A 

 

and 0NA  such that 0 . Under this combination aggregate 

emissions are *

NAeE 
.
 

Clearly, combinations (i) and (ii) are dominated by the feasible combinations 

when the budget is not binding.  
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Subtracting (B13) from (B12) yields: 
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CASE B1.  Assuming 0 , i.e., the budget is not binding, from (B14) implies: 
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Condition (B14a) holds for all 0NA . 

CASE B2.  Assuming 0 , i.e., the budget is binding, from (B14) implies: 
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Condition (B14b) holds for all 0NA . 
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CASE C.  Let us assume 0A   and 0NA 
.
 

From (B1):   
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Substracting (B17) from (B18) yields: 
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Condition (B19) never holds. 

 

CASE D.  Let us assume 0A   and 0NA 
.
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Given that adopters and non-adopters emit at 0e  when 0A   and 0NA  , this 

combination is not a good candidate to minimize aggregate emissions. 







Chapter 3
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Abstract 

In some contexts, weak law enforcement results in only a fraction of detected transgressors 

actually being sanctioned. The standard theoretical models of enforcement predict that, as 

long as the joint probability of detection and sanction is constant, the extent of violations does 

not vary with different combinations of the probability of monitoring and the probability of 

sanction given detection.  In contrast, we propose an alternative theoretical model that 

predicts that the extent of violation is sensitive to such combinations, i.e., these two 

probabilities are not perfect substitutes. By using a laboratory experiment, we investigate the 

hypothesis of imperfect substitutability of monitoring and sanctioning probabilities. Our 

subjects include both environmental managers in Colombian firms and university students. 

Different combination of the probabilities resulting in the same joint probability of detection 

and sanctioning did not affect the violation behavior among managers, while students violate 

relatively less when facing a higher sanctioning probability for a given joint probability.  

 

 

JEL classification: C91; D60; H23; H40. 
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1. Introduction 

Most standard models of enforcement and compliance with environmental 

regulations assume that once a violation is detected, a sanction is successfully imposed. 

However, in many countries, especially in developing and transitional countries, detected 

violators are not always sanctioned.
1
 There are several reasons for this, ranging from weak 

institutions to enforce sanctions due to lack of resources or corruption to long, tedious, and 

costly legal procedures (Blackman, 2009a).
2
 Thus, in these contexts, the probability of being 

sanctioned for a violation does not correspond to the probability of being detected; instead it 

is determined by the joint probability of being detected in violation and being sanctioned. 

Following the standard model of law enforcement with an assumed risk-neutral agent, the 

existence and extent of violation is determined by the gains from violation and expected 

losses caused by sanctioning, where the latter is the product of the size of the sanction and the 

joint probability of detection and sanctioning (e.g., Sandmo, 2002). Following Polinsky and 

Shavell (2007), for risk-neutral agents, when the joint probability of detection and sanctioning 

can be varied, a low joint probability of detection and sanctioning together with high 

sanctions are optimal from a societal point of view since such a combination saves 

enforcement costs without changing the behavior of the regulated agents. In reality, however, 

there are upper limits on sanctions, and the maximal sanction may not be the optimal one for 

                                                 
1
 An example of this situation is the following. Among Discharge Fee programs in developing countries, perhaps 

the best known is Colombia’s wastewater discharge fee program (Blackman, 2009a), which requires the 

regulated polluters to self-report their discharges. Briceño and Chávez (2007) point out that some firms report 

false pollution levels with the intention of attaining a lower level of pollution fee. The verification of these self-

reports is done through visits by the local environmental authorities to the regulated firms, yet there are no 

monetary sanctions that punish false reports of wastewater discharges. Moreover, the audits are very few and 

there are no reliable records for measuring the size of the transgressions. 
2
 Citing Zinnes (1997), Blackman (2009b) presents Romania’s experience with discharge fees as an example of 

enforcement problems in discharge fee programs in transitional countries. In 1993, about a quarter of the fines 

levied were collected in Romania. In Poland, in the early 1990s, only about 20% of fines charged were actually 

collected (Anderson and Zylicz, 1996). Another consequence of a weak institutional setting is the possible 

corruption of law enforcement agents, which erodes deterrence. For a review on corruption and enforcement, see 

Polisnky and Shavell (2007).  
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reasons such as limited wealth of individuals and considerations of fairness and risk 

preferences among people (Becker, 1968; Polinsky and Shavel, 2000).
3
   

It might be claimed that the traditional models of law enforcement implicitly 

assume that the probability of detection and the probability of sanctioning given detection are 

perfect substitutes. The same joint probability of detection and sanctioning can be achieved by 

using different combinations of the probability of detection and the probability of sanctioning. 

Therefore, as long as the joint probability of detection and sanctioning is constant, the extent 

of violations will not change with different combinations of these two probabilities. However, 

agents’ compliance behavior is not only determined by risk preferences, monetary benefits, 

and expected legal costs from violating. It may also be influenced by other motivations such 

as image concerns, intrinsic motivations, and legitimacy of the regulation (e.g., Andreoni et 

al., 1998; Torgler, 2002; Tyler, 2006). While intrinsic motivations to comply with regulations 

are associated with internal rules that are self-enforced, image motivation focuses on the fact 

that an agent derives utility from how her fellows perceive her, i.e., social approval. 

Legitimacy is a perceived obligation to authorities or existing social arrangements and, 

because of it, people feel that they ought to voluntarily obey rules (Tyler, 2006).
4
 A regulated 

agent might use compliance behavior as an opportunity to express acceptance and legitimacy 

of the regulation to the authority or non-compliance as a way to express disapproval of the 

rule in place in an attempt to, somehow, influence future regulations. In this setting, the total 

expected cost of violating for a regulated agent consists of the expected legal cost, the 

intrinsic cost, the expected image cost, and the expected cost related to legitimacy 

                                                 
3
 Some studies have assessed the optimal trade-off between the probability of detection and sanctioning and the 

size of the fines (e.g., Shavell  and Polinsky, 1979;  Andreoni, 1991;  Polinsky and Shavell, 1991; Bebchuk and 

Kaplow, 1992, 1993;  Kaplow, 1992; Garoupa, 2001; Fees and Wohlschlegel, 2009) . 
4
 According to Tyler (2006), although legitimacy and morality are similar in many ways, they are also 

differentiable. Legitimacy is a perceived obligation to societal authorities or to existing social arrangements.  

Moral values are personal standards to which people attempt to align their behavior. People obey most everyday 

laws because they feel that they have to obey legitimate authorities and because they believe that the prohibited 

conduct is morally wrong. Morality operates as a check against following immoral orders given by legitimate 

authorities. 
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consideration. Some of these expected costs, like image costs and costs related to legitimacy, 

are determined by the probability of being detected in violation but not necessarily by the 

joint probability of being detected and legally sanctioned. Therefore, for a given level of 

sanction, different combinations of the probability of detection and the probability of 

sanctioning given detection can result in different behavioral responses of the regulated 

agents. Thus, a new trade-off remains to be solved: the optimal trade-off between the 

probability of detection and the probability of sanctioning given detection. 

The contribution of the present paper is twofold. First, we develop a theoretical 

model that, in addition to expected legal costs, takes into account intrinsic costs, expected 

image costs, and the expected costs related to legitimacy consideration faced by an agent 

when making compliance decisions. In contrast to the standard model of law enforcement, our 

theoretical model predicts that varying the combination between the probability of detection 

and the probability of sanction given detection affects the extent of violations, even if the joint 

probability of detection and sanctioning is kept constant. Second, by using a laboratory 

experiment, we empirically test our theoretical predictions that different combinations of the 

probability of detection and the probability of sanction result in different extents of violation 

even when the joint probability is kept constant.
 
We run two treatments to test our hypothesis. 

In one treatment, the probability of being monitored is high and the probability of sanctioning 

low, while in the other treatment these probabilities are reversed. This allows us to test the 

effect of mixing the probabilities while keeping the joint probability fixed using a between-

subject design.  

Few papers have used laboratory experiments to examine compliance behavior 

of firms under environmental regulations.
5
 In our experiment, each subject represents a firm 

                                                 
5
 Cason and Gangadharan (2006) use laboratory experiments to identify interactions between emission shocks, 

banking, compliance, and enforcement in an emissions trading market in the presence of emissions uncertainty. 

Murphy and Stranlund (2006) study the direct effects of enforcement on compliance and emission decisions as 

well as the indirect effects that occur due to changes in permit prices.  In a later paper, Murphy and Stranlund 
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that produces a given quantity of emissions and is regulated by environmental taxes with a 

requirement to self-report emission levels.
6
  

To our knowledge, all available evidence on behavior when monitoring and 

enforcing compliance of laws comes from laboratory experiments where students have been 

used as subjects. These results may be biased if those who make compliance decisions in the 

field behave differently from students. Some recent experiments have investigated subject 

pool effects. For example, Fehr and List (2004) compared Costa Rican CEOs and students, 

and Haigh and List (2005) looked at professional traders at the Chicago Board of Trade versus 

students, and found differences in both cases. In our experiment, we also test subject pool 

effects by using one sample of environmental managers of Colombian firms and another 

consisting of Colombian university students. This allows us to compare decisions made by 

university students to those made by experienced decision makers.  

The structure of the paper is as follows. Section 2 presents a theoretical model of 

compliance with environmental tax schemes under imperfect enforcement. Section 3 provides 

details about the experimental design and procedures. Section 4 presents the results and, 

finally, Section 5 concludes the paper.  

2. Firm behavior under imperfect monitoring and enforcement  

Although with a different focus, our model builds on Sandmo (2002), who in his 

model explores the conditions under which the efficiency properties of taxes continue to hold 

                                                                                                                                                         
(2007) test the hypotheses that the violations of risk neutral firms and the marginal effectiveness of increased 

enforcement across firms are independent of differences in their abatement costs and their initial permit 

allocations. Stranlund et al. (2008) investigate whether gross profit, aggregate expected penalties, and aggregate 

expected net profits deviate from theoretical predictions based on risk-neutral profit-maximizing firms with 

imperfect enforcement. Their findings suggest that observed violations in the experimental setting are lower than 

the predicted levels when subjects have strong incentives to violate their emission permits, and that individual 

emissions control responsibilities are distributed among firms as predicted. 
6
 Our experiment resembles the research on income and tax evasion, where both laboratory experiments (e.g., 

Alm, 1992; Fortin et al., 2007; Friedland et al., 1978; Trivedi et al., 2003) and field experiments (e.g., Slemrod et 

al., 2001) have been used. 
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even when evasion is possible.
7
 In our modeling approach, we focus on the behavior of a 

single competitive agent regulated by a system of uniform emission taxes. In the absence of 

environmental regulation, the agent emits 0e units of pollution. To control her emissions, the 

agent must incur abatement costs )(ec , which are a function of the agent’s selected emissions 

level e .
8
 The abatement cost function represented as )(ec is a strictly convex function with 

the following properties 0)('' ,0)('  ecec . Let us assume that the agent must pay a uniform 

tax t  per unit of pollutant emitted and that the tax is based on the self-reported emission level. 

If the firm makes a truthful report, the total amount of taxes to be paid is equal to te . 

However, the firm can evade tax by reporting a lower level of emissions. If the firm reports 

emissions equal to r , where er  ,  then the total tax payment is given by tr . In this case, the 

agent’s violation, v , is equal to the difference between the actual and self-reported emission 

levels, rev  , and the amount of tax evaded is equal to tv .9 

In line with previous literature we assume that the regulator cannot monitor 

emissions perfectly without costs, and thus relies on a system of random inspections. Let d  

denote the probability that the regulator monitors the agent. We assume that d  is exogenous 

and common knowledge among the agents. Moreover, we assume that the regulator can 

perfectly observe emission level and hence compliance status is perfectly determined.
10

 This 

is to say that the probability of detection is equal to the probability of monitoring. If the 

monitoring reveals that the agent is non-compliant, i.e. if the agent is detected under-reporting 

                                                 
7
 Hardford (1978) was first to, in a rigorous model, study the consequences that follow from tax evasion by 

focusing on firm behavior under imperfectly enforceable pollution standards and taxes. Hardford (1987) 

extended his own work by considering self-reporting of emissions. 
8
 Henceforth, for the sake of notation, we will use parentheses (.) to denote a function and brackets [.] to denote 

multiplication.  
9
 The requirement to self-report emissions is common in the literature. Hardford (1987),  Malik (1993), Kaplow 

and Shavell (1994), Livernois and McKenna (1999), Sandmo (2002), Macho-Stadler and Pérez Castrillo (2006), 

and Macho-Stadler (2008) included self-reporting in their analyses of enforcement policies and compliance.  
10

 As Sandmo (2002) notes, the assumption of an exogenous probability of being monitored is a simplification.  

It is more realistic to assume that monitoring probability is a function of regulated firms’ actions. We leave this 

point for future work.   
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emissions, the probability that a sanction is actually imposed is ds
 . Thus, the joint 

probability of detection and sanction   is given by the product of 
d  and ds

 , i.e., 

dsd  . Traditionally, it has been assumed that the penalty is enforced with certainty, i.e., 

1
ds

 , and thus the joint probability of detection and sanction is d  . The legal sanction 

)( reF   is determined through a strictly convex function in the level of violation

0)(''  ,0)('  reFreF
11

.  A convex penalty function is common in the literature, e.g., 

Harford (1978), Harford (1987), Sandmo (2002), and Macho-Stadler and Perez Castrillo 

(2006). If the probability of being detected is exogenous and the marginal penalty is constant, 

then the decision on reporting emissions will be binary by choosing between self-reporting 

everything and reporting nothing (e.g., Sandmo, 2002). For zero violation, the legal penalty is 

zero F(0)=0, but the marginal penalty is greater than zero: F’(0)>0. We assume that ds
  is 

exogenous and common knowledge among regulated agents. In addition to the legal sanction, 

we assume that the agent considers three additional factors when deciding the amount of 

emission to self-report: image motivations, intrinsic motivations, and legitimacy issues.   

First, detection of violation can have an image effect in the eyes of peers 

regulated by the same law or society in general. In fact, policies such as public disclosure of 

environmental performance of firms are hypothesized to have an impact by improving the 

information communities, consumers, and other stakeholders have about individual firms 

(Blackman 2009b). This suggests the existence of image concerns among regulated agents, 

and these concerns are contingent on the probability that their actions will be observed by 

others. We assume that the probability of the regulator disclosing compliance behavior of 

each firm, denoted  , is exogenously given and common knowledge among agents.  

                                                 
11

 According to Farmer (2007), in practice sanctions are used worldwide yet their features vary. For example, 

under the EU trading scheme there is fixed financial penalty of EUR 40 per metric ton of carbon dioxide emitted 

above a company’s allocation. Under the US trading schemes, there are automatic excess emission penalties. 

These are significantly higher than the market price for allowances and, therefore, vary.  
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Moreover, we assume that the probability of disclosure is the same for both violators of and 

compliers with the regulation. In our model, 10  . In case 0 , image motivations may 

influence the decision of under-reporting. The image cost when not complying with the 

regulation is expressed by the function )( reI  . In a pro-social environment where violation 

is socially punished by others, the agent will not face any image cost when reporting 

emissions truthfully, 0)0( I . In such an environment, if the agent under-reports emissions, 

i.e., 0 re , the image cost increases in the level of violation, 0)('   reI . It seems natural 

to assume that, as the legal penalty, the image cost faced by an agent is progressive, i.e., 

significant under-reporting implies an image cost per under-reported unit that is higher than 

for small under-reported amounts, 0)(''   reI .   In a context where complying with the 

regulation is socially punished by others, an agent will face no image cost if she under-reports 

all her emissions, 0)( eI . In such a context, if the agent makes a positive report of 

emissions, her image cost decreases with the level of violation, 0)('' ,0)('  reIreI . If 

the extent of violation is not going to be disclosed to other regulated agents or to society in 

general, then the expected image cost equals zero. 

Second, we assume that even if not detected, the agent may still bear a cost 

related to her intrinsic motivations from violating a regulation.  In case of a firm, the intrinsic 

motivations can be interpreted as the existence of internal policies such as Corporate Social 

Responsibility policies. Portney (2005) argues that firms engage in Corporate Social 

Responsibility policies for two reasons: (i) “firm managers have a moral obligation because 

of the charcter society gives them to operate” and (ii) it is often in the economic interest of the 

firm not to violate. The intrinsic cost when not complying with the regulation is expressed by 

the function )( reM  . The agent does not face any moral cost when reporting truthfully, 

0)0( M . If the agent under-reports emissions, i.e., 0 re , the moral cost increases in the 

level of violation 0)('M   re . Analogous to the case of image costs and legal penalties, we 
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assume that the moral cost faced by an agent is progressive in the level of violation

0)(''M   re . In our model, we assume that image motivations and intrinsic motivations 

are independently formed. This is to say that intrinsic motivations are not a function of 

prevailing compliance norms among regulated agents and in society in general. These two 

motivations, however, can go in the same direction, i.e., when the agent considers it morally 

wrong and it is socially punished to violate the regulation.   

Third, we also consider that there is an effect related to the legitimacy of the 

policy. Legitimacy is defined by Tyler (2006) as the belief that authorities, institutions, and 

social arrangements are appropriate, proper, and just. Previous literature, e.g., in Tyran and 

Feld (2006) and Cárdenas et al. (2000), points out that exogenously imposed regulations do 

not always achieve compliance, but that compliance is improved if the law is endogenously 

chosen or self-imposed. This suggests that laws that are negotiated with the agents and 

therefore legitimated are more likely to be obeyed. In our model, we assume that regulated 

agents may use non-compliance as a way to express their assessment about the legitimacy of 

the policy to the regulator in an attempt to influence the type or design of the regulation in 

future periods
12

. A regulated agent that considers the regulation as legitimate faces a cost from 

violating since it gives the wrong message about legitimacy to the regulator. This effect is 

represented by the function )( reL  . If the agent considers that the regulation is legitimate, 

she will not face any cost related to legitimacy when reporting emissions truthfully, 0)0( L . 

In such a case, if the agent under-reports emissions, i.e., 0 re , the image cost increases in 

the level of violation 0)('   reL  at an increasing rate 0)(''   reL . In a situation where 

the agent considers the regulation not to be legitimate, she will face no cost related to 

legitimacy if under-reporting all her emissions 0)( eL . In such situation, if the agent makes 

                                                 
12

 In order to make this assumption, we will also assume that the firms consider that the regulator will make 

naïve inferences about the firm’ compliance and will attribute compliance behavior only to legitimacy concerns 

among the firms. 
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a positive report of emissions, the cost related to legitimacy decreases with the level of 

violation at an increasing rate 0)('' ,0)('  reIreL . If the regulated agent is not 

monitored, there is no cost associated with legitimacy since the regulator will not observe the 

extent of compliance and therefore will not be able to infer anything about the agent’s 

legitimacy assessment of the regulation.
13

  

For the sake of clarification, consider the following. An agent prefers to always 

comply with the law. This agent feels it is wrong to break the law and violating a regulation is 

against her intrinsic motivations. Such an agent will face an intrinsic cost of under-reporting 

emissions in an effort to evade environmental taxes since it constitutes a violation of a law. If 

the agent perceives the regulation of paying for emissions as appropriate or legitimate, she 

will also face a cost of violating the regulation since it implies sending the wrong message to 

the regulator about the legitimacy of the policy. In this case, both intrinsic motivations and 

legitimacy motivations go in the same direction. However, it could be the case that the 

particular policy of self-reporting emissions, or even paying for the emissions is perceived by 

the agent as inappropriate or not legitimate. In such a case, intrinsic and the legitimacy 

motivations go in opposite directions. On one hand, when complying with the regulation, the 

agent faces a cost related to legitimacy. On the other hand, the agent faces an intrinsic cost 

when non-complying with the regulation since it constitutes breaking a law.  

The total effect of intrinsic motivations, image motivations, legitimacy 

motivations, and legal penalties on the extent of under-reporting depends not only on the 

magnitude of the cost for each effect, but also on the relative importance assigned by the 

agent to each of them. The importance assigned by the agent to legal sanctions is denoted  ; 

                                                 
13

 In our model, we assume that image cost, moral cost, and cost of signaling legitimacy never take a negative 

value; i.e., we assume that there are no image benefits, moral benefits, or benefits from legitimacy associated 

with compliance behavior.  
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to image motivations ; to intrinsic motivations  ; and to legitimacy motivations  . The 

weights are such that 1  , where 10  ; 10   ; 10  ; and 10  .  

The regulated agent selects the actual and reported emission levels that 

minimize her expected costs of abatement and compliance as shown in equation (1): 

(1)   )()()()()(  
re,

reMreLreIreFtrecMin dddsd     

s.t. 0 re .  

The constraint in the optimization problem reflects the fact that there are no economic 

incentives to over-report emissions since it implies paying more taxes. The Lagrange equation 

for (1) is    rereMreLreIreFtrec dddsd   )()()()()( . 

If we assume a positive actual and reported emission level, the Kuhn-Tucker conditions, 

which are necessary and sufficient to determine the firm’s optimal choices of levels of 

emissions and reports, are 

(2)     0)(')(')(')(')(' 






reMreLreIreFec

e
dddsd

,
 

(3)     0)(')(')(')(' 






reMreLreIreFt

r
dddsd

, 

(4)     0;0;0 



rere 




. 

Based on the first order conditions, for a situation in which **0 er  , the 

agent chooses her optimal emission level *e  such that the marginal abatement cost equals the 

tax rate,  0)('*  tecee . The optimal choice of self-reported level of emission *r  is 

determined such that the marginal cost of under-reporting equals the tax rate. The marginal 

cost of under-reporting is now given by four elements: (i) the weighted marginal expected 

legal fine in case there is a sanction  )(' reF
dsd  , (ii) the weighted marginal expected 

cost derived from image concerns  )(' reId  , (iii) the weighted marginal cost derived 
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from moral motivations )(' reM  , and the weighted marginal expected cost derived from 

legitimacy issues )(' reLd  . Therefore, the optimal self-reported emission is given by 

(5)   0)(')(')(')('*  reMreLreIreFtrr dddsd  . 

From  equation (5), the extent of under-reporting is a function of the probability 

of detection, the joint probability of monitoring and sanction, the tax rate and the importance 

assigned to all motivations to comply with the regulation together with the parameters of the 

functions associated to them ),,,,,,*,(  tvv
dsdd . If only the legal fine matters 

for the agent, which is the standard case in the literature, i.e., 

0)(')(')('  reLreMreI dd   and 1 , then  the optimal self-reported 

emission is  given by equation (6).   

(6)   0)('*  reFtrr
dsd .  

In the standard case, only the tax rate, the joint probability, and the size of the 

marginal fine matter when deciding the extent of violation, ),*( tvv
dsd  .

14
   

To investigate the predictions of our model, assume that the regulator decides to 

increase the probability of detection 0dd , at the expense of reducing the probability of 

sanctioning, i.e., 0
ds

d , but keeps the joint probability constant such that 

  0 ddsdsddsd ddd  . By definition, the change in the extent of violation is given 

by a simultaneous change in the probability of detection and probability of sanctioning:  

(7) 
ds

ds

d

d

d
v

d
v

dv 



 







 .   
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 When the agent-reported emission level is greater than zero, 0r , the probability of detection and 

sanctioning influences the extent of under-reporting only through the self-report level, i.e. emissions are not a 

function of enforcement parameters which is the standard result in the literature (see Harford, 1978). 
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Taking the partial derivatives of equation (6) with respect to d and 
ds

  and 

replacing them in equation (7) yields the standard model prediction of the change in violation 

due to changes in d  and 
ds


 
(see Appendix A for derivation) as shown in equation (8). 

(8)   0
)(''

)('



 ddsdsd

dsd

dd
vF

vF
dv 


 

 

In case the joint probability is kept constant in the standard model, the extent of 

violation is not sensitive to changes in d  and 
ds

 . In our model, which also considers 

image, intrinsic, and legitimacy motivations, the optimal self-reported level of the firm is 

given by equation (5). Taking partial derivatives of (5) with respect to d and 
ds

  and 

replacing in (7) (see Appendix A for derivation) yields: 

(9) dd
vLvI

dv 










 


)(')('
,

 

 

where )('')('')('')('' vLvFvMvI ddsdd   . From equation (9), the change in 

violation depends on the change in the weighted average of expected marginal image and 

expected marginal cost related to legitimacy, i.e.,   ddvLvI  )(')('  . This change is 

determined by the change in d . A larger change in the probability of detection results in a 

larger change in the extent of violation. If the result of the monitoring is not disclosed, i.e., 

0 ,it is implied that if the regulator increases the probability of detection 0dd  but 

keeps the joint probability constant, then  the extent of the violation decreases if and only if 

the regulation is perceived by the firm as legitimate, i.e., if 0)('  reL . If, on the contrary 

the firm wants to send the message to the authority that the regulation lacks legitimacy, her 

extent of violation increases with the detection probability.  

Hence, in contrast to the standard model of law enforcement, our theoretical 

model predicts that even when joint probability is kept constant, different combinations of 
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detection and sanction probabilities will yield different extents of violations. Moreover, our 

model predicts that the difference in extent of violation between different combinations 

depends on the difference in detection probability between them. Larger differences in 

detection probabilities lead to larger differences in the extent of violations. The next section 

presents the experimental design and procedures of a laboratory experiment conducted to test 

the theoretical predictions of our model.  

3. Experimental design and Procedures 

To test the predictions of our theoretical model regarding the substitutability 

between the probability of detection and the probability of sanctioning, we conducted a series 

of laboratory experiments. We framed the experiment in the context of a firm that is regulated 

by environmental taxes and that is required to self-report its emissions.
15

 The regulatory 

system has two key features: (i) an environmental tax is paid based on the self-reported 

amount of emission and (ii) the self-reported amount is monitored with a given known 

probability followed by a known probability of sanctioning given detected violation. In the 

experiment, each subject represents a firm that decides how much of the amount emitted to 

self-report for environmental taxation. Each firm is assumed to produce a given quantity of 

goods determined by the market conditions and a given amount of emission determined by the 

existing abatement technology. The amount of emissions from the production process was 

fixed to 15 units.
16

  

                                                 
15

 Murphy and Stranlund (2007) frame their experiment in terms of a production decision to avoid that attitudes 

with respect to the environment affect their result. We frame our experiment in the context of compliance with 

environmental taxes regulation given that one of our sample pools consists of environmental managers in firms 

regulated by the National Discharge Fee Program in Colombia and we wanted to see if their experience has 

influence on the results.  Additionally, we also want to capture the effect of intrinsic motivations which could 

potentially be affected by attitudes with respect to the environment. However, we do not think of this as a 

problem given our between subjects design and that participants were randomly assigned to each treatment.  
16

 Our participants did not decide on the real emissions. We tried this in a pilot study, but the subjects became 

confused. We detected this based on their choices and a follow-up questionnaire given after the experiment. 

Thus, we decided to keep the amount of emissions constant; hence they only had to decide on reported level of 

emission. 
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At the beginning of the experiment, each firm was given an endowment, E, of 

50,000 tokens, which represents the profit from the production of goods before abatement and 

before the emission level was reported to the authority for environmental tax purpose. For 

each unit of pollutant emitted, the firm had to pay a fixed tax of 2,000 tokens. Thus, the total 

amount paid depends on how much emission the firm has self-reported. Each firm can self-

report any emission level in the interval 0 to 15 units. Each firm faced a known and 

exogenous probability of being monitored by the regulator, 
d . Monitoring implies the 

authority comparing the firm’s reported emissions to its true emission level. It was known by 

the subjects that once a firm is monitored, the regulator can perfectly determine the true 

emission level; hence detection and monitoring probabilities are equal. The probability of a 

firm being monitored was independent of the probabilities of other firms being monitored. If 

the firm was found under-reporting emissions, the regulator started a legal process to impose a 

sanction. However, not all of the initiated sanctioning processes were successful. Rather, each 

firm caught under-reporting emissions faced a known and exogenous probability of being 

sanctioned ds
 . The probability of a firm being sanctioned given that it was caught under-

reporting was independent of the probability of other detected firms being sanctioned. If 

sanction was imposed, the firm was penalized according to a sanction structure generated 

from a quadratic function 2)(
2

)( re
g

refS  , where the parameters were set to f=350 

and g=320 in the experiment. This quadratic specification for the penalty function was first 

used in experiments by Murphy and Stranlund (2006, 2007). The pay-off in tokens for 

individual i, iP , was calculated as trEPi 
 
if sanction was not imposed, while it is 

StrEPi   if sanction was imposed. To facilitate calculations of actual pay-offs for 

different actions, each subject was given a pay-off matrix (shown in Appendix B), which 
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shows the total earnings in tokens for all levels of self-reported emissions both with and 

without sanctioning.  

Participants were recruited to the experiments from two sample pools: (i) 

students from Corporación Universitaria Lasallista, Medellín-Colombia and (ii) 

environmental managers of firms associated to the National Industrials’ Association (ANDI) 

who participated in the 3
rd

 academic meeting of ANDI-Medellín. Most of the firms 

participating in this academic meeting are regulated by the National Wastewater Discharge 

Fee Program in Colombia, in which firms are required to self-report their discharges.
17

 

Having two different sample pools allows us to compare the behavior of students with that of 

experienced decision makers. Earnings of the subjects in tokens were translated into 

Colombian pesos (COP). For the students pool, each token was converted to 0.5 COP, and for 

the environmental managers sample, one token was converted to one COP.
18

 Subjects in both 

pools were paid 5,000 Colombian pesos (COP) for agreeing to participate and showing up on 

time. It should be noted that it was more convenient for the managers to participate since they 

were already at the venue of the experiment.  This motivated why two groups with different 

opportunity cost have the same show-up fee.  

In the experimental design, we have two treatments, each consisting of three 

combinations of the probability of detection and sanctioning. In the first treatment, which we 

label the High-Low treatment, subjects face three combinations of high probability of 

detection and low probability of sanctioning given detection. In the other treatment, labeled 

the Low-High treatment, subjects face three combinations of low probability of detection and 

high probability of sanctioning given detection. The experimental design is summarized in 

Table 1. As can be read from the table, combinations High-Low1 and Low-High1 have the 

                                                 
17

 For a complete description of the National Discharge Fee Program in Colombia, see, e.g., Blackman (2009a). 
18

 In cases with samples with different opportunity costs, the absolute amount in either the experiment or the 

opportunity cost can be kept constant. We decided to keep the opportunity cost constant; it should be noted that 

Kocher et al. (2008) did not find a significant stake effect in a one-shot public goods game.  
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same joint probability, but different detection and sanctioning probabilities. In High-Low1, 

the probability of detection is 1 and the probability of sanctioning is 0.1, while the 

probabilities are reversed in Low-High1. The same design holds for the pairs High-Low 2 and 

Low-High2 with a joint probability of 0.16 as well as for High-Low 3 and Low-High3 with a 

joint probability of 0.28. Each subject was randomly assigned to either High-Low or Low-

High and, thus, the effect of joint probabilities are tested in a between subjects design. To 

preserve confidentiality, earnings were privately paid in cash at the end of each experiment in 

a separate room. Each experimental session lasted about 1.5 hours. 

Table 1.  Experimental design. 

Combination  

Probability 

of 

monitoring 

d  

Probability of sanctioning 

given detection  

ds
  

Joint probability of 

monitoring and sanctioning 

dsd  *  

High-Low Treatment 

High-Low1 1.0 0.1 0.10 

High-Low2 0.8 0.2 0.16 

High-Low3 0.7 0.4 0.28 

Low-High Treatment 

Low-High1 0.1 1.0 0.10 

Low-High2 0.2 0.8 0.16 

Low-High3 0.4 0.7 0.28 

 

 

If firm act according to the standard model of economics of crime, we would 

observe the same extent of violation in the combinations with the same joint probabilities: 

High-Low1 and Low-High1; High-Low2 and Low-High2; High-Low3 and Low-High3.  

However, if firms consider aspects in addition to the pure expected monetary fines when 

making their decision on how much to self-report, we would expect different levels of 

violations in each pair of combinations. The difference in detection probability dd  between 

High-Low1 and Low-High1 is larger than the one between High-Low2 and Low-High2, 

which in turn is larger than the difference between High-Low3 and Low-High3. According to 

the predictions of our theoretical model, for a given joint probability of detection and 
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sanction, the probability of detection itself is important, and therefore we would observe a 

difference in the extent of violations between our pairs of combinations as follows: 

332211 LHHLLHHLLHHL dvdvdv  
 
(see equation 9). Given that in our experiment the results of 

the monitoring are not disclosed, i.e., 0 , the image concerns effect in our extended model 

disappears. The direction of the change in violation, i.e., whether it is higher under High-Low 

or under Low-High, will therefore only depend on how our participants perceive the 

legitimacy of the regulation as shown in equation (9).    

 We conducted a pencil and paper experiments. For the student pool, we ran two 

sessions, i.e., one per treatment. In the first session, 30 students faced the High-Low 

combinations; in the second session, 30 students faced the Low-High combinations. For the 

environmental managers’ pool, we ran one session with 39 participants, of which 20 faced 

Low-High combinations and 19 faced High-Low combinations. In the beginning of a session, 

the instructions were handed out. They included a description of the experiment, an example 

of how the experiment works, and some control questions to ensure that participants had 

understood the instructions before proceeding. The instructions were the same in the two 

treatments. Then the experimenter read aloud the instructions and answered questions. Once 

all subjects had completed the comprehensive questions, they had the possibility to ask any 

remaining question in privacy to the experiments. Then the experiment began. Once all 

subjects had handed in their self-report decisions on amount to self-report, the experimenter 

randomly selected which of the three combinations would be used for payment in cash; this 

procedure was described in detail in the instructions. Based on the probabilities in the selected 

combination, the instructor ran a lottery for each participant to decide whether he/she would 

be monitored and whether he/she would be sanctioned conditional on being caught under-

reporting. The lottery was conducted by using the random number generator in EXCEL. A 
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witness belonging to the same sample pool, who did not participate in the experiment, 

certified that the process was indeed random.  

4. Results 

This section presents the analyses of the experiment, but let us first present some socio-

economic characteristics of our sample. Table 2 presents the descriptive statistics of our 

sample. In addition to gender and age, we collected information on morality and risk 

preferences as well as on some other background variables. We use the Moral Judgment Test 

(Lind et al., 1985), which is based on the theory of social development (Kohlberg, 1969), to 

measure the effect of so-called moral judgment competence on the compliance decision.
19

 

Moral judgment competence was defined by Kohlberg as “the capacity to make decisions and 

judgments which are moral and to act in accordance with such judgments” (Lind, 2000). This 

competence is indexed by the C-index, which ranges from zero to one hundred. According to 

Lind (2000), the C-index can be used to classify people into four categories of moral 

development: low (1-9), medium (10-29), high (30-49), and very high (above 50).  

We measure risk preferences using Binswanger’s (1980) risk experiment, which asks the 

subject to choose one option out of two in ten choice sets presented to them. In each choice 

set, option A offers a fixed and for sure payment, while option B consists of a lottery with two 

possible outcomes, either winning twice the amount offered in A or zero. By varying the 

probability of winning in option B, the attitude toward risk can be determined. The probability 

of winning in option B is decreasing from one choice set to the next and, thus, the point at 

which subjects switch from option B to option A gives an indication of their risk aversion.  
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 Ibañez (2007) uses the Moral Judgment Test to explain the decision of cropping coca by farmers in Putumayo, 

Colombia.  
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Table 2.  Descriptive statistics. 

Variable Description 

Students Managers 

H0: No 

difference 

between 

subject 

pools 

Mean Std 

dev. 

Mean Std 

dev. 

(P-value) 

Female 1 if female, otherwise 0 0.47 0.50 0.51 0.50 0.44 

Age Age in years 21.2 2.57 28.54 6.22 0.00 

Index of 

moral 

judgment 

competence 

C-index (0-100) 14.37 8.94 13.93 10.46 0.32 

Low index of 

moral 

judgment 

competence 

C-index (0-9) (20 students and 

17 managers) 
5.53 2.11 4.52 2.71 0.07 

Medium index 

of moral 

judgment 

competence 

C-index(10-29) 

(37 students and 19 managers) 
17.43 6.25 19.37 7.18 0.03 

High index of 

moral 

judgment 

competence 

C-index (30-49) (3 students and 

3 managers) 
35.42 1.64 32.84 1.14 0.34 

Very high 

index of moral 

judgment 

competence 

C-index(50-100) 

(0 students and 0 managers) 
- - - -  

Measure of 

risk aversion 

Continuous variable within the 

interval (0,1]. 

The higher the number, the 

higher the risk aversion. 

0.67 0.17 0.74 0.14 0.00 

Guilt 
Guilt from under-reporting 

1.  No guilty at all 

5.  Extreme guilt 
3.45 1.03 3.47 1.21 0.62 

Shame 

Shame from being caught under-

reporting 

1.  Not ashamed at all 

5.  Extremely ashamed 

3.89 0.99 3.60 1.19 0.06 

Note: P-values are based on a Mann-Whitney test for age, index of moral development, and risk aversion, while 

gender, guilt, and shame are based on a chi-squared test. 
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In our sample, we find that managers are significantly older and also significantly 

more risk averse than are students.
20

 To elicit influence of emotions such as guilt and shame 

in decisions, we asked our participants after they had made their reporting decisions to 

indicate on a 1-5 scale (1=no guilt or shame; 5= extreme guilt or shame) the degree of guilt 

and shame they would feel if caught under-reporting emissions. The differences in guilt and 

shame between students and environmental managers are not significant at the 5% level.  

Table 3 presents the description of the under-reporting in the experiment for students 

and managers separately and also for the different joint probabilities in the two treatments 

separately. In both treatments, the extent of under-reporting is lower than predicted by the 

standard model of economics of crime. This is an indication that our subjects had additional 

considerations when deciding about the extent of violations. Students under-report more than 

managers for all combinations in both treatments. Within High-Low and Low-High, we 

observe a reduction in violation as the joint probability increases from High-Low1 to High-

Low3 and from Low-High1 to Low-High3 respectively, which is according to the standard 

model and also a possible outcome of our extension of the standard model.  

Table 3.  Descriptive statistics for violation. 

Combination 
Violation by managers Violation by students 

Mean Std. dev. Mean Std. dev. 

High-Low1 6.42  4.82   8.96 4.34 

High-Low2 5.47  4.36   7.10 2.67 

High-Low3 3.79  3.54   5.30 3.67 

Low-High1 6.55  5.59   6.13 4.36 

Low-High2 5.10  4.49   6.13 3.55 

Low-High3 3.50  3.58   5.63 3.54 

 

                                                 
20

 Most environmental managers who participated in our experiments are environmental engineers in charge 

of the environmental management department of the firms.  Environmental engineering as a profession is 

relatively new in Colombia (it has been offered at universities for around 12 years). This explains why the 

average age of environmental managers is 29.  
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Table 4 presents the test results of the null hypothesis of no differences in under-

reporting for the same joint probabilities. In the case of our student sample, by using a Mann-

Whitney test, we observe that there is a significant difference in the extent of violations only 

for High-Low1 and Low-High1. This can be explained from our extended model, in which the 

change in detection probability ( dd ) determines the size of the change in violations (see 

equation 9). Additionally, we observe that violations of students in High-Low are higher than 

violations in Low-High with the exception of High-Low3. This is consistent with our theory 

model which predicts an increase in the extent of violation when 0dd  and
 

0)(' vL . 

By using a Mann-Whitney test, we find that the violations among managers are 

unaffected by changes in composition of monitoring and sanctioning probabilities when the 

joint probability is kept constant. In our theoretical model, this happens when the importance 

assigned to the legitimacy motivations is zero (see equation 9). This, together with the fact 

that, in our experiment, monitoring results are not disclosed, imply that managers only 

considered the expected legal fine and intrinsic motivations when making compliance 

decisions.  

Table 4.  Test of null hypothesis of no difference in violation for the same joint probabilities. 

 Students 

(p-value) 

Managers 

(p-value) Null hypothesis 

No difference in violation between High-Low1 and  Low-

High1 

0.02 0.87 

No difference in violation between High-Low2 and  Low-

High2 

0.34 0.74 

No difference in violation between High-Low3 and  Low-

High3 

0.81 0.68 

 

Figures 1 and 2 show the histograms of violation for each sample pool. Visual 

comparison of the distributions of High-Low1 and Low-High1 for the student sample shows 

large differences compared to the managers, which was confirmed in the statistical tests. For 

the subject pool of managers, the distribution of under-reporting does not differ substantially 
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between High-Low and Low-High. The average under-reporting is higher among students 

than among managers. We test the null hypothesis that mean violation is the same between 

the subject pools using a Mann-Whitney test for each combination separately. We reject the 

hypothesis of no difference for the case of Low-High3 at the 5% significance level (p-value= 

0.05) and High-Low1 at the 10% significance (p-value=0.08) level. 

Figure 1. Histograms of violation by combination of probabilities for managers. 

 

 
 

 

 

Figure 2. Histograms of violation by combination of probabilities for students. 
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We also investigate if the degree of under-reporting is statistically different within 

each treatment for different joint probabilities. We test the null hypothesis of no difference in 

under-reporting for all pair-wise combinations of different joint probabilities within a 

treatment, and Table 5 presents the results. In the student sample, we observe that there is a 

statistically significant difference in extent of violation between different joint probabilities 

when people face a low sanctioning probability, i.e., a High-Low combination.  

 

Table 5.  The Wilcoxon Matched-Pairs Ranks test of no sensitivity of under-reporting related to 

joint probabilities 

 Students 

 (p-value) 

Managers 

(p-value) 

High-low treatment    

Ho: No difference in extent of under-reporting between High-

Low1 and  High-Low2 

0.00 0.00 

Ho: No difference in extent of under-reporting between High-

Low2 and High-Low3 

0.00 0.00 

Ho: No difference in extent of under-reporting between High-

Low1 and High-Low3 

0.00 0.00 

Low-high treatment    

Ho: No difference in extent of under- reporting size between 

Low-High1 and  Low-High2 

0.74 0.00 

Ho: No difference in extent of under- reporting size between 

Low-High2 and  Low-High3 

0.17 0.00 

Ho: No difference in extent of under- reporting size between 

Low-High1 and  Low-High3 

0.39 0.00 

 

The extent of violation under High-Low1 ( 1.0* 
dsd  ) is significantly higher than 

that under High-Low2 )16.0*( 
dsd 

 
and High-Low3 )28.0*( 

dsd  . In contrast, 

when there is a high sanctioning probability, i.e., Low-High combinations, although extent of 

violation decreases as the sanction probability increases the differences are not statistically 

significant at conventional levels. In our proposed theoretical model, this is explained by the 

fact that detection probability influences the expected image and legitimacy motivations in 

addition to the expected legal fine, whereas sanctioning probability only influences the 

expected legal fine. If the difference in violation between different joints probabilities were 
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only due to joint probability as such, then we would expect the same “significance result” 

under High-Low and Low-High. Conducting the same analysis for managers, we observe that 

a higher joint probability leads to a lower extent of violation irrespective of the treatment. 

This is also an indication that managers make their decisions only based on intrinsic and legal 

motivations. 

Table 6 presents the marginal effects of a Tobit regression and explains the 

extent of under-reporting separately for each sample. We observe in the two samples that the 

coefficient of the joint probability of monitoring and sanctioning is significantly different 

from zero at the 5% significance level. The negative sign of this coefficient indicates that 

when joint probability increases, the extent of violation decreases. This is in line both with our 

findings in the non-parametric tests and with theoretical predictions. In our students’ sample, 

we find a significant and positive effect of monitoring probability. When the probability 

increases, so does the extent of violation. According to our theory model, subjects who do not 

feel that the rule of paying for emissions is appropriate may use non-compliance to express 

their disapproval. For managers, monitoring probability per-se does not affect the extent of 

violation which is consistent with our non-parametric tests. We also find a gender effect in 

both samples: the extent of violation is significantly lower among females than among males. 

In contrast to the managers, for students the coefficient of the index of moral judgment 

competence is significantly different from zero at 5% although the effect is not large. The risk 

attitudes are also significantly different from zero at 5% for the students, but not for 

managers. Subjects with higher levels of moral judgment competence violate significantly 

less, and the higher the risk aversion the lower the extent of violation.
21

 

                                                 
21

 To test the robustness of the results to the choice of econometric model, we also estimated a count data model 

as well as a random effects model and Tobit models on the sub-sample with a positive extent of under-reporting. 

The statistical and economic significances of the results are robust to the different modeling approaches. 

Additionally, we conducted a likelihood ratio test to test the null hypothesis that coefficients of the explanatory 
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Table 6.  Tobit regression for the extent of under-reporting.  

 
Dependent variable: Extent of  under-

reporting 

 

Students  Managers 

Marginal 

effects 

P-value Marginal 

effects 

P-value 

Joint probability Detection and sanctioning 

dsd  *  
-12.29 0.002 -20.83 0.003 

Detection probability d  3.10 0.001 0.68 0.692 

Female -2.38 0.037 -4.08 0.024 

C-index -0.12 0.020 -0.09 0.250 

C-index * Female 0.17 0.007 0.08 0.424 

Guilt 0.16 0.607 -0.12 0.815 

Risk aversion measure -5.57 0.002 2.63 0.474 

Number of observations 180 114 

 

Based on our results of the non-parametric test and econometric analysis, for the 

manager sample, we cannot reject the hypothesis of substitutability between detection and 

sanctioning probabilities. This implies that a regulator may use different combinations of 

monitoring and sanctioning probabilities without affecting the behavior of regulated agents. 

However, the extent of violation chosen by environmental managers is lower than predicted 

by the standard model, indicating that there are determinants of the extent of violations 

additional to economic incentives. We use the Moral Judgment Test (Lind et al., 1985) to 

measure the effect of morality on violation decisions and measure risk preferences using 

Binswanger’s (1980) risk experiment. For managers, pool variables such as gender, moral 

development, and risk aversion do not explain the extent of violation. This indicates that, 

although individual characteristics of the managers do not matter for firms’ decisions, there 

are still considerations additional to monetary sanctions when deciding degree of compliance 

with regulations.   

For the student sample, the chosen extent of violation is lower than predicted. 

The moral development index, the subject gender, and risk aversion have a significant effect 

                                                                                                                                                         
variables are the same between managers and students. We can reject the null hypothesis at the 5% level (p-

value< 0.01).   
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on extent of violation. Moreover, for students, the fact that detection probability is important 

is made evident by the finding that, for this sample pool, different combinations of detection 

and sanctioning probabilities have different deterrence effects on extent of violation.  The sign 

of detection probability in the student sample indicates that the extent of under-reporting 

increases with detection probability. A plausible explanation for this, from our theoretical 

model, is that students do not perceive the rule of self-reporting emissions and paying for 

them as legitimate.  

 

5. Conclusion 

The standard theory assumes that an agent chooses the extent of under-reporting 

by comparing the benefits and expected legal fines from violating. However, as shown in for 

example research on income and tax evasion as well as in more theoretical work on 

motivational factors behind pro-social behavior (e.g., Bénabou and Tirole, 2006), people do 

not violate the law as much as predicted and take factors other than legal fines into account 

when making compliance decisions. Additionally, standard theory predicts that as long as the 

joint probability of detection and sanctioning remains constant, the extent of violations of a 

regulated agent is insensitive to variations in detection and sanctioning probabilities.  We 

propose an alternative theoretical model in which an agent not only considers the expected 

monetary fine in case she is caught under-reporting but also considers three other costs of 

violation. The agent considers a cost related to intrinsic motivations, a cost related to image 

motivation, and a cost related to the possibility of showing her opinion about the legitimacy of 

the regulation through compliance decisions. The two latter costs are directly related to the 

probability of being caught under-reporting. In contrast to the standard model of law 

enforcement, our theoretical model predicts that the extent of violation is different for 

different combinations of monitoring and sanction probabilities when the joint probability is 

kept constant.  
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By using a laboratory experiment, we investigate the effect of different 

combinations of detection and sanctioning probabilities on self-reported emissions to 

authorities, i.e., we analyze the substitutability of probability of detection and probability of 

sanctioning given detection when the goal is to deter violation. The results for the manager 

sample indicate that we cannot reject the hypothesis that detection and sanctioning 

probabilities are substitutes. This implies that the authority may use any mix of probabilities 

of detection and sanctioning without affecting the behavior of the regulated agents; i.e., only 

the joint probability of detection and sanctioning matters. A regulator who, subject to an 

enforcement budget constraint, decides on the probabilities of detection and sanctioning in 

order to minimize violations should allocate resources to detection and sanctioning such that 

each monetary unit spent on detection and on sanctioning given violation is detected 

leads to the same reduction in violations. A natural extension would be to investigate the 

effect of disclosure in this context. 

From a methodological perspective, it is of interest to note that, in this study, 

students behaved differently than managers. In general, managers under-reported less and 

their behavior was more difficult to explain by differences in moral development, attitudes 

towards risk, and personal characteristics such as gender. Our results have clear implications 

for authorities in case of self-reported emission levels, but it is suggested that future research 

also investigate whether the effect is the same for choice of emission levels. Needless to say, 

replications in a laboratory as well as implementation in field experiments are of course 

warranted for such an important issue. 

   



  

29 

 

References 

 

Alm, J., Jackson, B.R., and McKee, M., 1992. Estimating the determinants of tax payer 

compliance with experimental data. National Tax Journal 45, 107-114. 

 

Andreoni, J., 1991. Reasonable doubt and the optimal magnitude of fines: should the penalty 

fit the crime? RAND Journal of Economics 22 , 385–395. 

 

Andreoni, J., Erard B., and Feinstein J., 1998. Tax Compliance. Journal of Economic 

Literature 36, 818-860. 

 

Bénabou, R., Tirole, J., 2006. Incentives and Prosocial behavior. American Economic Review 

96, 1652-1678. 

 

Bebchuk L.A., Kaplow, L., 1992.  Optimal sanction when individuals are imperfectly 

informed about the probability of apprehension. Journal of Legal Studies 21, 365–370. 

  

Bebchuk L.A., and LKaplow, L., 1993. Optimal sanctions and differences in individuals' 

likelihood of avoiding detection. International Review of Law and Economics 13, 217–224.  

 

Becker, G.S., 1968. Crime and punishment: An economic approach. Journal of Political 

Economy 76, 169-217. 

 

Binswanger, H. 1980. “Attitude towards risk: Experimental Measurement in Rural Area.” 

American Journal of Agricultural Economics. 62 : 395-407 

 

Blackman, A., 2009a. Colombia’s discharge fee program: Incentives for polluters or 

regulators?. Journal of Environmental Management 90, 101-119. 

 

Blackman, A., 2009b. Alternative Pollution Control Policies in Developing Countries:  

Informal, Informational, and Voluntary. RFF Discussion Paper 09-10 May.  

 

Briceño, Sandra., and Chávez  C.A., 2007. Programa de Tasas Retributivas en Colombia. Una 

Evaluación del Diseño de Fiscalización y su Cumplimiento en el Caso de Corpochivor. 

Ensayos de Economía 17, 105-138. Universidad Nacional de Colombia, sede Medellín, 

Colombia. 

 

Cárdenas, J.C., Stranlund, J., and Willis, C., 2000. Local Environmental Control and 

Institutional Crowding Out.  World Development 28, 1719-1733. 

 

Cason, T.N., and Gangadharan, L-., 2006. Emissions Variability in the tradable permit 

markets with imperfect enforcement and banking. Journal of Economic Behavior and 

Organization 61, 199-216. 

 

Farmer, A., 2007.  Action in response to non-compliance. In: Handbook of Environmental 

Protection and Enforcement. Principles and Practice. London: Earthscan press pp. 142-145.  

 

Fees E., and Wohlschlegel A., 2009.  Why higher punishment may reduce deterrence.  

Economics Letters 104, 69-71.  



  

30 

 

 

Fehr, E., and List, J., 2004. The Hidden Costs and Returns of Incentives - Trust and 

Trustworthiness Among CEOs. Journal of the European Economic Association 2, 743-771. 

 

Fortin, B., Lacroix, G., and Villeval, M.C., 2007. Tax evasion and social interactions: an 

experimental approach. Journal of Public Economics 91, 2089-2112. 

 

Friedland, N., Maital, S., and Rutenberg, A., 1978. A Simulation Study of Income Tax 

Evasion. Journal of Public Economics 10, 107-16. 

 

Garupa, N., 2001. Optimal Magnitude and Probability of fines. European Economic Review, 

45,  1765-1771. 

 
 

Haigh, M. S., and List, J. A., 2005. Do Professional Traders Exhibit Myopic Loss Aversion? 

An Experimental Analysis. Journal of Finance 60, 523-534. 

 

Harford, J. D., 1978. Firm Behavior under Imperfectly Enforceable Pollution Standards and 

Taxes. Journal of Environmental Economics and Management 5, 26-43. 

 

Harford, J. D., 1987. Self-Reporting of Pollution and the Firm’s Behavior under Imperfectly 

Enforceable Regulations. Journal of Environmental Economics and Management 14, 293-303. 

 

Ibañez, M., 2007. Who crops coca and why?, In: Social Dilemmas; The role of incentives, 

norms and institutions. Economic Studies 166. Gothenburg.  

 

Kaplow, L., 1992. The optimal probability and magnitude of fines for acts that definitely are 

undesirable. International Review of Law and Economics 12  3-11.  

Kaplow, L., and Shavell, S., 1994. Optimal Law Enforcement with Self-Reporting of 

Behavior. Journal of Political Economy 103, 586-606. 

 

Kocher, M., Martinsson, P., and Visser, M., 2008. Does stake size matter for cooperation and 

punishment?. Economics Letters 99, 508-511. 

 

Kohlberg, L. 1969. “Stage and sequence: The cognitive developmental approach to 

socialization.” In: D. Goslin, ed., Handbook of socialization theory and research. Chicago: 

Rand McNally, pp. 347-480. 
 

Lind, G., Hartmann, H. A. and R. Wakenhut (Eds). 1985. “Moral Development and the Social 

Environment Studies in the Philosophy and Psychology of Moral Judgment and Education”. 

 

Lind, G. 2000. “Review and appraisal of the Moral Judgment test MJT”. Psychology of 

Morality & Democracy and Education.  

 

Livernois, J., and McKenna, C.J., 1999. Truth or Consequences: Enforcing Pollution 

Standards with Self-Reporting. Journal of Public Economics 73, 415-440. 

 

Malik, A., 1993. Self-Reporting and the Design of Policies for Regulating Stochastic 

Pollution. Journal of Environmental Economics and Management 24, 241-257. 

 



  

31 

 

Macho-Stadler, I., and Pérez-Castrillo, D., 2006. Optimal Enforcement Policy and Firms, 

Emissions and Compliance with Environmental Taxes. Journal of Environmental Economics 

and Management 51, 110-131. 

 

Macho-Stadler, I., 2008.  Environmental regulation: choice of instruments under imperfect 

compliance. Spanish Economic Review 10, 1-21. 

 

Murphy, J.J., and Stranlund, J.K., 2006. Direct and market effects of enforcing emissions 

trading programs: an experimental analysis. Journal of Economic Behavior and Organization 

61, 217–233. 

 

Murphy, J. J., and Stranlund, J.K., 2007. A Laboratory Investigation of Compliance Behavior 

under Tradable Emissions Rights: Implications for Targeted Enforcement. Journal of 

Environmental Economics and Management 53, 196-212. 

 

Polinsky, A.M., and Shavell, S., 1991. A note on optimal fines when wealth varies among 

individuals.American Economic Review 81, 618-621. 

 

Polinsky, A.M., and Shavell, S., 2000. The economic theory of public enforcement of law. 

Journal of Economic Literature 38, 45-76. 

 

Polinsky, A.M., and Shavell, S., 2007. The Theory of Public Enforcement of Law. Handbook 

of Law and Economics. Elsevier, Amsterdam. 

 

Portney, P.R., 2005. Corporate Social Responsibility.  An Economic and Public Policy 

Perspective. In: Environmental Protection and the Social Responsibility of Firms.  

Perspectives from Law, Economics and Business.  Printed in U.S.A. Resources for the Future 

Press 

 

Sandmo, A., 2002. Efficient Environmental Policy with Imperfect Compliance. 

Environmental and Resource Economics 23, 85-103. 

 

Shavell, S., and Polinsky, M., 1979.  The Optimal Tradeoff Between the Probability and 

Magnitude of Fines. American Economic Review 69, 880–891. 

 

Slemrod, J., Blumenthal, M. Christian, C. 2001. “Taxpayer Response to an Increased 

Probability of Audit: Evidence from a Controlled Experiment in Minnesota”. Journal of 

Public Economics 79: 455–483. 

 

Strandlund, J.K., Murphy, J.J., and Spraggon, J.M., 2008. Imperfect Enforcement of 

Emissions Trading and Industry Welfare: A Laboratory Investigation. Working paper N0. 

2008-1. University of Massachusetts Amherst. Department of Resource Economics.  

 

Tyler, T.R., 2006.  Psychological Perspectives on Legitimacy and Legitimation.  Annual 

Review of Psychology 57, 375-400. 

 

Tyran, J.R., and Feld, L.P., 2006.  Achieving Compliance when Legal Sanctions are Non-

Deterrent.  Scandinavian Journal of Economics 108, 135-156 

 



  

32 

 

Torgler, B., 2002. Speaking to the theorist and searching for the facts: tax morale and tax 

compliance in experiments. Journal of Economic Surveys 16, 657-83. 

 

Trivedi V.U., Shehata M., and Lynn B., 2003. Impact of personal and situational factors on 

taxpayer compliance: an experimental analysis. Journal of Business Ethics 47, 175-97. 

 

Zinnes, C., 1997. The road to creating an integrated pollution charge and permitting system in 

Romania. In: Bluffstone, R., Larson, B. (Eds.), Controlling Pollution in Transition 

Economies. Edward Elgar, Cheltenham. 

 



  

 

Appendix A 

 

Equation (5) in the text, called (A1) in this appendix, is as follows: 
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Abstract 

 

This paper investigates whether disclosure crowds out pro-social behavior using a public goods 

experiment. In a between-subject design, we investigate different degrees of disclosure. We find 

a small positive but insignificant effect of disclosure treatments on contributions to the public 

good. Thus, our empirical findings are consistent crowding-out theory.  
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1. Introduction   

Over the last few decades, many different types of external interventions have been 

implemented in various areas ranging from environmental protection to charitable giving with the 

aim of increasing people’s pro-social behavior. However, as pointed out by Frey and Jegen 

(2001) and Nyborg and Rege (2003), it has been documented in the literature that external 

interventions may enhance intrinsic motivations (crowding in) when the external intervention is 

perceived by subjects as supportive, or reduce intrinsic motivations (crowding out) when the 

intervention is perceived by subjects as controlling. In cases where the decrease in intrinsic 

motivation is larger than or equal to the increase in other types of motivations from the 

intervention, crowding out has occurred. For example, Titmuss (1970) argued that if people were 

paid for blood donations, the supply of blood would decrease. In a recent field experiment by 

Mellström and Johannesson (2008), Titmuss’s argument is partly supported by the empirical 

findings.  In a similar vein, Frey and Oberholzer-Gee (1997) find that the acceptance of “not-in-

my-backyard-projects” is reduced if monetary compensation is offered, while a study by Gneezy 

and Rustichini (2000) shows that an imposed fine for late pick up of children from daycare 

increases the number of late pick-ups. To affect pro-social behavior in the desired direction, it is 

important to understand the underlying motivational factors. Benabou and Tirole (2006) discuss 

three broad motivations to why individuals behave pro-socially: (i) intrinsic, (ii) extrinsic, and 

(iii) image motivation.
1
 While intrinsic and extrinsic motivations focus on factors such as 

altruism and monetary rewards, image motivation focuses on the fact that an individual derives 

utility from how other people perceive her, i.e., social approval, and from the way she perceives 

                                                 
1
 There is a similar classification in, e.g., Ariely et al. (2009). For early work on intrinsic motivation, see, e.g., Deci 

(1975). 
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herself (e.g., self-image). Most of the research on testing the hypothesis of crowding out has 

focused on monetary compensation, which directly affects extrinsic motivation.  

 

The objective of the present paper is to investigate whether disclosure, as an external 

intervention, crowds out contributions to a public good by using an experimental approach, and 

more specifically, we test the effect of different degrees of disclosure on contribution levels in 

our public goods experiments. In contrast to the anonymous setting in public goods experiments, 

many situations in our daily lives contain an element of disclosure of both identities and 

contributions. Not surprisingly, disclosure has been used in many situations ranging from public 

announcements at fundraising events to official reporting of pollution levels of companies, with 

the common purpose of using image motivations to induce pro-social behavior. By using a one-

shot public goods experiment based on the design in Fischbacher et al. (2001), we focus on the 

effect of three different types of disclosure on contributions to a public good, namely (i) out-

group disclosure, where a subject’s identity and contribution are disclosed to all subjects in the 

experimental session but group belonging is not disclosed, (ii) in-group disclosure, where each 

subject’s identity and contribution are revealed to the group members only, and (iii) joint in-

group and out-group disclosure, i.e., a subject’s contribution is disclosed to all subjects of the 

session, together with a baseline treatment comprising of the standard setting of not disclosing 

group belonging.
2
 To avoid confounded effects between disclosure and stereotyping based on 

gender and beauty (e.g., Andreoni and Petrie, 2008), group belonging and contribution were 

disclosed after all participants had made their contributions. These three types of disclosure 

schemes can be implemented in many local public good situations, e.g., in the context of water 

                                                 
2
 It should be noted that a one-shot experiment rules out that strategic motives can play a role, although strategic 

motives related to meeting the same persons after the experiment cannot be ruled out.  
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quality of rivers in different watersheds. In this situation, the local environmental authority has 

the possibility to choose a disclosure scheme, where subjects’ behavior can be disclosed either in-

group to others situated along the same river, out-group to other firms/people in the region but 

not necessarily situated along the same river, or a combined approach. In our analysis, we go 

beyond the existing studies by disentangling the effect of in-group disclosure, i.e., decisions that 

are revealed only to the group members, and out-group disclosure, i.e., decisions that are revealed 

to everyone without stating group belongings, on pro-social behavior in a public good setting.  

 

The little existing experimental evidence regarding using disclosure as an external 

intervention to increase pro-social behavior is mixed. A few laboratory experiments have 

investigated the effect of disclosure on cooperation using public goods experiments.
3
 Rege and 

Telle (2004) tested whether social approval affects cooperation in a one-shot public good 

experiment using an in-group disclosure strategy. In the disclosure treatment, where the subjects 

themselves revealed their contributions to the other members of their own group, contributions to 

the public good were significantly higher compared to a standard setting with no disclosure. In 

contrast, Noussair and Tucker (2007) did not find a significant difference in a one-shot 

experiment with disclosure using a design similar to Rege and Telle (2004), while they did find 

significantly lower contributions in a multi-period public goods experiment with disclosure.
4
 List 

                                                 
3
 Despite the fact that the standard public goods experiment is conducted anonymously, and in contrast to predictions 

of standard economic theory, subjects on average contribute a positive amount to public goods (e.g., Leyard, 1995; 

Zelmer, 2003). 
4
 A related study by Burnham and Hare (2007) included a treatment where subjects were watched by a robot with 

eyes, and this significantly increased the contributions. There are some papers on the effect of disclosure in a multi-

period public goods game. Gächter and Fehr (1999) studied the effect of social approval incentives introduced at the 

end of a 10 period public good game on contributions. A number of papers have investigated the effect of public 

disclosure of behavior but not identity. Croson (2001) found in multi-period public goods experiments that disclosing 

information to other group members about contributions without revealing any identities has no significant effect on 

contribution, while Sell and Wilson (1991) found, using a similar design, that disclosure of contribution, but not 

identity, does have a significant impact on contributions.  Laury et al. (1995) test the differences in contributions in a 
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et al. (2004) studied the effect of different degrees of anonymity when voting on whether or not 

all of the experiment participants have to contribute the whole participation fee to a public good. 

They found that that random disclosure of donation to a public good resulted in a significantly 

higher share of yes responses compared to a treatment where the answer to the referendum was 

completely anonymous.
5
 In a field experiment, Soetevent (2005) investigated church offerings 

among 30 churches in the Netherlands. He found that significantly higher donations to causes 

outside the church were made when open collection baskets were used instead of ”closed” 

collection bags. Yet, the effect vanished over time, and he did not find this effect for offerings 

with an internal cause.
6
 His design could be seen as a large in-group treatment with partial 

disclosure since only neighbors could potentially see the amount donated by someone else. By 

using a lab experiment and a field experiment to test for social approval, Ariely et al. (2009) 

found that donations increase in size if they are seen by others in a treatment. As discussed in 

Blackman (2008), disclosure has been frequently used in a number of countries to reveal the 

pollution levels among firms. Although the results of using disclosure as an external intervention 

to regulate pollution are mixed, the main effect seems to be reduced pollution among the heaviest 

polluting firms.
7
 The main finding of our public goods experiments is that disclosure increases 

contributions to the public good, yet the effect is statistically insignificant at conventional levels. 

This indicates crowding-out in a similar manner as monetary rewards. The rest of the paper is 

organized as follows: Section 2 presents the experimental design and procedures. Section 3 

                                                                                                                                                              
double-blind versus a single-blind treatment, but did not find a significant difference in contribution levels related to 

disclosure. 
5
 Andreoni and Bernheim (2009) found that the proportion of equal split in a dictator game increases as the 

probability of disclosure decreases.   
6
 Alpizar et al. (2008) found in a field experiment on donations to a national park that donations made in front of a 

solicitor are significantly higher than those made anonymously.   
7
 A related literature explores the effects of leading by example on contributions to public goods. In this type of 

experiment, the leader decides and announces her contribution before the other group members make their 

contributions. Such leadership has been found to increase contributions in comparison with the standard anonymous 

and simultaneous contribution to the public good (e.g., Güth et al., 2006; Rivas and Sutter, 2009).   
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contains the results from our analysis. Finally, Section 4 offers a discussion and concluding 

remarks. 

 

2. Experimental design 

Our experiment builds on the experimental design by Fischbacher et al. (2001).
8
 The key 

features of their design are elicitation of both unconditional and conditional contributions to a 

public good. In the unconditional setting, subjects are asked how much they would like to 

contribute to a public good, which replicates a standard one-shot public good experiment. In the 

conditional contribution setting, the strategy method is used, i.e., subjects are requested to fill in a 

conditional contribution table that specifies how much they would like to contribute to a public 

good conditional on each of the possible average contribution levels of the other members of their 

group (rounded to the nearest integer). In the standard experimental set-up, neither group 

belonging nor contributions at the individual level are revealed to subjects before, during, or after 

the experiment. In the disclosure treatments, contributions and identity are revealed following 

completion of all contributions, and the exact information on the disclosure procedure is 

thoroughly described in the instructions read prior to the contribution decisions.
9
  

 

We use a standard linear public goods experiment. Each subject is endowed with 20 tokens 

and the marginal per capita return from the public good is set to 0.4. Each group consists of four 

members. Thus, subject i’s payoff in tokens is given by 

                                                 
8
 For other studies using this design, see, e.g., Fischbacher and Gächter (2009), Herrmann and Thöni (2009), and 

Kocher et al. (2008). 
9
 It should be noted that this is different from previous experiments. In Andreoni and Petrie (2004), subjects could 

see photos of their group members, but their decisions were not revealed to others in a face-to-face situation. In Rege 

and Telle (2004), the subjects made their decisions in front of the other members of their respective groups. Given 

gender and beauty stereotypes (see, e.g., Andreoni and Petrie, 2008), it is difficult to know whether and in what 

direction such disclosure can be expected to  affect contributions.  
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
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
4
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4.020
i

iii cc ,          (1) 

where ic  is the amount invested in the public good by individual i. In order to make each of the 

choices incentive compatible, for three of the subjects in each group, the unconditional 

contribution counts as their contribution to the public good. The contribution from the fourth 

subject, who is randomly selected from the group, is based on her conditional contribution table. 

More exactly, the conditional contribution she reported for the average unconditional 

contributions of the other three members is taken as her contribution to the public good. Thus, by 

adding the three unconditional contributions and the conditional contribution by the fourth 

member, the total contribution by the group to the public good can be calculated using equation 

(1).   

 

Our 2x2 experimental design is summarized in Table 1. The two dimensions in our 

experiment are disclosure to members of own group, i.e., in-group disclosure, and disclosure to 

all subjects in a session, i.e., out-group disclosure.  The no-disclosure treatment is a standard 

public goods game setting with complete anonymity regarding both the identities of and the 

contributions made by the subjects. In the out-group disclosure treatment, each subject is asked 

one at a time, by using the experimental identification numbers, to stand up in front of the group 

after the completion of the experiment, whereby her income-relevant decision is publicly 

announced by the experimenter to all subjects in that session, without any reference to group 

belonging. In the in-group disclosure treatment, the contributions of the subjects are disclosed to 

group members only. In this treatment, the four group members come together, one group at a 

time, in a room next door. Once the four group members are seated, each subject is asked one at a 

time by using experimental identification numbers to stand up in front of the others, whereby her 
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income-relevant decision is publicly announced by the experimenter. In the joint disclosure 

treatment, the four group members are asked, one group at a time, to sit on four chairs in front of 

all participants in the session. Then, the income-relevant decision is revealed by the 

experimenter, using the same procedure as in the other two disclosure treatments. 

 

Table 1.  The experimental design of the public goods experiments.  

 

Out-group disclosure 

(Contributions and identity announced to all 

participants in the session) 

No Yes 

In-group disclosure 

(Contributions and identity 

announced only to group 

members) 

No 

No disclosure 
Standard public good game 

without disclosure  

 

Out-group disclosure 

Public good game with 

only out-group 

disclosure 

Yes 
In-group disclosure 

Public good game with  

only in-group disclosure 

Joint disclosure 
Public good game with 

both in-group and out-

group disclosure   

 

 

An experimental session consisted of the following stages: At the beginning of a session, 

participants completed the Mach-IV test (Christie and Geis, 1970).
10

 According to Vecchio and 

Sussmann (1991), the resulting test score can be used as a proxy of the degree of an individual’s 

selfishness. The purpose was to be able to test whether the fraction of selfish subjects was the 

same across treatments. Once all participants had completed the Mach-IV test, the experimental 

instructions were handed out and read aloud to the subjects.
11

 Several examples and individual 

exercises were provided as well. To check for the subjects’ understanding of the experiment, the 

experimenter publicly solved the exercises once all participants had finished answering them. 

Any additional questions the subjects had were then answered in private. The subjects 

                                                 
10

 The Mach-IV test has been applied in previous experiments, e.g., Gunnthorsdottir et al. (2002). 
11

 The instructions are available from the authors upon request. 
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simultaneously decided how much to contribute unconditionally to the public good, and filled in 

the conditional contribution table, where they indicated their contribution to the group account 

given the average contribution (rounded to the nearest integer) of the other three group members. 

After the decision sheets had been collected, the participants were asked in writing about their 

beliefs regarding the total unconditional contribution levels of the other three participants to the 

public good account. As in Gächter and Renner (2006), we monetarily rewarded subjects by 

using tokens for accurate guesses. Then the subjects completed a socio-economic questionnaire. 

By using the random number generator in EXCEL, the experimenter randomly selected one 

member in each group for whom the conditional contribution was the income relevant decision 

and then calculated the amount to be paid to each subject. In the disclosure treatments, the 

contribution-revealing stage was conducted and finally all subjects were paid privately in cash.  

 

3. Experimental results 

Our subjects were students at Universidad Nacional de Colombia-Sede Medellín, Colombia. 

Participants were randomly selected from a list of people who registered in response to an e-mail 

invitation to participate in the experiment. We ran four treatments (with two sessions per 

treatment) corresponding to the 2x2 design described in Table 1. In each session, there were 24 

participants randomly allocated to groups of four. Each token earned in the experiment equaled 

750 Colombian pesos.
12

 We began by investigating the homogeneity between subjects in 

different treatments. Using the Kruskal-Wallis test we can neither reject the null hypothesis of no 

differences between treatments in degree of selfishness (based on the Mach IV index) nor the null 

hypothesis of the same gender composition using a chi-square test. On average, subjects earned 

                                                 
12

 At the time of the experiment, 2,275 Colombian pesos = 1 USD. 
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24,000 Colombian pesos (approximately 10.5 USD) in the 90 minutes that the sessions lasted, 

including an additional show-up fee of 5,000 Colombian pesos (approximately 2.3 USD).  

 

3.1 Unconditional Contributions to the Public Good 

The mean unconditional contribution for the four treatments is shown in Table 2, where a 

subject’s contribution is denoted in percent of her maximum possible contribution of 20 tokens. 

In the standard public goods game (without disclosure), subjects on average contributed 7.98 

tokens (39.9% of the endowment). Introducing only out-group disclosure increases the average 

contribution to 8.77 tokens (43.8%). Introducing out-group disclosure when in-group disclosure 

was already implemented resulted in an increase from 8.64 tokens (43.2%) in the in-group 

disclosure treatment to 9.62 tokens (48.1%) in the joint disclosure treatment. In a similar way, the 

effect of in-group disclosure can be made conditional on out-group disclosure. Introducing only 

in-group disclosure increases the average contribution to 8.64 tokens (43.2%).  Introducing in-

group disclosure when out-group was already implemented resulted in an increase from 8.77 

tokens (43.8%) to 9.62 tokens (48.1%). Finally, the overall effect by combining out-group and in-

group disclosure compared to no disclosure consisted of an increase from 7.98 tokens (39.9%) to 

9.62 tokens (48.1%). We conducted a Wilcoxon-Mann-Whitney test to test the null hypothesis of 

equal distributions of unconditional contributions in all treatment pairs, and we cannot reject the 

null hypothesis for any of the pairs of treatments at the 5% significance level.
13

 Similarly, the null 

hypothesis of equal distribution of unconditional contributions across the four treatments is not 

rejected at the 10% level based on a Kruskal-Wallis test (p-value=0.68). 

 

                                                 
13

 We performed a Kolmogorov-Smirnov test of the null hypothesis of equal distributions in treatment pairs, and we 

cannot reject the null hypothesis at the 5% significance level in any of the pair-wise tests. 



 11 

Table 2. Average unconditional contributions in the different treatments (contributions in percentage of 

endowment in parentheses). 

 

 
Out-group disclosure 

  

No Yes Change H0: No 

difference 

(p-value) 

In-group 

disclosure 

No No disclosure 

 

7.98 tokens 

(39.9%) 

 

Out-group 

design 

8.77 tokens 

(43.8%) 

 

 

0.79 tokens 

(3.9%) 

 

 

0.43 

Yes In-group 

disclosure 

8.64 tokens 

(43.2%) 

Joint disclosure 
 

9.62 tokens 

(48.1%) 

 

 

0.98 tokens 

(4.9%) 

 

 

0.50 

 

 

Change 

  

 

0.66 tokens 

(3.3%) 

 

 

0.85 tokens 

4.3% 

 (No-disclosure 

vs. Joint 

disclosure) 

1.62 tokens 

8.2% 

 

H0: No 

difference (p-

value) 

 0.64 0.61  0.24 

Note: The pair-wise tests are based on a Wilcoxon-Mann-Whitney test while the overall test is based on the Kruskal-

Wallis test.  

 

Figure 1 shows the distribution of unconditional contributions per treatment using 

histograms. In the analysis below, we focus on comparing the different disclosure treatments to 

the base case of no disclosure. Compared to the no-disclosure treatment, the main effect of out-

group disclosure is an increase in the proportion of subjects contributing 50% of the endowment. 

A similar effect is found for in-group disclosure, but additionally, there is an increase in the 

proportion of unconditional contributions of full endowment. Interestingly, the joint disclosure 

treatment results in a more uniformly distributed contribution pattern than in out-group or in-

group disclosure, i.e., heterogeneity in contribution increases. Following Rege and Telle (2004), 

we examined the behavior in more detail by first studying the number of subjects who gave 
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everything or nothing in the unconditional contribution treatment. The null hypothesis of equal 

proportions of full contributors in all four treatments is not rejected at the 5% significance level 

(p-value=0.09) using a chi-square test. Moreover, the proportion of zero contributors is not 

statistically different across the four treatments (p-value=0.75) using the same test. We then 

conducted pair-wise tests between treatments of the null hypothesis of equal proportions of full 

contributors and zero contributors respectively, and we only reject the null hypothesis of equal 

proportions of full contributors between out-group disclosure and joint treatment at the 5% 

significance level (p-value=0.03). Using a chi-square test, we cannot reject the null hypothesis of 

equal proportions of subjects contributing 50% of the endowment at the 5% significance level 

between the out-group disclosure and the joint disclosure treatments (p-value=0.04). 

 

Figure 1.  Histograms unconditional contributions per treatment. 

 

 

As expected, the distribution of the guessed contributions of the other group members 

follows a similar pattern as the distributions of own unconditional contributions. In Figure 2 

0 

.1 

.2 

.3 

0 

.1 

.2 

.3 

0 5 10 15 20 0 5 10 15 20 

No disclosure Out-group disclosure 

In-group disclosure Joint disclosure 

Unconditional contribution 
(tokens) 
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below, we show the histograms of the difference between own unconditional contribution and the 

guessed average contributions of the other group members. In all four treatments, Figure 2 shows 

a spike at 0, meaning that most subjects guessed that others unconditionally contribute the same 

as themselves. In a pair-wise chi-square test, where we categorized behavior into three groups 

(i.e., own contribution is less than, the same as, or higher than the guessed average contribution 

by others), we cannot reject the null hypothesis of no difference between any of the pairs at the 

5% significance level.  

Figure 2.  Histograms of differences between unconditional contribution and guessed contribution 

per treatment. 

 

In Table 3, Model 1 presents the results of the Tobit regression of the unconditional 

contribution on the disclosure treatments.  We observe that none of the treatment variables are 

significant. This means that the unconditional contribution to a public good is not significantly 

different under any of the disclosure treatments compared to the unconditional contribution in the 

0 

.1 

.2 

0 

.1 

.2 

-20 -10 0 10 20 -20 -10 0 10 20 

      No disclosure        Out-group disclosure 

       In-group disclosure               Joint disclosure 

Density 

  (Unconditional contribution - Guessed average contribution of others) 
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anonymity treatment. In Model 2, when the subjects’ guessed average contributions of others is 

included as an additional explanatory variable, we observe that guessed contribution has a 

positive and significant effect on unconditional contributions. When the belief about others’ 

contributions increases by 1 token the unconditional contribution increases by 0.30 tokens. This 

indicates that, on average, subjects are imperfect conditional cooperators. The effects of the 

dummy variables for in-group and out-group disclosure on unconditional contributions have the 

expected positive sign, yet they are not significant at conventional levels.  

Table 3. Results from Tobit regression model.  Dependent variable: unconditional contribution. 

 

 Model 1 Model 2 

Independent variables  Marginal effects Marginal effects 

In-group disclosure 0.85 

(1.31) 

0.36 

(0.90) 

Out-group disclosure 0.96 

(1.30) 

0.38 

(0.89) 

Joint disclosure 2.09 

(1.31) 

1.63* 

(0.90) 

Guessed average contribution of others  0.31*** 

(0.02) 
Note:  *, **, and *** denote significance at the 10%, 5%, and 1% level respectively.  Standard errors reported 

in parenthesis.  

 

 

 

3.2 Types of contributors 

We use the conditional contribution tables to analyze the relationship between a subject’s 

own conditional contribution and the average contribution of the other members in her group. 

Following Fischbacher et al. (2001), we plot the relation between the average own conditional 

contribution (on the vertical axis) and the other members’ average contribution (on the horizontal 

axis). Figure 3 shows the results. The figure shows that, on average, a subject’s own conditional 

contribution increases when the average contribution of the other members increases, which 

indicates that subjects on average behave as conditional contributors. The fact that the slope is 
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less than one, this indicates imperfect conditional cooperation, which is similar to the regression 

results reported in Table 3 based on unconditional contributions. As can also be seen, when the 

average contribution of others is zero, subjects on average contribute more than zero in all 

treatments, indicating some degree of altruism. These patterns are consistent with, e.g., 

Fischbacher and Gächter (2009a), Fischbacher et al. (2001), and Kocher et al. (2008). 

 

Figure 3. Average own contribution level for each average contribution level of other group members, by 

treatment.   

 
 

 

We classify subjects into the five categories of contribution behavior types as defined by 

Fischbacher et al. (2001): free-riders, conditional cooperators
14

, unconditional cooperators 

(excluding free-riders), hump-shaped contributors, and others. The proportions of subjects in the 

                                                 
14

 We classify subjects as conditional cooperators if their contribution is monotonically increasing with the average 

contribution of other group members. We count subjects with non-monotonically increasing contributions as 

conditional cooperators if the Spearman rank correlation coefficient between own and others’ contributions is 

significant at the 1% level (as in, e.g., Fischbacher et al., 2001, and Fischbacher and Gächter, 2009b).  
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different categories are shown in Table 4 together with the average unconditional contribution 

and the guessed average unconditional contribution of each type. In the no-disclosure treatment, 

62.5% are classified as conditional cooperators, while in the joint treatment, 75% are classified as 

conditional cooperators. Comparing our results in the standard public good game setting with no 

disclosure with results in for example Fischbacher et al. (2001) and Kocher et al. (2008), we find 

that the proportion of conditional cooperators in our case is higher than the 50% obtained by 

Fischbacher et al. (2001), but lower than the 80.6% obtained by Kocher et al. (2008) in their US 

sample.
15

 The proportion of free-riders in our standard pubic goods experiment is much lower 

than in the other studies, i.e., around 5% in all treatments except in joint disclosure where it is 

12.5%. The latter is in line with the increased heterogeneity found in that treatment. The 

proportion of subjects in the “others” category is roughly the same as in previous studies, but in 

our joint disclosure treatment the fraction is substantially lower. 

 The proportions of types of contributors are not significantly different at the 5% level 

across treatments based on a chi-square test (p-value=0.40). In a more detailed analysis, we test 

the null hypothesis of equal proportions of types in treatment pairs using a chi-square test. We 

cannot reject the null hypothesis of equal proportion in any of the pairs at the 5% significance 

level. We conducted a Wilcoxon-Mann-Whitney test of the null hypothesis of equal distributions 

of unconditional contributions for each type of subject in treatment pairs. The distribution of 

unconditional contribution by subjects classified as cooperators under joint disclosure is 

significantly different than the distribution of unconditional contribution of conditional 

                                                 
15

 The fraction of conditional contributors in our study falls between the numbers obtained by Kocher et al (2008) in 

the US (80.6%) and those obtained in Austria (44.4%) and in Japan (41.7%). The proportion of conditional 

contributors in our study is larger than the figures obtained by Herrmann and Thöni (2009), where 48-60% are 

conditional contributors depending on location in Russia.  
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cooperator types under out-group disclosure (p-value=0.03).
16

 Based on a Wilcoxon-Mann-

Whitney test, we cannot reject the null hypothesis of equal distribution of guessed average 

unconditional contributions in treatment pairs. This indicates that disclosure schemes do not 

impact beliefs about others’ contributions. 

   

                                                 
16

 We also found significant differences in the distribution of unconditional contributions of hump-shaped 

contributors between Treatments 3 (in-group disclosure) and 4 (joint disclosure) at 10% and in the distribution of 

unconditional contributions of other patterns between Treatments 1 (no disclosure) and 2 (out-group disclosure) at 

10%. 
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4. Discussion and conclusions 

In this paper, we have experimentally analyzed whether disclosure as an external 

intervention crowds out intrinsic motivation. By using a public goods experiment based on the 

design developed by Fischbacher et al. (2001), we implemented three different disclosure 

treatments, namely in-group disclosure, out-group disclosure, and joint disclosure, in addition to 

a treatment with no disclosure (i.e. a standard public goods experiment), using a between-subject 

design. Our design explores beyond previous experiments by testing the effect of different 

degrees of disclosure.  

We present evidence indicating that the incentives provided by the three disclosure 

treatments increase unconditional contributions to the public good compared to the no-disclosure 

treatment, although the effect is not statistically significant at conventional levels. This shows 

that the expected positive effect (crowding-in) of image motivation on may be offset by two other 

effects :  (i) a crowding-out effect  of    image motivations given by the desire to appear 

intrinsically motivated rather than motivated by appearances; (ii) a crowding-out effect  of  

intrinsic motivations consistent with  the crowding theory of Frey and Jegen (2001).  Our results 

are therefore consistent with the crowding theory. Future research on disentangling the effects of 

disclosure schemes on image motivations from the effects on intrinsic motivations is needed.   

We find that, when implementing joint in-group and out-group disclosure, the proportion 

of subjects contributing the whole endowment significantly increases, compared to the no 

disclosure treatment, while the proportion of non-contributors does not change significantly. The 

fact that the distribution of contributions varies across treatments is an indication of 
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heterogeneous image concerns among our participants.  Our results constitute empirical 

support for the theoretical prediction of Benabou and Tirole (2006) model which sustains that 

when individuals are heterogeneous in image concerns, pro-social behavior under disclosure 

might be suspected of being triggered by appearances rather than by intrinsic 

motivations, limiting the effectiveness of the policy. 

Our paper contributes to the ongoing discussion on whether external interventions crowd 

out pro-social behavior. Many of the external interventions investigated previously are of a one-

shot nature. Thus, a natural extension is to investigate the effect of disclosure over time. From the 

findings in Gächter and Fischbacher (2009a), where contribution type was found to be stable over 

time, we would predict that higher unconditional contribution levels combined with a larger share 

of conditional cooperator types would result in a relatively slower decay in contributions over 

time. However, in the joint treatment, the fractions of free-riders as well as of conditional 

cooperators were larger, which most likely would increase the speed of decay over time. From a 

policy perspective, future research should focus on investigating the effect of different degrees of 

disclosure in real life. One approach would be to conduct a field experiment using a design 

similar to the one used here. Such an experiment could establish whether there exists an optimal 

degree of disclosure or whether crowding-out theory is generally supported.  
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1. Introduction 

Voluntary contribution to public goods is frequently found both in the field and in 

the laboratory (e.g., see Gächter, 2007). Fischbacher et al. (2001) developed a one-shot 

public goods experiment in which subjects are asked for 1) an unconditional contribution 

to a public good, as in standard public goods experiments; and 2) a conditional 

contribution to the public good, given all possible average contributions (rounded to the 

nearest integer) of other group members. By investigating the profile of conditional 

contributions, subjects can be grouped into contributor types, such as free riders and 

conditional cooperators. (In other words, their degree of cooperation is conditional on 

their beliefs about others’ cooperation.) Early evidence from experiments using the type 

classification following Fischbacher et al.’s approach used university students in Western 

countries as subjects (see, e.g., Gächter, 2006, for an overview). Generally, conditional 

cooperators are the dominating type (Fischbacher et al., 2001); however, most conditional 

cooperators are not perfect conditional contributors, but contribute slightly less than 

others. Kocher et al. (2008) replicated the experiment by Fischbacher et al. (2001) in 

three different countries and found differences in both the distribution of types and the 

share of conditional cooperation. Herrmann and Thöni (2009) conducted the same 

experiment in two rural and two urban locations in Russia and found that their fractions 

of conditional cooperators varied 48–60 percent within location, but that the differences 

between the locations were insignificant. The evidence from studies testing the effect of 

cultural background on behavior, using a standard multi-period public goods game, has 

been mixed as well (e.g., Brandts et al., 2004; Burlando and Hey, 1997; Herrmann et al., 

2008). 

When comparing experimental findings between locations, we identified three 

dimensions along which different locations may differ:  1) cross-country differences (e.g., 

religion and social norms), 2) within-country differences (e.g., rural versus urban areas), 

and 3) social group differences (e.g., age, trust, and income). Given these differences, it is 

not surprising that different locations yield different behavior. In this vein, Heinrich et al. 

(2005) found that those who see greater payoffs for cooperation in everyday life exhibit 

greater levels of prosociality in experimental games. La Ferrara (2002) found that 
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relatively wealthy individuals are less likely to be a part of any group because benefits 

from cooperation do not outweigh the cost of membership for them. This opens up the 

question of whether preferences for cooperation vary across social groups. 

The objective of the present paper is to investigate cooperative behavior in 

different social groups by keeping cross- and within-country differences constant. We 

used university students recruited from two universities in Medellin, Colombia, who 

differed in social-class: 1) socio-economic strata 2 and 3
 
(i.e., the “medium-low” group), 

and 2) socio-economic strata 4, 5, and 6 (i.e., the ”high” group).
2
 We used the design of 

Fischbacher et al. (2001) to measure cooperative behavior in a public goods context. 

 

2. Experimental Design and Procedure 

We conducted a standard linear public goods experiment, following the same 

format as Fischbacher et al. (2001), where subject i’s payoff in tokens is given by: 

 



4

1

4.020
i

iii cc  ,       (1) 

where 20 is the endowment and c  the amount invested in the public good. Each group 

consisted of four randomly matched members. The marginal return from the public good 

was set to 0.4, ensuring a conflict between the dominant strategy to contribute zero, i.e., 

to free ride, and the full contribution Pareto optimum solution. 

 We asked our subjects to indicate how much they would like to contribute, both 

unconditionally and conditionally, to the public good. In the case of conditional 

contributions, subjects were asked how much they would like to contribute, conditional 

on the average contribution of the other members of the group, which included all 

integers numbers from 0 to 20 (i.e., the strategy method). To ensure incentive 

                                                 
2
There are six social strata in Colombia:  1 (low-low), 2 (low), 3 (medium-low), 4 (medium), 5 (medium-

high), and 6 (high). Strata 1–3 receive domestic public service subsidies, such as provision of water, 

electricity, and gas; 5–6 pay additional contributions toward the cost of public services. Stratum 4 receives 

no subsidies, but this group does not contribute either. The strata are indicators of people’s socio-economic 

conditions. 
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compatibility for all decisions, the payoff relevant decision for three randomly selected 

members was the unconditional contribution. By using their average unconditional 

contribution, the contribution of the fourth member was given by his/her conditional 

contribution for that specific average contribution. Then, each member’s monetary payoff 

could be calculated using equation (1). After the experiment, subjects were asked to guess 

the total contribution of the other three group members, and accuracy of guesses was 

monetarily rewarded.  

The experiments were conducted at one socio-economic “medium-low” university 

(Universidad Nacional de Colombia) and one “high” university (Escuela de Ingeniería de 

Antioquia), both in Medellín, Colombia.
3
 At both places, we ran two sessions with 24 

subjects each; students of mathematics, psychology, and economics were excluded. The 

procedure of the experiment was the same at both places. Examples and individual 

exercises were used to ensure that subjects understood the experiment. Each session 

lasted approximately 90 minutes and the payoffs were calibrated to reflect opportunity 

costs. For the medium-low group, each token equaled COP 750, while the corresponding 

figure was COP 1,000 for the high group.
4
 Average earnings were COP 25,000 for the 

high group and COP 23,000 for the medium-low group. (Both figures include a show-up 

fee of COP 5,000.) 

  

3. Results 

We followed the standard approach when defining the four contributor types (see 

Fischbacher et al., 2001). Conditional contributors submitted a contribution table showing 

                                                 
3
 At Universidad Nacional de Colombia (the medium-low group), approximately 80% of the student 

population belongs to strata 2 and 3, 11% to stratum 4,
 
and only 5% to strata 5 and 6 (see Rico 2005). This 

is a public university where the cost of a six-month term is about the minimum monthly salary for students 

of stratum 3. At Escuela de Ingeniería de Antioquia, a private university, students mainly belong to strata 4, 

5, or 6, and the cost is 10 times higher.   
4
 In cases with samples with different opportunity costs, either the absolute amount in the experiment or the 

opportunity cost can be kept constant. We decided to keep the opportunity cost constant; it should be noted 

that Kocher et al. (2008) did not find a significant stake effect in one-shot public goods game. COP = 

Columbian Pesos; the exchange rate at the time of the experiment was US$ 1 = approximately COP 2,000. 

A lunch in the medium low–social class university costs approximately 75% of a lunch at the high social-

class university. 
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a monotonically increasing own contribution for an increasing average contribution of the 

other members.
5
 Free riders were characterized by a zero contribution for every possible 

average of the other members. Unconditional contributors submitted the same positive 

contribution independent of others’ average contribution. Hump-shape contributors (also 

known as triangle contributors) showed monotonically increasing contributions up to a 

given average level of others’ contributions, after which their contributions decreased. 

The category referred to as “Others” constituted the remaining participants.  

 Table 1 displays the distributions of types by social group. The dominating type is 

conditional cooperators, comprising 51 percent and 62 percent of the high group and the 

medium-low group, respectively. This is very close to the figures reported by, e.g., 

Fischbacher et al. (2001) and Fischbacher and Gächter (2006). Interestingly, 25 percent 

of the subjects in the high group were classified as free riders, compared to 4 percent in 

the medium-low group.  

We rejected the null hypothesis of no differences in distribution of types between 

groups at the 5-percent significance level (p = 0.03; Chi2-test).
6
 This is explained by a 

rejection of the hypothesis of no differences in share of free riders between the two 

groups at the 1 percent significance level (p = 0.004; Chi2-test). Table 1 also presents the 

average unconditional contribution for each type; the difference between the groups is 

statistically insignificant at conventional levels.  

The relationship between the subjects’ own conditional contribution and the 

average contribution of other group members is shown in figure 1. When the average 

contribution of others was zero, subjects in the medium-low group contributed more than 

those in the high group. Also, the difference in slope between the perfect conditional 

cooperation line and the plotted line, which represents degree of self-serving bias, was 

significantly larger in the high group. The regression results confirm the results shown in 

figure 1.  

                                                 
5
 We also included those without a monotonically increasing contribution, but with a highly significant (at 

1%) positive Spearman rank correlation coefficient between own and others’ contributions (see Fischbacher 

et al., 2001; Fischbacher and Gächter, 2006). 
6
 This result is robust to systematic exclusion of types, e.g., excluding “others” (p = 0.026, Chi2-test). 
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Figure 1. Average own conditional contribution vs. average contribution of the other three group 

members. 

 

Using two-sided Mann-Whitney U-tests, we found no significant difference in 

mean unconditional contribution between groups; it was 7.98 tokens in the medium-low 

group and 7.68 in the high group (p = 0.75). These levels of unconditional contributions, 

around 40 percent of the endowment, are in line with earlier findings (e.g., Kocher el at., 

2008).  

We elicited beliefs about others’ contribution in the unconditional case, and found 

no significant differences in beliefs between the high group (8.83) and the medium-low 

group (8.23, where p = 0.71). Furthermore, regression results revealed that both groups 

can be classified as imperfect conditional cooperators (table 2). In addition, the high 

group displayed a significantly higher level of self-serving bias, which is similar to 

findings from the analysis of the conditional contribution tables.  
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4. Conclusion 

There is a growing interest in understanding whether behavior is the same across 

locations. By holding cross- and within-country dimensions constant, we investigated   

cooperative behavior between social groups in the same location. Our results suggest that 

different social groups exhibit differences both in terms of composition of types and 

extent of conditional cooperation.  

As shown by Fischbacher and Gächter (2009), the decline in cooperation over 

time is caused by imperfect conditional cooperation. Thus, even if the unconditional 

contributions are similar across locations, the degree of imperfect conditional cooperation 

and the fraction of free riders are important factors determining the long-term differences 

in contributions to public goods. As a consequence, policymakers may need to consider 

different policy schemes. Following Gächter (2006), a social group where most 

Table 2. Regression results. 

Dep. var: unconditional 

contribution in tokens 

Tobit 

Coef. 

Guessed contribution 0.948** 

 (0.102) 

Guessed contribution x  

High socio-economic  

group 

-0.312* 

 (0.140) 

High socio-economic  

group 
1.778 

 (1.387) 

Constant 0.181 

 (0.984) 

Sigma 4.079 

 (0.341) 

Number of observations 94 

R-squared 0.58 

Note:  *** denotes significance at the 1% level,  ** at the  

5% significance level, * at 10% significance level. 

and t-statistics in parenthesis. 
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individuals are conditional cooperators needs policies that sustain beliefs for cooperation 

of its integrants. In contrast, in situations where free riding dominates, policies involving 

monitoring and penalties may be required to enhance cooperation. Because a substantial 

part of public goods is local (e.g., teamwork and local environmental public goods 

governed by common property regimes such as lakes, pastures and irrigation systems), it 

is important to understand local preference heterogeneity.  

  



10 

 

References 

Brandts, J., T. Saijo and A.J.H.C. Schram, 2004. A Four-Country Comparison of Spite 

and Cooperation in Public Goods Games, Public Choice 119, 381–424.  

Burlando, R.M. and J.D. Hey, 1997. Do Anglo-Saxons Free Ride More?, Journal of 

Public Economics 64, 41-60. 

Fischbacher, U.and S. Gächter, 2009. Social Preferences, Beliefs, and the Dynamics of 

Free Riding in Public Good Experiments, American Economic Review, forthcoming.  

Fischbacher, U., S. Gächter and E. Fehr, 2001. Are people conditionally cooperative?, 

Evidence from a public goods experiment, Economic Letters 71, 397-404. 

Gächter, S., 2007. Conditional cooperation: Behavioural regularities from the lab and the 

field and their policy implications. In: Psychology and economics: A promising new 

cross-disciplinary field (Cesinfo seminar Series), Eds. B.S. Frey and A. Stuzter, 

Cambridge, MIT Press, 19-50.  

Gächter, S. and B. Herrmann, 2006. The limits of self-governance in the presence of 

spite: Experimental evidence from urban and rural Russia, Working Paper 2006-13, 

University of Nottingham. 

Heinrich, J., 2005. Economic man in cross-cultural perspective: behavioral experiments 

in 15 small-scale societies, Behavioral and Brain Sciences 28, 795-855. 

Herrmann, B., C. Thöni and S. Gächter, 2008. Antisocial punishment across societies, 

Science 319, 1362-1367. 

Herrmann, B. and C. Thöni, 2009. Measuring conditional cooperation: A replication 

study in Russia, Experimental Economics 12, 87-92. 

Kocher, M., P. Martinsson and M. Visser, 2008. Does stake size matter for cooperation 

and punishment?, Economics Letters 99, 508-511. 

Kocher, M., T. Cherry, S. Kroll, R. Netzer and M. Sutter, 2008. Conditional cooperation 

on three continents, Economics Letters 101, 175-178. 



11 

 

La Ferrara, E., 2002. Inequality and group participation: theory and evidence from rural 

Tanzania, Journal of Public Economics 85, 235-273. 

Rico, D., 2005. Evaluación del costo de las matrículas en la Universidad Nacional de 

Colombia, Sede Medellín, Oficina de Planeación. Universidad Nacional De Colombia.  

 





Previous doctoral theses in the Department of Economics, Gothenburg 
 
Avhandlingar publicerade innan serien Ekonomiska Studier startades  
(Theses published before the series Ekonomiska Studier was started): 
 
Östman, Hugo (1911), Norrlands ekonomiska utveckling 
Moritz, Marcus (1911), Den svenska tobaksindustrien 
Sundbom, I. (1933), Prisbildning och ändamålsenlighet 
Gerhard, I. (1948), Problem rörande Sveriges utrikeshandel 1936/38 
Hegeland, Hugo (1951), The Quantity Theory of Money 
Mattsson, Bengt (1970), Cost-Benefit analys 
Rosengren, Björn (1975), Valutareglering och nationell ekonomisk politik 
Hjalmarsson, Lennart (1975), Studies in a Dynamic Theory of Production and its 
Applications 
Örtendahl, Per-Anders (1975), Substitutionsaspekter på produktionsprocessen vid 
massaframställning 
Anderson, Arne M. (1976), Produktion, kapacitet och kostnader vid ett helautomatiskt 
emballageglasbruk 
Ohlsson, Olle (1976), Substitution och odelbarheter i produktionsprocessen vid 
massaframställning 
Gunnarsson, Jan (1976), Produktionssystem och tätortshierarki – om sambandet mellan 
rumslig och ekonomisk struktur 
Köstner, Evert (1976), Optimal allokering av tid mellan utbildning och arbete 
Wigren, Rune (1976), Analys av regionala effektivitetsskillnader inom industribranscher 
Wästlund, Jan (1976), Skattning och analys av regionala effektivitetsskillnader inom 
industribranscher 
Flöjstad, Gunnar (1976), Studies in Distortions, Trade and Allocation Problems 
Sandelin, Bo (1977), Prisutveckling och kapitalvinster på bostadsfastigheter 
Dahlberg, Lars (1977), Empirical Studies in Public Planning 
Lönnroth, Johan (1977), Marxism som matematisk ekonomi 
Johansson, Börje (1978), Contributions to Sequential Analysis of Oligopolistic 
Competition 
 
Ekonomiska Studier, utgivna av Nationalekonomiska institutionen vid Göteborgs  
Universitet. Nr 1 och 4 var inte doktorsavhandlingar. (The contributions to the department 
series ’Ekonomiska Studier’ where no. 1 and 4 were no doctoral theses): 
 
2. Ambjörn, Erik (1959), Svenskt importberoende 1926-1956: en ekonomisk-

statistisk kartläggning med kommentarer 
3. Landgren, K-G. (1960), Den ”Nya ekonomien” i Sverige: J.M. Keynes, E. 

Wigfors och utecklingen 1927-39 
5. Bigsten, Arne (1979), Regional Inequality and Development: A Case Study of 

Kenya 
6. Andersson, Lars (1979), Statens styrning av de kommunala budgetarnas struktur 

(Central Government Influence on the Structure of the Municipal Budget) 
7. Gustafsson, Björn (1979), Inkomst- och uppväxtförhållanden (Income and 

Family Background) 



8. Granholm, Arne (1981), Interregional Planning Models for the Allocation of 
Private and Public Investments 

9. Lundborg, Per (1982), Trade Policy and Development: Income Distributional 
Effects in the Less Developed Countries of the US and EEC Policies for 
Agricultural Commodities 

10. Juås, Birgitta (1982), Värdering av risken för personskador. En jämförande 
studie av implicita och explicita värden. (Valuation of Personal Injuries. A 
comparison of Explicit and Implicit Values) 

11. Bergendahl, Per-Anders (1982), Energi och ekonomi - tillämpningar av input-
output analys (Energy and the Economy - Applications of Input-Output Analysis) 

12. Blomström, Magnus (1983), Foreign Investment, Technical Efficiency and 
Structural Change - Evidence from the Mexican Manufacturing Industry 

13. Larsson, Lars-Göran (1983), Comparative Statics on the Basis of Optimization 
Methods 

14. Persson, Håkan (1983), Theory and Applications of Multisectoral Growth 
Models 

15. Sterner, Thomas (1986), Energy Use in Mexican Industry. 
16. Flood, Lennart (1986), On the Application of Time Use and Expenditure 

Allocation Models. 
17. Schuller, Bernd-Joachim (1986), Ekonomi och kriminalitet - en empirisk 

undersökning av brottsligheten i Sverige (Economics of crime - an empirical 
analysis of crime in Sweden) 

18. Walfridson, Bo (1987), Dynamic Models of Factor Demand. An Application to 
Swedish Industry.  

19. Stålhammar, Nils-Olov (1987), Strukturomvandling, företagsbeteende och 
förväntningsbildning inom den svenska tillverkningsindustrin (Structural Change, 
Firm Behaviour and Expectation Formation in Swedish Manufactury) 

20. Anxo, Dominique (1988), Sysselsättningseffekter av en allmän arbetstidsför-
kortning (Employment effects of a general shortage of the working time) 

21. Mbelle, Ammon (1988), Foreign Exchange and Industrial Development: A Study 
of Tanzania. 

22. Ongaro, Wilfred (1988), Adoption of New Farming Technology: A Case Study 
of Maize Production in Western Kenya. 

23. Zejan, Mario (1988), Studies in the Behavior of Swedish Multinationals. 
24. Görling, Anders (1988), Ekonomisk tillväxt och miljö. Förorenings-struktur och 

ekonomiska effekter av olika miljövårdsprogram. (Economic Growth and 
Environment. Pollution Structure and Economic Effects of Some Environmental 
Programs). 

25. Aguilar, Renato (1988), Efficiency in Production: Theory and an Application on 
Kenyan Smallholders. 

26. Kayizzi-Mugerwa, Steve (1988), External Shocks and Adjustment in Zambia. 



27. Bornmalm-Jardelöw, Gunilla (1988), Högre utbildning och arbetsmarknad 
(Higher Education and the Labour Market) 

28. Tansini, Ruben (1989), Technology Transfer: Dairy Industries in Sweden and 
Uruguay. 

29. Andersson, Irene (1989), Familjebeskattning, konsumtion och arbetsutbud - En 
ekonometrisk analys av löne- och inkomstelasticiteter samt policysimuleringar för 
svenska hushåll (Family Taxation, Consumption and Labour Supply - An 
Econometric Analysis of Wage and Income Elasticities and Policy Simulations for 
Swedish Households) 

30. Henrekson, Magnus (1990), An Economic Analysis of Swedish Government 
Expenditure 

31. Sjöö, Boo (1990), Monetary Policy in a Continuous Time Dynamic Model for 
Sweden 

32. Rosén, Åsa (1991), Contributions to the Theory of Labour Contracts. 
33. Loureiro, Joao M. de Matos (1992), Foreign Exchange Intervention, 

Sterilization and Credibility in the EMS: An Empirical Study 
34. Irandoust, Manuchehr (1993), Essays on the Behavior and Performance of 

 the Car Industry 
35. Tasiran, Ali Cevat (1993), Wage and Income Effects on the Timing and  

 Spacing of Births in Sweden and the United States  
36. Milopoulos, Christos (1993), Investment Behaviour under Uncertainty: An 

Econometric Analysis of Swedish Panel Data 
37. Andersson, Per-Åke (1993), Labour Market Structure in a Controlled Economy: 

The Case of Zambia 
38. Storrie, Donald W. (1993), The Anatomy of a Large Swedish Plant Closure 
39. Semboja, Haji Hatibu Haji (1993), Energy and Development in Kenya 
40. Makonnen, Negatu (1993), Labor Supply and the Distribution of Economic 

 Well-Being: A Case Study of Lesotho 
41. Julin, Eva (1993), Structural Change in Rural Kenya 
42. Durevall, Dick (1993), Essays on Chronic Inflation: The Brazilian Experience 
43. Veiderpass, Ann (1993), Swedish Retail Electricity Distribution: A Non-

Parametric Approach to Efficiency and Productivity Change 
44. Odeck, James (1993), Measuring Productivity Growth and Efficiency with 

 Data Envelopment Analysis: An Application on the Norwegian Road Sector 
45. Mwenda, Abraham (1993), Credit Rationing and Investment Behaviour under 

 Market Imperfections: Evidence from Commercial Agriculture in Zambia 
46. Mlambo, Kupukile (1993), Total Factor Productivity Growth: An Empirical 

Analysis of Zimbabwe's Manufacturing Sector Based on Factor Demand  
 Modelling 
47. Ndung'u, Njuguna (1993), Dynamics of the Inflationary Process in Kenya 
48. Modén, Karl-Markus (1993), Tax Incentives of Corporate Mergers and          

Foreign Direct Investments 
49. Franzén, Mikael (1994), Gasoline Demand - A Comparison of Models 
50. Heshmati, Almas (1994), Estimating Technical Efficiency, Productivity Growth 

And Selectivity Bias Using Rotating Panel Data: An Application to Swedish 
Agriculture 

 



51. Salas, Osvaldo (1994), Efficiency and Productivity Change: A Micro Data Case 
Study of the Colombian Cement Industry 

52. Bjurek, Hans (1994), Essays on Efficiency and Productivity Change with 
Applications to Public Service Production 

53. Cabezas Vega, Luis (1994), Factor Substitution, Capacity Utilization and Total 
Factor Productivity Growth in the Peruvian Manufacturing Industry  

54. Katz, Katarina (1994), Gender Differentiation and Discrimination. A Study of 
Soviet Wages 

55. Asal, Maher (1995), Real Exchange Rate Determination and the Adjustment 
 Process: An Empirical Study in the Cases of Sweden and Egypt 

56. Kjulin, Urban (1995), Economic Perspectives on Child Care 
57. Andersson, Göran (1995), Volatility Forecasting and Efficiency of the Swedish 

Call Options Market 
58. Forteza, Alvaro (1996), Credibility, Inflation and Incentive Distortions in the 

Welfare State 
59. Locking, Håkan (1996), Essays on Swedish Wage Formation 
60. Välilä, Timo (1996), Essays on the Credibility of Central Bank Independence 
61. Yilma, Mulugeta (1996), Measuring Smallholder Efficiency: Ugandan Coffee 

and Food-Crop Production 
62. Mabugu, Ramos E. (1996), Tax Policy Analysis in Zimbabwe Applying General 

Equilibrium Models 
63. Johansson, Olof (1996), Welfare, Externalities, and Taxation; Theory and Some 

Road Transport Applications. 
64. Chitiga, Margaret (1996), Computable General Equilibrium Analysis of Income 

Distribution Policies in Zimbabwe 
65. Leander, Per (1996), Foreign Exchange Market Behavior Expectations and 

Chaos 
66. Hansen, Jörgen (1997), Essays on Earnings and Labor Supply 
67. Cotfas, Mihai (1997), Essays on Productivity and Efficiency in the Romanian 

Cement Industry 
68. Horgby, Per-Johan (1997), Essays on Sharing, Management and Evaluation of 

Health Risks 
69. Nafar, Nosratollah (1997), Efficiency and Productivity in Iranian Manufacturing 

Industries 
70. Zheng, Jinghai (1997), Essays on Industrial Structure, Technical Change, 

Employment Adjustment, and Technical Efficiency 
71. Isaksson, Anders (1997), Essays on Financial Liberalisation in Developing 

Countries: Capital mobility, price stability, and savings 
72. Gerdin, Anders (1997), On Productivity and Growth in Kenya, 1964-94 
73. Sharifi, Alimorad (1998), The Electricity Supply Industry in Iran: Organization, 

performance and future development 
74. Zamanian, Max (1997), Methods for Mutual Fund Portfolio Evaluation: An 

application to the Swedish market 
75. Manda, Damiano Kulundu (1997), Labour Supply, Returns to Education, and 

the Effect of Firm Size on Wages: The case of Kenya 
76. Holmén, Martin (1998), Essays on Corporate Acquisitions and Stock Market 

Introductions 



77. Pan, Kelvin (1998), Essays on Enforcement in Money and Banking 
78. Rogat, Jorge (1998), The Value of Improved Air Quality in Santiago de Chile 
79. Peterson, Stefan (1998), Essays on Large Shareholders and Corporate Control 
80. Belhaj, Mohammed (1998), Energy, Transportation and Urban Environment in 

Africa: The Case of Rabat-Salé, Morocco 
81. Mekonnen, Alemu (1998), Rural Energy and Afforestation: Case Studies from 

Ethiopia 
82. Johansson, Anders (1998), Empirical Essays on Financial and Real Investment 

Behavior 
83. Köhlin, Gunnar (1998), The Value of Social Forestry in Orissa, India 
84. Levin, Jörgen (1998), Structural Adjustment and Poverty: The Case of Kenya 
85. Ncube, Mkhululi (1998), Analysis of Employment Behaviour in Zimbabwe 
86. Mwansa, Ladslous (1998), Determinants of Inflation in Zambia 
87. Agnarsson, Sveinn (1998), Of Men and Machines: Essays in Applied Labour and 

Production Economics 
88. Kadenge, Phineas (1998), Essays on Macroeconomic Adjustment in Zimbabwe: 

Inflation, Money Demand, and the Real Exchange Rate 
89. Nyman, Håkan (1998), An Economic Analysis of Lone Motherhood in Sweden 
90. Carlsson, Fredrik (1999), Essays on Externalities and Transport 
91. Johansson, Mats (1999), Empirical Studies of Income Distribution 
92. Alemu, Tekie (1999), Land Tenure and Soil Conservation: Evidence from 

Ethiopia 
93. Lundvall, Karl (1999), Essays on Manufacturing Production in a Developing 

Economy: Kenya 1992-94 
94. Zhang, Jianhua (1999), Essays on Emerging Market Finance 
95. Mlima, Aziz Ponary (1999), Four Essays on Efficiency and Productivity in 

Swedish Banking 
96. Davidsen, Björn-Ivar (2000), Bidrag til den økonomisk-metodologiske 

tenkningen (Contributions to the Economic Methodological Thinking) 
97. Ericson, Peter (2000), Essays on Labor Supply 
98. Söderbom, Måns (2000), Investment in African Manufacturing: A 

Microeconomic Analysis 
99. Höglund, Lena (2000), Essays on Environmental Regulation with Applications 

 to Sweden 
100. Olsson, Ola (2000), Perspectives on Knowledge and Growth 
101. Meuller, Lars (2000), Essays on Money and Credit 
102. Österberg, Torun (2000), Economic Perspectives on Immigrants and 

Intergenerational Transmissions 
103.   Kalinda Mkenda, Beatrice (2001), Essays on Purchasing Power Parity, 

RealExchange Rate, and Optimum Currency Areas 
104. Nerhagen, Lena (2001), Travel Demand and Value of Time - Towards an 

Understanding of Individuals Choice Behavior 



105. Mkenda, Adolf (2001), Fishery Resources and Welfare in Rural  
               Zanzibar 
106. Eggert, Håkan (2001), Essays on Fisheries Economics 
107. Andrén, Daniela (2001), Work, Sickness, Earnings, and Early Exits from the 

Labor Market. An Empirical Analysis Using Swedish Longitudinal Data 
108. Nivorozhkin, Eugene (2001), Essays on Capital Structure 
109. Hammar, Henrik (2001), Essays on Policy Instruments: Applications to Smoking 

and the Environment 
110. Nannyonjo, Justine (2002), Financial Sector Reforms in Uganda (1990-2000): 

Interest Rate Spreads, Market Structure, Bank Performance and Monetary Policy 
111. Wu, Hong (2002), Essays on Insurance Economics 
112. Linde-Rahr, Martin (2002), Household Economics of Agriculture and Forestry 

in Rural Vienam 
113. Maneschiöld, Per-Ola (2002), Essays on Exchange Rates and Central Bank 

Credibility 
114. Andrén, Thomas (2002), Essays on Training, Welfare and Labor Supply 
115. Granér, Mats (2002), Essays on Trade and Productivity: Case Studies of  

 Manufacturing in Chile and Kenya 
116. Jaldell, Henrik (2002), Essays on the Performance of Fire and Rescue Services 
117. Alpizar, Francisco, R. (2002), Essays on Environmental Policy-Making in 

Developing Countries: Applications to Costa Rica 
118. Wahlberg, Roger (2002), Essays on Discrimination, Welfare and Labor Supply 
119. Piculescu, Violeta (2002), Studies on the Post-Communist Transition 
120. Pylkkänen, Elina (2003), Studies on Household Labor Supply and Home 

Production 
121. Löfgren, Åsa (2003), Environmental Taxation – Empirical and Theoretical 

Applications 
122. Ivaschenko, Oleksiy (2003), Essays on Poverty, Income Inequality and Health in 

Transition Economies 
123. Lundström, Susanna (2003), On Institutions, Economic Growth and the 

Environment 
124. Wambugu, Anthony (2003), Essays on Earnings and Human Capital in Kenya 
125. Adler, Johan (2003), Aspects of Macroeconomic Saving 
126. Erlandsson, Mattias (2003), On Monetary Integration and Macroeconomic 

Policy 
127. Brink, Anna (2003), On the Political Economy of Municipality Break-Ups 
128. Ljungwall, Christer (2003), Essays on China’s Economic Performance During 

the Reform Period 
129. Chifamba, Ronald (2003), Analysis of Mining Investments in Zimbabwe 
130. Muchapondwa, Edwin (2003), The Economics of Community-Based Wildlife 

Conservation in Zimbabwe 
131. Hammes, Klaus (2003), Essays on Capital Structure and Trade Financing 
132. Abou-Ali, Hala (2003), Water and Health in Egypt: An Empirical Analysis 
133. Simatele, Munacinga (2004), Financial Sector Reforms and Monetary Policy in 

Zambia 
134. Tezic, Kerem (2004), Essays on Immigrants’ Economic Integration 
135. INSTÄLLD 



136. Gjirja, Matilda (2004), Efficiency and Productivity in Swedish Banking 
137. Andersson, Jessica (2004), Welfare Environment and Tourism in Developing 

Countries 
138. Chen, Yinghong (2004), Essays on Voting Power, Corporate Governance and 

Capital Structure 
139. Yesuf, Mahmud (2004), Risk, Time and Land Management under Market 

Imperfections: Applications to Ethiopia 
140. Kateregga, Eseza (2005), Essays on the Infestation of Lake Victoria by the Water 

Hyacinth 
141. Edvardsen, Dag Fjeld (2004), Four Essays on the Measurement of Productive 

Efficiency 
142. Lidén, Erik (2005), Essays on Information and Conflicts of Interest in Stock 

Recommendations 
143. Dieden, Sten (2005), Income Generation in the African and Coloured Population 

– Three Essays on the Origins of Household Incomes in South Africa 
144. Eliasson, Marcus (2005), Individual and Family Consequences of Involuntary 

Job Loss 
145. Mahmud, Minhaj (2005), Measuring Trust and the Value of Statistical Lives: 

Evidence from Bangladesh 
146. Lokina, Razack Bakari (2005), Efficiency, Risk and Regulation Compliance: 

Applications to Lake Victoria Fisheries in Tanzania 
147. Jussila Hammes, Johanna (2005), Essays on the Political Economy of Land Use 

Change 
148. Nyangena, Wilfred (2006), Essays on Soil Conservation, Social Capital and 

Technology Adoption 
149. Nivorozhkin, Anton (2006), Essays on Unemployment Duration and Programme 

Evaluation 
150. Sandén, Klas (2006), Essays on the Skill Premium 
151. Deng, Daniel (2006), Three Essays on Electricity Spot and Financial Derivative 

Prices at the Nordic Power Exchange 
152. Gebreeyesus, Mulu (2006), Essays on Firm Turnover, Growth, and Investment 

Behavior in Ethiopian Manufacturing 
153. Islam, Nizamul Md. (2006), Essays on Labor Supply and Poverty: A 

Microeconometric Application 
154. Kjaer, Mats (2006), Pricing of Some Path-Dependent Options on Equities and 

Commodities 
155. Shimeles, Abebe (2006), Essays on Poverty, Risk and Consumption Dynamics in 

Ethiopia 
156. Larsson, Jan (2006), Four Essays on Technology, Productivity and Environment 
157. Congdon Fors, Heather (2006), Essays in Institutional and Development 

Economics 
158. Akpalu, Wisdom (2006), Essays on Economics of Natural Resource Management 

and Experiments 
159. Daruvala, Dinky (2006), Experimental Studies on Risk, Inequality and Relative 

Standing 
160. García, Jorge (2007), Essays on Asymmetric Information and Environmental 

Regulation through Disclosure 



161. Bezabih, Mintewab (2007), Essays on Land Lease Markets, Productivity, 
Biodiversity, and Environmental Variability 

162. Visser, Martine (2007), Fairness, Reciprocity and Inequality: Experimental 
Evidence from South Africa 

163. Holm, Louise (2007), A Non-Stationary Perspective on the European and 
Swedish Business Cycle 

164. Herbertsson, Alexander (2007), Pricing Portfolio Credit Derivatives 
165. Johansson, Anders C. (2007), Essays in Empirical Finance: Volatility, 

Interdependencies, and Risk in Emerging Markets 
166. Ibáñez Díaz, Marcela (2007), Social Dilemmas: The Role of Incentives, Norms 

and Institutions 
167. Ekbom, Anders (2007), Economic Analysis of Soil Capital, Land Use and 

Agricultural Production in Kenya 
168. Sjöberg, Pål (2007), Essays on Performance and Growth in Swedish Banking 
169. Palma Aguirre, Grisha Alexis (2008), Explaining Earnings and Income 

Inequality in Chile 
170. Akay, Alpaslan (2008), Essays on Microeconometrics and Immigrant 

Assimilation 
171. Carlsson, Evert (2008), After Work – Investing for Retirement 
172. Munshi, Farzana (2008), Essays on Globalization and Occupational Wages 
173. Tsakas, Elias (2008), Essays on Epistemology and Evolutionary Game Theory 
174. Erlandzon, Karl (2008), Retirement Planning: Portfolio Choice for Long-Term 

Investors 
175. Lampi, Elina (2008), Individual Preferences, Choices, and Risk Perceptions – 

Survey Based Evidence 
176. Mitrut, Andreea (2008), Four Essays on Interhousehold Transfers and 

Institutions in Post-Communist Romania 
177. Hansson, Gustav (2008), Essays on Social Distance, Institutions, and Economic 

Growth 
178. Zikhali, Precious (2008), Land Reform, Trust and Natural Resource Management 

in Africa 
179. Tengstam, Sven (2008), Essays on Smallholder Diversification, Industry 
 Location, Debt Relief, and Disability and Utility 
180. Boman, Anders (2009), Geographic Labour Mobility – Causes and Consequences 
181. Qin, Ping (2009), Risk, Relative Standing and Property Rights: Rural Household 

 Decision-Making in China 
182. Wei, Jiegen (2009), Essays in Climate Change and Forest Management 
183. Belu, Constantin (2009), Essays on Efficiency Measurement and Corporate 

Social Responsibility 
184. Ahlerup, Pelle (2009), Essays on Conflict, Institutions, and Ethnic Diversity 
185. Quiroga, Miguel (2009), Microeconomic Policy for Development: Essays on 

Trade and Environment, Poverty and Education 
186. Zerfu, Daniel (2010), Essays on Institutions and Economic Outcomes 
187. Wollbrant, Conny (2010), Self-Control and Altruism 
188. Villegas Palacio, Clara (2010), Formal and Informal Regulations: Enforcement 

and Compliance 
 



 
  
 
 




