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Abstract This paper reports from a simple natural field experiment based on an eco-

nomics exam. Part of the exam consisted of 30 multiple choice questions, where the 

students obtained 1 point per correct answer while 1 point was deducted for each in-

correct answer. We find no significant gender differences in overconfidence, irrespec-

tive of how we measure it, i.e., whether we regard the number of questions answered, 

the number of questions answered incorrectly or the answering patterns for the most 

difficult questions. Hence, the data provides no support for the frequently proposed 

hypothesis that men are more overconfident than women.  
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1. Introduction 

The aim of the present paper is to test for gender differences in overconfidence based 

on a natural field experiment (using the terminology of Harrison and List, 2004) in 

terms of an exam at a Swedish university. Specifically, we analyze the gender-based 

response patterns to multiple-choice questions, where a correct answer is worth one 

point while one point is deducted for each incorrect answer.   

 Overconfidence, i.e., that we tend to systematically overestimate our own abili-

ties in various respects, is according to psychologists more common than most people 

realize. DeBondt and Thaler (1995) argue that, ―Perhaps the most robust finding in the 

psychology of judgment is that people are overconfident,‖ see e.g. Taylor and Brown 

(1994) and Baumeister (1998) for overviews of the large psychological literature on 

the subject. Within economics, Odean (1999) presents empirical evidence on exces-

sive stock market trading due to overconfidence, while Malmendier and Tate (2005, 

2008) provide evidence that CEOs tend to be overconfident about their ability to man-

age a company. With respect to education, Gibbons and Silva (2007) found that 96% 

of secondary school pupils in UK believe that they are average or above average when 

asked how good they are at their school work, and Thorpe et al. (2007) found that 

90% of first year university students consider themselves to be average or above.  

 There is also some evidence that firms realize and profit on the fact that people 

are overconfident. For example, Grubb (2009) notes that consumers overestimating 

the precision of their demand forecasts creates an incentive for firms to offer tariffs 

with included quantities at zero marginal cost, followed by steep marginal charges. He 

then concludes that this matches the observed cellular phone service pricing patterns 

in many markets. 
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 While there are obvious negative instrumental effects of overconfidence, there 

are also possible positive effects, e.g., in terms of overcoming imperfect willpower 

(Benabou and Tirole, 2002) and increasing the chance of success in risky activities 

(Compte and Postlewaite, 2004).
1
 Hirschleifer et al. (2010) found that overconfident 

CEOs in innovative industries are more effective innovators than their less confident 

counterparts. With respect to education, Chevalier et al. (2009) found that high school 

students with a more positive view of their academic abilities are more likely to ex-

pect to continue to higher education even after controlling for observable measures of 

ability and students‘ characteristics. 

 Why is it important to investigate gender-based differences in overconfidence? 

One reason is that, due to the above mentioned implications, possible gender differ-

ences in overconfidence constitute a potential explanation to observed gender differ-

ences in, e.g., wage bargaining and entrepreneurial activities, which in turn are possi-

ble reasons for why women in virtually all countries have substantially lower average 

wages than men. For example, Bertrand and Hallock (2001) found that only 2.5 per-

cent of the top five executives for a large group of U.S. firms were women. 

 Turning to the empirics of gender differences in overconfidence – the subject 

under investigation in the present paper – it is often stated, and sometimes found, that 

men on average are more overconfident than women (e.g., Lundeberg et al., 1994). 

However, although there are several results in that direction when overconfidence is 

measured by individual responses in surveys (e.g., Lundeberg et al., 1994; Prince, 

1993), the empirical evidence regarding gender-related patterns when it comes to ac-

                                                 
1
 The latter can be the case, e.g., since people tend be unreasonably risk averse with respect to small 

stakes gambles; cf. Rabin (2000), Rabin and Thaler (2001), and Johansson-Stenman (2010). Köszegi 

(2006) provides an illuminating analysis of the tradeoffs between the ―ego-utility‖ of overconfidence 

and various instrumental effects. 
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tual behavior is less clear. The importance of using real incentives when measuring 

overconfidence is highlighted by Cesarini et al. (2006), who found that the degree of 

overconfidence were largely reduced when introducing monetary incentives in several  

confidence interval estimation tasks. In addition, although not their main task of in-

vestigation, they found no indication based on their sample that men are more over-

confident than women. 

 Barber and Odean (2001) constitute a much-cited study on excessive stock mar-

ket trading. Due to transaction costs, it is generally not rational to trade unless you 

have better information than the market (Barber and Odean, 2000; Odean, 1999). Bar-

ber and Odean (2001) found that men trade substantially more than women and in-

terpret this finding as support for men being more overconfident. In other words, they 

assume that men‘s observed higher trading activities are driven by their higher over-

confidence, based on the existing  (primarily survey-based) evidence of such a gend-

er-based difference in overconfidence. However, there are other possible explana-

tions. For example, maybe men on average experience lower disutility with spending 

time thinking about the stock market development than women do. Recent evidence 

from asset-market experiments also calls into question the interpretation by Barber 

and Odean. Biais et al. (2005) found that higher over-confidence implies more trade 

and also that men trade more than women, yet they did not find male students to be 

more overconfident in their miscalibration measures. Deaves et al. (2008) found that 

overconfidence drives trading, but obtained no gender-based differences in either trad-

ing activity or overconfidence. Deaves et al. (2010) analyzed market forecasters and 

found that they, as a group, are overconfident. Yet, again no gender-based differences 

in overconfidence were found. 
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 Bengtsson et al. (2005) is, in a sense, the paper most strongly related to the 

present paper as it also deals with exam behavior. They measured the fraction of men 

and women who voluntarily answered an exam question for which the result only 

mattered if the student had very good results on the other answered questions and 

found that women answered this question to a significantly lower extent than men. 

However, although differences in overconfidence certainly constitute a possible ex-

planation, it is again not the only one. For example, one might conjecture that there 

are differences in the disutility of answering this question; perhaps men to a larger 

extent are thrilled by the induced competitive atmosphere, consistent with previous 

findings that women tend to be more averse to competition than men (Gneezy et al., 

2003).
2
  There are also a number of experimental studies showing that men tend to 

prefer a tournament setting, where the best performers are getting an unproportionally 

large share of the payoffs, than women do, see e.g. Niederle and Vesterlund (2007), 

Vandegrift and Yavas (2009) and Cason et al. (2010). 

 In the present paper, we test for gender differences in overconfidence based on a 

very simple natural field experiment, presented in Section 2, in terms of a university 

exam. Half of the exam consists of multiple-choice questions where a correct answer 

is worth one point, while one point is deducted for each incorrect answer and not 

answering implies no point. Clearly, for a given knowledge level of the student, the 

higher the number of questions answered, the higher the level of overconfidence (or 

the lower the level of underconfidence). Yet, e.g., since we cannot measure the know-

ledge level perfectly for each individual, there is no unique ideal measure of gender-

                                                 
2
 However, see also Gneezy et al. (2009), who show the pattern that men living in patriarchal societies 

behave more competitively in experiments than women, while women living in matrilineal societies 

behave more competitively than men. This suggests that cultural explanations of such gender differenc-

es are important.  
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based overconfidence differences. We will therefore, in Section 3, present results for a 

number of different measures. Yet, for each measure presented, we obtain no signifi-

cant gender differences. In Section 4, we then present the results from regression 

analysis, where we explicitly correct for other potential variables that might drive the 

results. Again, we find no significant gender effects. Section 5 concludes the paper. 

 

2. The Experiment on Gender Differences in Overconfidence 

The purpose of the experiment is to identify gender differences in overconfidence (or 

possibly underconfidence). Hence, our purpose is not to measure the absolute extent 

to which men and women actually are overconfident, but solely to measure the gend-

er-based difference in overconfidence. 

 The experiment was conducted during an exam in elementary macroeconomics 

given as part of the business program at the University of Gothenburg; the sample 

contains 86 females and 88 males, i.e., in total 174 students. The maximum test score 

was 60 points – 30 for the longer questions and 30 for the multiple-choice questions, 

where one out of four alternatives was correct. This is a commonly used exam format. 

We have undertaken two manipulations in order to measure gender differences in 

overconfidence. 

 First, the standard format is that a correct answer to a multiple-choice question 

is worth one point, while an incorrect answer or not answering a question results in 

zero points. In contrast, we deducted one point for each incorrect answer.
3
 Second, 

three of the questions were constructed to be more difficult than the others, and in fact 

so difficult that we did not expect the students to know the answers to them.
4
 The cu-

                                                 
3
 In total, though, one could not score below zero points on the multiple-choice part. 

4
 One question was impossible to know the answer to even after having taken the course (Q10 in Table 

1). The second required quite a lot of (for the level) advanced mathematics (Q19), and to the third diffi-
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toff to ―pass‖ was 27 points, while a ―high pass‖ required 42 points. Of course, the 

students did not know that they were participating in a scientific study. 

 Ignoring the time cost associated with answering a specific multiple-choice 

question, the choice rule that a respondent answers a question if and only if the sub-

jective probability of a correct answer exceeds 50% is in most cases a sensible one. In 

order to see this, let 26p  be the subjective probability that a student has 26 points (i.e., 

just below the cutoff) before answering an additional question and similarly that 27p  

is the subjective probability that the student has 27 points (i.e., just above the cutoff); 

moreover, let Rp  be the subjective probability that the answer to the next question is 

right and Lp  that it is wrong.
5
 The probability that the student passes the exam will 

then increase when answering one additional question if and only if 
26 27

R Lp p p p , 

which in turn implies that   

 27

26 27

R p
p

p p



. 

Then it clearly follows that the likelihood to pass the exam when 26 27p p  increases 

when answering an additional question if and only if 0.5Rp  . In other words, when 

a student, after having answered a number of questions, perceives to be equally likely 

that he/she is currently just below the pass cutoff as that he/she is just above it, the 

subjective probability to pass the exam increases if and only if the subjective probabil-

ity that the answer to the additional question is correct exceeds 50%. Similarly, when 

the perceived likelihood of being just below the high pass cutoff is exactly the same as 

                                                                                                                                            
cult question, the answer could be found in the textbook but was certainly not central to the course 

(Q18). 

5
 Note that it will always be rational to answer the easiest remaining question, implying that a student 

will never answer a subjectively more difficult question than any of the remaining ones.   
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the perceived likelihood of being just above it, the subjective probability of receiving 

a high pass increases if and only if the subjective probability that the next answer will 

be correct is larger than 50%. However, that the perceived likelihoods of being below 

and of being above a limit are exactly equal is of course in most cases not correct. 

Yet, taking into account also that the students answered the longer questions (for 

which there is no incentive not to answer), it is presumably a reasonable approxima-

tion in most cases.
6
 For example, if a student perceives the probability that he/she has 

26 points is 10% larger than that he/she has 27 points, such that 
26 27 1.1p p   and 

hence 
27 26 27( ) 0.48p p p  , then the subjective probability of passing the exam in-

creases if the subjective probability of providing a correct answer is larger than 0.48.         

 Consequently, if men end up answering the multiple-choice questions to a larger 

extent than women, and at the same time are not doing better at these or at other ques-

tions, then we can see it as an indication of gender-based difference in overconfi-

dence.  

 

3. Results 

Our first measure reflecting a gender difference in overconfidence is the difference in 

the total number of multiple-choice questions answered, reported in the first set of 

columns in Table 1 below. On average, women answered 24.9 multiple-choice ques-

tions out of 30, while men answered 24.1 questions; the difference is not statistically 

                                                 
6
 One may question the above reasoning since it presupposes that the students dealing with the risky 

choices of how many questions to answer act based on standard theory. There is indeed ample evidence 

that standard theory cannot accurately explain complex choices under risk, and that people in such 

situations often use simple heuristics (e.g., Kahneman et al., 1982). Yet, in the present case, the most 

obvious and salient choice rule is presumably to answer when it is more likely that the answer is correct 

than that it is not, and not to answer otherwise, which is hence the same choice rule as the one derived 

from standard theory. 
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significant based on a t-test (p = 0.23). The distributions of questions answered, by 

gender, are shown in Figure 1. Clearly, the distributions are very similar between men 

and women, although a larger share of male students answered very few questions. 

The difference between the distributions, based on a Wilcoxon-Mann-Whitney 

(WMW) test, is not significant (p = 0.63). 

 

Figure 1. Distributions of number of questions answered for men and women. 
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However, from these patterns it can of course not be concluded that there is no gender 

difference in overconfidence. For example, if women answer correctly to a much 

larger degree than men, then such a difference can still exist.  

 To the far right in Table 1, we present the net incorrect answers, i.e., the number 

of incorrect answers minus the number of correct answers. A higher value could re-

flect a higher degree of overconfidence. These answers are not significantly different 

between men and women either; the means are not significantly different according to 

a t-test (p=0.27) and we cannot reject that the two distributions are from the same un-

derlying distributions according to a WMW test (p=0.67). 
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Table 1. Number of answers to the multiple-choice questions (out of 30). 

 

 
 All answers Incorrect answers  Incorrect minus correct an-

swers 

 Mean Std. 

dev. 

Min Max Mean Std. 

dev. 

Min Max Mean Std. 

dev. 

Min Max 

Total 24.4 3.9 8 30 3.9 2.8 0 16 -16.6 5.9 -26 4 

Male 24.1 4.5 8 30 4.0 3.1 0 16 -16.2 6.8 -25 4 

Female 24.8 3.1 17 30 3.8 2.4 0 13 -17.2 4.8 -26 3 

 

 

In Figure 2 below, we plot the share of correct answers against the share answering 

the question for men and women. Again, the pattern is roughly the same for men and 

women; based on both simple t-tests where the means are compared (p=0.35) and 

WMW tests where the overall distributions are compared (p=0.89),   the shares of 

correct and incorrect answers, respectively, do not differ significantly between male 

and female students.  

 

Figure 2. Share of correct answers based on share answering the question for men and 

women. 
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Table A1 in Appendix shows the response rate as well as the share of correct answers 

for each individual question, both in total and by gender. Not surprisingly, we found 

that some of the differences between the genders are significant, but there is no clear 

gender-based pattern. In brief, two questions were significantly (at the 5% level) more 

often answered among women than among men, while we found the opposite for two 

other questions.  

 Figure 2 and Table A1 in Appendix also reveal that some questions were per-

ceived as easy and some as much more difficult. For example, 99 percent answered 

Question 1, and 98 percent of those who answered did so correctly, whereas Question 

10 was answered by only 23 percent, of which 27 percent answered correctly, imply-

ing that only six percent of all students answered the question correctly. One may ar-

gue that when studying overconfidence, we should focus on the difficult questions. 

Following this argument, we define difficult questions in two different ways: 

 

Ex ante difficult questions: Includes the three questions specifically constructed to be 

difficult. 

 

Ex post difficult questions: Includes the questions that fewer than 50 percent of all 

students gave a correct answer to (whether they answered or not). 

 

Six questions were considered difficult based on the ex post definition, and the ex ante 

difficult questions are a subsample of those. In Table 2, we present the number of in-

correct answers minus the number of correct answers to the questions that were diffi-

cult according to the two definitions, respectively. A positive value can be interpreted 
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as overconfidence. The distribution of the overall results for the ex post difficult ques-

tions are depicted in Fig. 3; the pattern for the ex ante difficult questions is similar. 

 

Table 2. Respondents‘ overall results on the ex ante and ex post difficult questions. 

 

 
 Ex ante difficult questions 

(out of 3)  

Ex post difficult questions 

(out of 7) 

 Mean Std. dev. Mean Std. dev. 

 Number of answers 

Total 1.11 0.88 3.49 1.68 

Male 1.22 0.87 3.50 1.68 

Female 1.00 0.88 3.49 1.68 

 Incorrect minus correct answers 

Total 0.17 1.10 0.06 1.81 

Male 0.02 1.16 0.18 2.03 

Female 0.33 1.01 -0.07 1.56 

 

 

Men answered the ex ante difficult questions to a larger extent than women, as seen in 

the first set of columns in Table 2. The distributions differ significantly with p=0.073 

according to a WMW-test and the means are different with p=0.088 according to a t-

test. However, this difference cannot be attributed to overconfidence since the bottom 

part of the table reveals that men actually do better than women given that they an-

swer these questions (p=0.043 in WMW for the distributions and p=0.069 for the t-

test of means). 
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Figure 3. Incorrect minus correct answers on the ex post difficult questions.  

 

 
 

 Turning to the ex post difficult questions, i.e., fewer than 50 % answered cor-

rectly, we no longer find any gender differences. The distributions of incorrect minus 

correct answers for men and women do not differ significantly according to a WMW 

test p=0.56), and nor do the mean values according to a t-test (p=0.).  

 Consider next the two definitions of overconfidence directly related to our defi-

nitions of difficult questions: A student is ex ante overconfident if he/she had more 

incorrect than correct answers to the three ex ante difficult questions. Similarly, a stu-

dent is ex post overconfident if he/she had a negative net result on the six questions 

that ex post turned out to be difficult. Table 3 reports the shares of overconfident 

males and females according to the two definitions, respectively.  

 

Table 3. Percent of respondents who behaved overconfidently according to the two 

overconfidence definitions. 

 

 Ex ante overconfident Ex post overconfident 

 Mean Std. dev. Mean Std. dev. 

Total 39.7 49.1 37.9 48.7 

Male 35.2 48.0 39.8 49.2 

Female 44.2 50.0 36.0 48.3 
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Roughly 40 percent of the students were categorized as overconfident according to 

both definitions, and a larger share of women than men show ex-ante overconfidence. 

However, the difference is not statistically significant (p=0.23 according to a t-test). 

Nor are the shares of ex post overconfident men and women significantly different 

(p=0.61), although women are overconfident to a slightly lower degree. 

 

4. Regression Analysis 

Next, we run regressions corresponding to each of the measures reflecting overconfi-

dence. In addition to gender, we control for the results from the longer questions as a 

proxy for knowledge. We also correct for whether or not the student took the exam as 

a re-exam, the chosen specialization of the education (analytical versus language-

based specialization within the program), and whether or not the student was particu-

larly young, i.e., younger than 24 years. Table A2 in Appendix presents descriptive 

statistics of the explanatory variables for males and females, respectively. The regres-

sion results are presented in Table 4. 

 For the total number of multiple-choice questions answered, it can be observed 

that the only significant parameter is the one corresponding to the points on the longer 

questions, reflecting knowledge, where the parameter as expected is positive. Similar-

ly, in the second OLS regression, where the dependent variable is the number of in-

correct answers minus the number of correct answers on the multiple-choice ques-

tions, the only significant parameter reflects that the more points a student scored on 

the longer questions, the better the results in the multiple-choice section. 
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Table 4. Regression analysis based on different measures reflecting overconfidence (standard errors in parentheses). 

 

 
 Number of answers, 

all questions (OLS) 

Incorrect minus cor-

rect answers, all 

questions  (OLS) 

Number of answers ex 

ante difficult questions 

(OLS) 

Incorrect minus cor-

rect answers, ex ante 

difficult questions  

(OLS) 

Ex ante overconfident 

(Probit, marginal 

effects) 

Number of answers ex 

post difficult questions 

(OLS) 

Incorrect minus cor-

rect answers, ex post 

difficult ques-

tions(OLS) 

Ex post-overconfident  

(Probit, marginal 

effects) 

Male 0.02 (0.56) -0.82 (0.69) 0.25* (0.14) -0.37** (0.17) -0.12 (0.08) 0.15 (0.23) 0.13 (0.28) -0.02 (0.08) 

Points on longer 

questions 

0.28*** (0.05) -0.65*** (0.06) 0.01 (0.01) -0.02* (0.01) -0.01 (0.01) 0.03 (0.02) -0.03 (0.02) -0.01 (0.01) 

Took the exam as a 

reexam 

0.12 (0.73)  0.49 (0.91) 0.08 (0.18)  0.16 (0.23) 0.02 (0.10) 0.27(0.30)  0.39 (0.37) 0.16 (0.11) 

Analytical speciali-

zation 

-0.62 (0.57) 0.44 (0.69) -0.14 (0.14) 0.10 (0.17) 0.03 (0.08) -0.29 (0.23) 0.65** (0.28) 0.25*** (0.08) 

Younger than 24 

years 

-0.74 (0.57) 0.97 (0.71) -0.06 (0.14) 0.24 (0.18) 0.02 (0.08) 0.05 (0.23) 0.51* (0.29) 0.09 (0.08) 

Constant 20.15*** (1.11) -5.44*** (1.38) 0.88*** (0.28) 0.56* (0.34)  2.47*** (0.45) -0.24 (0.57)  

Adj. R2, pseudo-R2 0.18 0.45 0.01 0.02 0.02 0.00 0.03 0.06 

Number of observa-

tions 

174 174 174 174 174 174 174 174 

  
Notes: Ex ante overconfident refers to having more wrong than right answers to the three questions that were constructed to be extra difficult. Ex post overconfident refers to 

having more wrong than right answers to the six questions that less than 50 % answered correctly conditional on answering. 
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 Next, we analyze the behavior concerning the ex ante and ex post difficult ques-

tions, respectively.
7
 As in the nonparametric tests, we find that while men answered 

more of the ex ante difficult questions, women had a higher share of incorrect an-

swers. In the probit of ex ante overconfidence, neither gender nor any other explanato-

ry variable turns out significant. For the ex post difficult questions, we again find no 

significant effect of gender in any of the regressions. We obtain no significant effect 

of knowledge as measured by the score for the longer questions here. Perhaps this 

reflects that in a situation where there is a slight general tendency toward overconfi-

dence, those with poorer results found it more obvious that they should not answer 

these difficult questions, which in turn offsets the effects of knowledge differences in 

how well they answered these questions given that they answered them.
8
 The only 

significant effects in terms of net results are found for analytical specialization and for 

being young.
9
 In general, the fact that students with the analytical specialization have 

slightly better scores and that it is harder to be admitted to that specialization than to 

the language one suggests that students with analytical specialization score higher on 

knowledge.  

 

                                                 
7
 Given the discrete nature of the data and the fewer possible alternatives one could argue in favor of 

ordered probit (or logit) instead of OLS models.  However, for ease of comparison with the previous 

regressions, we present the OLS. Moreover, the results in terms of parameter significance are consis-

tently the same based on models with ordered probit instead of OLS.   

8
 As a sensitivity analysis, we have altered the definitions for difficulty in order to include more or 

fewer questions. The main results, however, remain robust to different specifications. 

9
 We have no good explanation for this finding, but we can speculate that these students are more used 

to competitiveness and therefore more prone to being overconfident. There is also some evidence from 

psychological studies that experts are more likely to be overconfident than more inexperienced subjects 

(e.g. Heath and Tversky, 1991; Glaser et al. 2004, 2007). However, see also Menkhoff et al. (2006), 

who did not obtain any clear relation between experience and overconfidence. There is no significant 

difference in the gender share between the specializations (see Table A2), nor are any interaction ef-

fects between gender and specialization significant. 
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The main finding in this section is that the results from Section 2 are fully reinforced 

when we correct for other variables through regression analysis: Irrespective of how 

we measure overconfidence, we find no evidence of a gender difference.  

 

5. Conclusions 

Based on a natural field-experiment on exam behavior, this paper fails to identify any 

gender-based differences in overconfidence, although we measured it in several alter-

native ways. Unlike several previous studies based on survey analysis, the present 

study is fully consequential, since the subjects‘ exam results depended on their choic-

es. Moreover, unlike laboratory experiments on overconfidence, the subjects here did 

not know that they were part of a scientific study, implying that there is no corres-

ponding potential bias associated with such an awareness; see Levitt and List (2007) 

for discussions on this and additional advantages of field experiments compared to lab 

experiments.  

 Yet, one should of course still be careful when making generalizations based on 

a single experiment. In particular, our student-based sample is obviously not repre-

sentative of the Swedish population, and the Swedish population may in turn not be 

representative of people elsewhere. First, we cannot rule out that women who self-

select into business education are different than other women in terms of overconfi-

dence (and perhaps more different than the targeted males are compared to other men 

in this respect). For example, Croson and Gneezy (2008) conclude that women select-

ing into, e.g., managerial positions, are not different from men in terms of risk beha-

vior, whereas women tend to be more risk averse in general. Similarly, Nekby et al. 

(2008) show that women who select into male-dominated fields tend to be more com-

petitively oriented. However, the students in our study are in an early and still very 
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broad stage of their educational program (their third semester), and they have not yet 

selected a higher-level specialization, which could be more or less competitive. The 

program itself is rather broad and leads to both highly competitive and not very com-

petitive jobs. Moreover, the program is not male dominated; in fact, the gender distri-

bution is just about even. Overall, we can certainly not rule out potential selection 

effects through the choice of education, but our conjecture is that such effects are not 

very large. Second, there are also some indications that gender-based differences 

might be smaller in Sweden than in other countries.
10

  

 In conclusion, while the present study calls into question the general stereotype 

that men are more overconfident than women, we clearly need more research with 

respect to under which conditions, if any, this stereotype is correct in terms of actual 

behavior when real incentives are at stake. Further research based on different empiri-

cal strategies as well as samples is therefore encouraged.  

 

 

                                                 
10

 Based on studies on children in Sweden, Dreber et al. (2009) found smaller gender differences in 

terms of competitiveness than found in other studies. The Global Gender Gap Report 2008 ranks Swe-

den as the third most gender equal country in the world. Cesarini et al. (2009) provide a recent attempt, 

based on a sample of twins, to disentangle how much cultural versus genetic factors contribute to over-

confidence. 
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Appendix 

 

 

Table A1. Frequency of answers to the multiple-choice questions (in percentage) 

  
 Percentage answering Percentage answering correctly condition-

al on answering 

 Total Male Female Total Male Female 

Q1 99 99 99 98 98 98 

Q2 83 83 84 47 45 49 

Q3 97 95 99 93 90 95 

Q4 99 99 100 95 97 93 

Q5 50 49 51 43 30
** 

55
** 

Q6 97 97 97 91 89 93 

Q7 94 91 97 96 95 96 

Q8
 

94 89
*** 

99
*** 

89 91 87 

Q9 50 47 53 71 59
*** 

83
*** 

Q10
 

23 31
** 

15
** 

27 22 38 

Q11 94 91 97 96 96 96 

Q12 76 76 77 75 73 77 

Q13 99 98 100 92 95 90 

Q14 81 78 84 72 68 75 

Q15 87 87 87 92 91 93 

Q16 72 73 71 74 73 74 

Q17 98 99 98 97 95 99 

Q18
 

66 74
**

 58
** 

43 57
*** 

26
*** 

Q19 25 20 30 48 56 42 

Q20 57 51 63 49 51 48 

Q21 91 87 94 76 77 75 

Q22 95 93 98 96 94 99 

Q23 90 89 91 94 96 92 

Q24 92 92 92 88 85 90 

Q25
 

91 85
*** 

98
*** 

74 77 71 

Q26 94 94 94 86 87 85 

Q27 91 90 93 89 87 91 

Q28 93 90 95 92 91 93 

Q29 84 82 86 90 90 90 

Q30 88 88 88 87 92
* 

82
* 

Note: 
*
, 

**
, and 

***
 indicate that differences between men and women are significant at the 10, 5, and 1 

percent levels, respectively. 

 

The ex ante difficult questions include Q10, Q18, and Q19. When we define questions 

as difficult ex post, i.e., that the questions are deemed difficult when fewer than 50 

percent of the students give a correct answer, we include Q2, Q5, Q9, Q10, Q18, Q19, 

and Q20. As a sensitivity analysis, we broaden the definition to include the questions 

that fewer than 60 percent know the correct answer to, and thus also include Q12, 

Q14, and Q16. We also use a narrower definition and include only the six questions 

that fewer than 50 percent gave a correct answer to conditional on answering, i.e.,  

Q2, Q5, Q10, Q18, Q19, and Q20.  
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Table A2 Mean values and shares of explanatory variables divided by gender (stan-

dard deviations in parentheses). 

 
 Male Female 

Points on longer questions, out of 

30 points possible
 

16.6
***

 (6.7) 19.4
***

 (5.3) 

Took the exam as a re-exam 0.26
** 

0.13
** 

Analytical specialization 0.55 0.47 

Younger than 24 years 0.60
* 

0.72
* 

Number of observations 88 86 

 

Notes:  

*
, 

**
, and 

***
 indicate that differences between men and women are significant at the 10, 5, and 1 percent 

levels, respectively. 
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