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Svensson, J. Robin 2010.
ECOLOGICAL DISTURBANCES: THE GOOD, THE BAD AND THBGLY.

Abstract. This thesis focuses on the definitions, charara¢iins and quantifications of
ecological disturbances, as well as hypothesesein impacts on biological communities.
The most prominent model on effects of disturbawoce diversity is the Intermediate
Disturbance Hypothesis (IDH), which is utilized imanagement of national reserves, has
received over 3300 citations and has been corrtdibrby a multitude of studies from
terrestrial and aquatic systems. According to tregligtions of the IDH, diversity is high at
intermediate levels of disturbance due to coexgstenf competitors and colonizers. At low
levels of disturbance diversity will be low duedompetitive exclusion and few species can
persist at high levels of disturbance. In an extensf the IDH, the Dynamic Equilibrium
Model (DEM) predicts that the effects of disturbandepend on the productivity of
communities, because at high growth rates a strodigéurbance is required to counteract
increased rates of competitive exclusion. The IDil ahe DEM were tested in a field
experiment on effects of physical disturbance (@og@ and productivity (nutrient
availability) on hard-substratum assemblages irepgpwhere the patterns predicted by the
IDH, but not the DEM, were observed. This outcorneveés the importance of the nature of
productivity alterations, as the productivity tr@aint had a general positive effect on growth
rates but only marginal effects on the dominantigse thereby leaving rates of competitive
exclusion unaffected.

In paperll | tested another extension of the IDH, which predtbat smaller,
more frequent disturbances will have different effeon diversity compared to larger, less
frequent disturbances. In this experiment | used different regimes of disturbance, small
and frequent vs. large and infrequent disturbanebge the overall rate (the product of area
and frequency) was kept equal for both regimegh@atsite where the IDH was supported, the
regime with a large proportion of the area distdrivérequently showed higher richness, due
to a stronger decrease of dominants, comparecttetiime with a small proportion disturbed
frequently. In addition to these significant difeces in diversity effects between different
disturbance regimes, it may also matter what agedisturbance that is causing the damage.
In paperlll 1 contrasted the effects of a physical disturbafwave-action) to that of a
biological disturbance (grazing), as well as thegpective interactions with productivity in a
multifactorial design tested on natural epilith&semblages. The composition of assemblages
and the total species richness was significantffiecééd by physical disturbance and
interactively by biological disturbance and prodkitt. The algal richness was significantly
affected by productivity and biological disturbaneghereas the invertebrate richness was
affected by physical disturbance. The results shéw, the first time, that biological
disturbance and physical disturbance interact miffdy with productivity due to differences
in the distribution and selectivity among disturbas

In paperlV | investigate how the choice of diversity meason@y impact the
outcomes of tests of the IDH, which, surprisingias not previously been discussed. This
was done by an extensive literature review and faeédysis on published papers as well as
by two different approaches to mathematical modgliBoth models support the IDH when
biodiversity is measured as species richness, diugvenness. The meta-analysis showed that
two-thirds of the published studies in the survegspnt different results for different
diversity measures. Hence, the choice of diversidasure is vital for the outcome of tests of
the IDH and related models.

Key words: competitive exclusion; DEM; disturbandeersity; evenness; IDH; marine
assemblages; productivity; rate of disturbance;ineg; species richness; Tjarno, Sweden.
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Populérvetenskaplig sammanfattning

Som den skamlést fyndiga titeln syftar till si kekwlogiska stérningar se valdigt olika ut och
ha helt olika effekter pd den biologiska mangfaldeten innan vi ger oss i kast med en
djupare tolkning av detta, bor vi bena ut vad énmnihg egentligen ar. Exempel pa vanliga
storningar i naturen ar skogsbrander, stormar,sigenningar, vagor, tralning, fororeningar,

uttorkning samt istacken och drivwed som skrapat haer p& harda bottnar. Lite ibland

réknas aven biologiska storningar, d.v.s. djur soggar i sig andra djur och véaxter, eller djur
som i ren illvilja eller okunskap trampar ihjal Evde varelser i sin vag. For att krangla till

detta en smula sa far inte allting som kan ge upitioskada kallas fér en storning, utan i

likhet med samhallet i stort finns dven har vissa gir mer jamlika an andra. Definitioner pa
vad som far raknas som en faktisk stérning finrtdik@ manga som antalet GAIS supportrar;
ungefar nio. Enligt den mest konkreta och latthdigte definitionen ska en stérning déda

eller avlagsna organismer i ett samhalle (omraded saenexisterande arter), och darigenom
underlatta for nya arter att etablera sig. Den 8ines harmlosa bisatsen om
etableringsmdjligheter far oanat stor betydelsemén testar ekologiska forklaringsmodeller
om stérning och biodiversitet.

Overlag sunda lasare undrar nu férmodligen vad la helisingen en ekologisk
forklaringsmodell ar. Dessvérre kan jag inte sknyiied att detta ar lika komplicerat som det
later. En forklaringsmodell, eller hypotes, inonolegi gar helt sonika ut pa att forklara ett
fenomen eller samspel i naturen. | merparten avannirnga experiment (tre) har jag
undersokt om 'the Intermediate Disturbance Hypathd$DH) verkligen stammer. Denna
hypotes gar i princip ut pd att 'Lagom &r bast’ peissar darfor val in i den svenska kulturen.
Anledning till att just lagom stérning ar bast &érdé finns flest antal arter, eftersom alla arter
dor ut om det blir fér mycket stérning och att baraart kommer ta déver hela samhéallet om
det inte finns n&gon storning alls. Det sistnamkalias 'konkurrensuteslutning’ och innebar,
kanske inte helt otippat, att en art kan konkusgr&ffektivt att den utesluter alla andra arter
ur ett omradde om ingenting stoppar den. Exempelipdletta sker i naturen ar barrskogar och
musselbankar, dar en eller ett fatal arter heltstigkt kan ta upp valdigt stora omraden. Om
en storning kommer in och dodar ett antal individelessa omraden kan andra, nya, arter
etablera sig p& den nyligen frigjorda ytan ellerkea. Antalet arter i omradet 6kar d& allts4,
och ar man lite fin i kanten kan man istéllet utkg detta som att den biologiska mangfalden
héjts. En annan valdigt rolig hypotes, som byggérden ovan namnda IDH, kallas ‘the
Dynamic Equilibrium Model’ (DEM). Tillagget i dennaypotes &r att méangden stérning som
ar lagom beror pa& hur fort arterna i ett samha#izev. Desto fortare arterna vaxer, desto
kraftigare storning kravs for att bryta konkurretesiutning av nagon sjalvupptagen liten
gynnare. Dessa tv& hypoteser, IDH och DEM, ar agdtva GAlS:are och ett gang ohangda
tyskar testar p& marina hardbottensamhallen, bed#d@v anemoner, havsborstmaskar,
havstulpaner, hydroider, musslor, mossdjur, svaorpdjjopungar samt grén-, brun- och
rodalger, i den forsta artikeln i avhandlingen.

De andra nagelbitarna till artiklar handlar averode hypoteserna IDH och DEM, om &n lite
mer indirekt och med storre fokus pa sjalva stagsinekanismerna. Den nast forsta artikeln
handlar om stérningar som ar lika stora i total atming, men dar en stérning som sker
dubbelt s& ofta d& paverkar en halften sa storSkidlnaden vi hittade har var att stérning
med stor yta som skedde mer séllan gav upphofidillarter, eftersom detta mer effektivt



kunde bryta de slemmiga sjopungarnas konkurrerlistnesy. | det tredje experimentet
slangde vi ett getdga pa skillnaderna mellan saem@ia stenar som skrapar mot varandra i
vagrorelser (fysisk stdrning), jamfort med samhiligd stenar som blir mumsade pa av
promiskudsa strandsnackor (biologisk storning),tsalken effekt dessa olika stérningar far i
samspel med hur fort samhéllen tillvaxer (produtely. Forutom att de olika typerna av
storning interagerade pa olika satt med tillvaxtighgten, hade de Aven olika stor effekt
djuren och vaxterna (algerna) i samhallena. Derddjgoch sista artikeln & mer lik en
debattartikel, fast med stod av matematisk modefiench en litteraturundersokning, dar jag
valdigt 6dmjukt pastar att alla andra som jobbad mkologiska storningar och biodiversitet
gor fel, medan jag sjalv tvivelsutan gor allt ré&hledningen till felaktigheterna ar att en del
testar hypoteser om forandring i antal arter médnétt pa hur jamt arter ar fordelade istéllet
for hur manga de ar. Detta ar lite som nar Kurts@isfragade Patrik Sjoberg hur brett han
har hoppat, eller som att rakna antalet &pplenrorgéad, makrillar i &nglaklacken eller
marxister i vita huset.

Summan av kardemumman, efter ett halvt decenniunskadétepengar och ett ointagligt

rekord i spindelharpan, ar alltsa att effekternatévning hanger pa vilken slags stérning som
sker, hur man véljer att mata den, samt vilka astan finns i samhallet dar stérningen

intraffar. Vill man testa hypoteser om biodiversibeh storning lite grann, sa spelar det aven
roll hur stark konkurrensen mellan arter och nyletafgen av arter ar, samt vilket matt pa
biologisk mangfald som anvands i studien.



LIST OT PAPERS

This thesis is a summary of the following papers:

Paper Svensson, J. R., M. Lindegarth, M. Siccha, M. LéizMolis, M. Wahl, and H.
Pavia. 2007. Maximum species richness at internedliaquencies of

disturbance: Consistency among levels of produgtidicology88:830-838.

Paperl Svensson, J. R., M. Lindegarth, and H. Pavia. 2BQ8al rates of disturbance
cause different patterns of diversity. Ecol@§496-505.

Paperll Svensson, J. R., M. Lindegarth, and H. Pavia. BOP@ysical and biological
disturbances interact differently with productivigffects on floral and faunal
richness. Ecolog91:3069-3080.

PapenV Svensson, J. R., M. Lindegarth, P. R. JonssonHafhvia. The Intermediate
Disturbance Hypothesis predicts different effectspecies richness and

evenness. Manuscript.

Paperd, Il andlll was reprinted with the kind permission of from Eeplogical Society of

America.



Definitions of diStUrDANCE ..........eoiiiieee e e 8
AgeNts Of AISTUIDANCE..........coiii e e e 9
Components and quantities of disturbance...........cccoovvvveeii e 11
Differences between Disturbance, Perturbation drebsS............ccccooiiiiiiiniiieeeeaee 13
Ecological Theories on DIStUrDaNCE............cocuiiiiiiiiiiice e 15
The Intermediate Disturbance Hypothesis (IDH) ccoue o oociiiiiiiiiiiiiiiee e, 15
The Dynamic Equilibrium Model (DEM).........ccoommiiiiiiiiiiiiiierieee e siinvvreee s 17
Additional related MOUEIS .......coouiiiiii e 19
Prerequisites for the IDH and the DEM..........ccccuuiiiiiiiiiiii e 21
ASPECLS OFf COIONIZALION .....uvviiiiiiiiiiie e mmmmm et e e e e e re e e e e s s enrreeees 21
ASPECtS Of COMPELILION......oii ittt e re e e e e errraeees 22
ConSIAerationNs Of QIVEISITY......uuuiiiiieie e a e e e e e e e 24
(070] 0 [0} 011 o] o TP PP PP OPPPPRPTN 25
RETEIEINCES. ... et e rae e e e et a e e e nbee s 26
ACKNOWIEAGEMENTS. ....eiiiiiiie et r e et e e e e e e e s srnnneeees 32



Ecological disturbances

What is ecological disturbance, really?

Since this thesis is entirely devoted to ecologdiaturbances, we might as well start at the
beginning. That is, to elucidate the concept oftigibance’. There are quite a few definitions
of disturbance that | will explain and discuss fie ffirst section, whereafter | move on to
agents of disturbance, followed by measures andpooents of disturbance. An agent of
disturbance is the instrument that causes the dansagh as an animal, waves or fire. The
components of disturbance are the properties oflimaging force of the disturbance agent,
i.e. the heat of the fire, the strength of the veasad the extent of borrowing by an animal.
The issues regarding agents and components ofrliistce are discussed in papeand
specifically tested in papets andlll . Should | not have failed entirely in my attempt a
illuminating the audience on the topic of disturbarin these earlier sections, she or he will
have an appropriate background for the followingtises on ecological theories on
disturbance. More specifically, | will sort out theost prominent hypotheses and models on
the effects of disturbance on biodiversity, i.ee thtermediate Disturbance Hypothesis (IDH)
and the Dynamic Equilibrium Model (DEM), as well a$ew related models on colonization
and the specific components of disturbance. The Ipdddicts maximum diversity at
intermediate levels of disturbance, whereas the O#ftlicts that the level of disturbance
required to maximize diversity depends on the lexfeproductivity. The IDH is tested by
manipulative experimentation in papdesll and theoretically evaluated in pap&t, and
tests of the DEM is incorporated in the experimentpaperd andlll . Furthermore, | will
present and discuss a humber of possible prergzgjigir assumptions, which these models
may rely on. In conclusion, readers that have thmima to go through the entire thesis will
be handsomely rewarded by superior knowledge adbefirtitions, agents and components of
disturbance as well as of theories on disturbamcetheir associated predicaments. Hence,
they will know what ecological disturbance reaby i

Definitions of disturbance

There are quite a few definitions of disturbancéjclv may or may not help the reader
depending on their complexity and explicitness. Mt straightforward definition is that by
Grime (1977), who defines disturbance as partialotal destruction of biomass. Although
simplicity is something to strive for, especiallp tncrease the operationalization of a
definition for manipulative experiments, a too siengefinition can include processes and
mechanism that may in fact only have a marginakaffon species assemblages. The
definition by Pickett and White (1985) where distamce is “...any relative discrete event in
time that disrupts ecosystems, community, or pdrastructure and changes resources,
substrate availability, or the physical environmigns also very broad. Although this
definition is undoubtedly more explicit, it stilheompasses many events that occur naturally
and frequently without necessarily have any medderaffects on either diversity or density
of species. An extension to this definition was etldy Pickett et al. (1989), in which
“Disturbance is a change in the minimal structuased by a factor external to the level of
interest”. A benefit with this hierarchical view dfsturbance is that one must consider the
scale at which a certain disturbance operates.irfstance, an herbivorous insect can be a
disturbance to the leaves of a single tree, wheafehs study site is an entire forest it may be
more relevant to consider wind-throws by hurricaoekrge scale forest fires. However, this
hierarchal view does not compensate for the drakebad the broadness of the original
definition.

Notable distinctions in definitions comes from i and Levin (1981) and Reynolds et al.
(1993), who argue that disturbance should be defewclusively based on its measurable
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effect on ecological communities. In contrast toesatiptions encompassing a range of
different processes (c.f. Pickett and White 198%cording to Pain and Levin (1981), “Patch
birth rate, and mean and maximum size at birth” banused as “adequate indices of
disturbance.” The definition of a ‘patch’ here fetprimary substratum, i.e. space, that is
affected by the disturbance. Similarly, Reynolds aét (1993) defines disturbances as
"primarily non-biotic, stochastic events that reésuin distinct and abrupt changes in the
composition and which interfere with internallyadsn progress towards self-organisation and
ecological equilibrium; such events are understmodperate through the medium of (e.g.)
weather and at the frequency scale of algal gapertimes”. As indicated by the subordinate
clause in this definition, it is explicitly intendefor studies on phytoplankton, and the
definition by Pain and Levin (1981) only holds fmvmmunities where primary space is the
limiting resource. Hence, while both definitions arseful within their own fields of study,
they will not hold for ecological studies on didiance and diversity in general.

The more operational definitions of disturbancelude the alterations of resources as a
consequence of a disturbing force. For instancea&it al. (2004) define disturbance as an
event which “alters the niche opportunities avdéatb the species in a system” by removing
biomass and “freeing up resources for other orgasito use” or in any other way cause “a
direct shift in available nutrients”. Similarly, Mikey and Currie (2000) define disturbance as
“a force often abrupt and unpredictable, with aation shorter than the time between
disturbance events, that kills or badly damagesariggns and alters the availability of
resources”. The inclusion of freeing of resourceisriportant because this is the characteristic
of a disturbance which may ultimately lead to aitpas effect on diversity, if the availability
of resources enables, or maintains, coexisteneecdommunity. According to Sousa (1984),
disturbance is defined as “...a discrete, punctukiiédg, displacement, or damaging of one
or more individuals (or colonies) that directly iodirectly creates an opportunity for new
individuals (or colonies) to become establishedehEk, instead of considering availability or
resources, which may or may not affect recruitmiig, definition goes straight to the core of
the potential for a disturbance to mediate coengste That is, opportunities for recruitment
created, directly or indirectly, by disturbancecéese without new species recruiting into the
space freed by disturbance diversity cannot inerg@sman 1977, Collins et al. 1995,
Huxham et al. 2000). Thus, like many other resea;H find this definition of disturbance to
be the most practical and operational for invesitiga of patterns between diversity and
disturbance. Consequently, the definition of distunce by Sousa (1984) will be used
throughout this thesis, with the addition that ¢igturbance should be ecologically relevant
for the system under study. Similar to the argusidayt Pickett et al. (1989), a disturbance
should be considered in relation to scale, but sise@levance of agents and components of
disturbance for the specific system and/or the phema the model or hypothesis is intended
to explain.

Agents of disturbance

The mechanisms and processes that are inflictintada upon species assemblages are called
agents of disturbance. Commonly, researchers aardance distinguish between biological
and physical agents of disturbance (McGuinness ,1983tton 1998, Sousa 2001), while
some authors use more explicit subdivision (Menug Sutherland 1987). In order to give a
clear picture of what these agents are, | will descsome of the more common agents of
disturbance used in previous studies. Examplesgehta of physical disturbance include
anoxia (Diaz and Rosenberg 1995), boat traffic Wikt al. 2001), desiccation (Lenz et al.
2004), deposition (Miyake and Nakano 2002), drftiogs (Dayton 1971), erosion (Fox
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1981), fire (Eggeling 1947), floods (Lake et al.899 ice-scouring (Gutt and Piepenburg
2003), pesticides (Szentkiralyi and Kozar 1991)lluton (Benedetti-Cecchi et al. 2001),

sediment movement (Cowie et al. 2000), temperatbtéder and Sommer 1999), tilling

(Wilson and Tilman 2002), trawling (Tuck et al. B)9tree poisoning (Sheil 2001), tree
lopping (Vetaas 1997), wind (Molino and Sabatie®P) wave action (McGuinness 1987),
and even warfare (Rapport et al. 1985). Biolog#tisturbances are mainly predation (Talbot
et al. 1978) and grazing (Collins 1987), althougme authors add algal whiplash (Dayton
1975), burrowing (Guo 1996), disease (Ayling 198Brasites (Mouritsen and Poulin 2005)
and trampling (Eggeling 1947).

Due to the differences among these agents of
disturbance, agents are commonly divided
into groups based on their functional or
mechanical characterizations. Menge and
Sutherland (1987) divide the agents of
disturbance into four different groups:
physical disturbance, physiological
disturbance, biological disturbance and
predation/grazing. Physical disturbance is
produced by mechanical forces (e.g.
movement of air, water, and sediment),
whereas physiological disturbance is the
lethal effects produced by biochemical
reactions (influenced by e.g. temperature,
light or salinity). Biological disturbance is
the lethal effects of the activities of mobile
animals (e.g. trampling, burrowing, and
digging), and predation and grazing is
defined as mortality resulting from
consumption by animals. In a similar fashion,
Wootton (1998) suggests that the effects of
consumers should be considered separate to
the effects from physical disturbance,
because “the biota of the community is less
likely to directly control the dynamics of the
latter”. That is, agents of biological
disturbance may be density dependent to a
much higher degree than agents of physical
disturbance.

An even more important distinction between
agents, than those given above, is based on
their possibility for selectiveness in the
damage they exert. Grazing and predation
have been argued to be unsuitable agents of
disturbance in studies on disturbance-
diversity patterns, because consumers, unlike
Fig. 1 Disturbance treatment in papérandll . physical agents, may have preferences in
Physical scraping of settling panels removing all  prey species (e.g. McGuinness 1987, Sousa

organisms from a given percentage (i.e. 20 or 40 %»001). Due to this predicament, Sousa (2001)
of the panel at each disturbance event.

10
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reserves the term disturbance to include “damagsplatement or mortality caused by
physical agents or incidentally by biotic agentlys, excluding consumption by grazers and
predators. Since this possible high degree of Seligchas no comparison in physical
disturbances, outcomes of studies on disturbaniog béological agents may be confounded
and, therefore, not generally applicable. For imsta if a consumer prefers prey species that
are inferior competitors, this biological disturlbanwill increase the rate of competitive
exclusion instead of breaking the dominance of atitipe superiors. This degree of
selectivity may be even more complex in disturbadiversity models that include
productivity, i.e. the DEM, because grazers havenbghown to prefer plants with higher
nutrient content in both terrestrial (Onuf et &@.7I) and marine systems (Cruz-Rivera and
Hay 2000). Accordingly, in papelll | show that a biological disturbance (grazing by
periwinkles) and productivity interactively affedtethe number of macroalgal species,
whereas the physical disturbance (wave-action) affgcted the number of invertebrate
species in natural marine epilithic assemblagegsé&lpatterns were, in part, explained by
differences in the degree of selectivity betweestudbances. Accordingly, the non-selective
physical disturbance (scraping) in papeendll (Fig. 1) affected all groups of species in the
hard-substratum assemblages; annelids, barnackg®zdans, hydroids, mussels, sea-
anemones, sponges and tunicates, as well as dvemmn and red macroalgae. Thus, in
contrast to the plain distinction between biolog&ad physical agents of disturbance, a more
operationally beneficial distinction may be thatvieen selective and non-selective agents of
disturbance.

Components and quantities of disturbance

In relation to agents of disturbance, i.e. ‘whadisturbing’, there are also components of
disturbance, i.e. ‘how is it disturbing’. These gmnents, also called attributes (Shea et al.
2004), commonly differ in the way they are chardzesl and measured. According to Osman
and Whitlach (1978), “a disturbance agent will haveo components, frequency and
maghnitude”, where frequency is how often a patafisturbed and the magnitude refers to the
number of disturbed patches. Wootton (1998) idiestithree components of disturbance
“increasing average mortality, increasing tempovariability, and increasing spatial
heterogeneity”. There are, however, many more compis of disturbance. These may be
divided into conceptual and operational terms atutbance. The conceptual terms; level,
intensity, severity, magnitude, regime, timing, amépe, are intended to verbally explain or
describe aspects of disturbance, whereas the apahtfrequency, extent, duration, time,
size, rate and predictability, can be measuredyubieir defined quantities (Table 1).

The drawback with the inexplicitly defined concegituerms is that they are not easily
generalized among studies. For example, ‘intensigs been used to describe a variety of
experimental manipulations and variables, such exgefpation depth per bite by limpets
(Steneck et al. 1991), type of mechanical scrubfingCabe and Gotelli 2000) and degree of
oscillation in sediment (Garstecki and Wickham 2008imilarly, ‘magnitude’ can be a
general description, occasionally used synonymouslylevel, intensity and severity.
However, magnitude can also be used for more spaniéasures, such as the number of
patches affected by disturbance (Osman and WHitla®¥8) and the percentage of biomass
removed by floods (Kimmerer and Allen 1982). Thetfthat the units and meaning of
disturbance can be unclear, and differ among stu@éekett and White 1985, Sousa 2001,
Shea et al. 2004), may be a consequence of theamfdrmulations of the hypotheses the
studies aim to test. This is because the most memhi models on patterns between
disturbance and diversity (see section: ecologdibabries on disturbance) are conceptual

11
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models based on relatively scaled variables (Samo#@72, Peters 1991). However, in order
to evaluate general ecological theories, it is irtgo@t that concepts are commensurable
among studies.

Table 1 Conceptual and operational terms of disturbanaeneonly used in ecological studi

Term Meaning Quantity
Conceptual
‘regime’ Generic term for the types and components of )
9 disturbance currently acting in a given area

‘level General description of overall amount of disturbance -

. . General description used synonymously to intensity and

severity’ . o -
magnitude, and/or specific for damage caused

. o General description used synonymously to severity and

intensity’ . e : : -
magnitude, and/or specific for disturbing force

. . , General description, but also used synonymously to

magnitude . : . -
severity and intensity

I When a disturbance occurs and influence of the current

timing . ; -
conditions at that time

. , Specific shape (i.e. oval, rectangular, square) of two- or

shape : ) . -
three-dimensional space disturbed

Operational

‘frequency’ Number of disturbance events per unit time time™

‘time’ Period of time since last disturbance event time

‘duration’ The amount of time a disturbance event lasts time

‘phasing’ Temporal pattern of disturbance "S" i.e. time

‘predictability’ Variance in mean time between disturbances variance

‘size’ Size of an individual disturbance events area

‘extent’ Total two- or three-dimensional space disturbed area or volume

‘rate’ Product of area and frequency area x time™

One effort to increase the commensurability amdndiss on disturbance is the proposal of
the term ‘rate’ of disturbance by Miller (1982), ere rate is the sum of the size of all
disturbance events in a given area per unit tinge,the product of area and frequency of
disturbance. This is comparable to the argumenOsiman and Whitlach (1978), who

suggested that disturbance is composed of the tmagpanents frequency and magnitude,
although they did not suggest a general joint measimilarly, Petraitis et al. (1989) defines
‘intensity’ as the product of area and frequenayt tre confused with the common definition

of the term intensity; Connell 1978, Sousa 19844&Sét al. 2004). Taking into account the
combined effects of area and frequency is importamtause information about one of these
components makes little sense without the contéthe other. For instance, specifying an
experimental manipulation where a community is witstd once a week is completely

12
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uninformative if we do not know the extent of thenthge. Without doubt, the differences in
effects on diversity will differ massively if therea disturbed each week is 1% of the total
area compared to if it is 99%. However, disturbarm@mposed of area and frequency are not
the only ones that would benefit from a measuré ¢benbines the quantities of components.
For example, in experiments on forest fires thepemature is vital for the effects on
communities (e.g. Gignoux et al. 1997), and thisloa combined with both the extent and the
duration for increased commensurability among s&idAlthough the combined effects of
disturbance components are always implicit in expental studies, it is necessary to
transform the measure of disturbance into a joieasore, i.e. rate, in order to put any
experimental result into a wider context, and tovalfor direct and meaningful comparisons
among studies.

The main benefit of careful specifications of tleenponents of disturbance is that they give
information of the manner in which a particular tdibance is exerted. Even for joint
measures, such as rate, it is important to spegfjh component clearly. This is important
because disturbances that are equal in extent onathreless have significantly different
effects on diversity, depending on how the distodeais distributed (Bertocci et al. 2005,
papers Il and Ill). In papét | show that equal rates of disturbance may sitil glifferent
patterns in diversity depending on the specific bmation of area and frequency, i.e. the
regime of disturbance. In accordance with the pteatis by Miller (1982), the regime with
small, frequent disturbances favoured colonizingcigs, whereas large, less frequent
disturbances favoured competitive dominants. Oninailas note, Bender et al. (1984)
identified two different types of disturbance, puland press, defined as instantaneous
alteration of species number (pulse) and the swedaalteration of species densities (press).
The distinction between two clearly different memksens of disturbance, which may
nonetheless be equal in total extent, can be ugafyredictions of patterns of diversity. In
paperlll , the biological, continuous small-scale, distud®f(i.e. press) differed in effects on
diversity from the physical disturbance, instantareeremoval or damage of individuals (i.e.
pulse). This shows that clear specification of comgnts of disturbance is important, because
the way the damage of a given disturbance is exede be vital for the outcome of studies
on disturbance-diversity patterns.

Differences between Disturbance, Perturbation andtgess

In ecological studies, the two concepts ‘pertudydtiand ‘stress’ are often used
synonymously to disturbance (e.g. Connell 1978,d8eret al. 1984, Rapport et al. 1985).
Processes and mechanisms that are generally dmbcab disturbance may instead be
classified as either perturbation (Webster and eRat979, Lane 1986) or stress (e.g.
McGuinness 1987), and the terms perturbation aedstre often used interchangeably with
disturbance without explicitly definitions of any the terms (e.g. Caswell and Real 1987,
Davies et al. 1999). Similarly, the term perturbatcan be used to refer to the effects of stress
on a system (Petraitis et al. 1989) and the terasstcan be used to describe a perturbation
(Odum et al. 1979). That these three terms are biapdazardly can be problematic, because
definitions of ecological phenomena may be vitat &xperimental design in tests of
hypotheses. Especially, since the concept of diahwe is in itself a quagmire, confounding it
with stress or perturbation would be severely stibag.

The most clear distinction among these three tésntisat between disturbance and stress,

where disturbance is generally considered to camgee severe damage (Grime 1977,
Pickett et al. 1989, Wootton 1998). Among the nmshmon mechanisms and processes
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described as stress are desiccation (Dayton 1@dlytant discharges (Rapport et al.
1985) and fluctuations in temperature (Jackson J97utrients (Menge and Sutherland
1987) and light (Grime 1977). According to Grimé@TZX) stress in plant communities is
defined as “the external constraints which limi ttate of dry-matter production of all or
part of the vegetation”, which is clearly distiffoom disturbance events that “limit the
plant biomass by causing its destruction”. Woot{@@98) makes a similar distinction
between stress and disturbance, where the uppgrdinwvhat can be defined as stress is
mortality. Stress is here defined by “causing clesngn performance as opposed to
mortality”, and he states that stress can alsoutedconversion efficiency or increase
metabolic costs”. This view is also shared by Sd2€@81) who states that the difference
between disturbance and stress, although poss#iged by the same agent, is that
disturbance only occurs when “an organisms tolezas@xceeded, resulting in its death or
sufficient loss of biomass that the recruitmensunvival of other individuals is affected”.
Pickett et al. (1989) defines stress as a “changhe interaction maintaining a minimal
structure”, caused “directly or indirectly by antemal factor”. For example, an
herbivorous insect can be a disturbance to a lgafisrupting its physiological integrity,
but a stress to the plant because leaf damage fieay the performance and reproduction
of the plant. Thus, the same mechanism will besifiasl as either disturbance or stress
depending on the level of interest (Pickett etl8B9). Rapport et al. (1985) defines stress
as “an external force or factor, or stimulus thetises changes in the ecosystem, or causes
the ecosystem to respond, or entrains ecosystemsfurtttions that may exhibit
symptoms”. This definition is not among the moremgional, since it is only applicable at
the ecosystem level and it is not intuitive whatyanptom of an ecosystemic dysfunction
may be. Another thought-provoking definition ofests is that by Rykiel in which stress is
“a physiological or functional effect; the physigloal response of an individual, or the
functional response of a system caused by distaebanother ecological process; relative
to a specified reference condition; characterizgeditection, magnitude, and persistence; a
type of perturbation”. Thus, according to thisidigéon, stress is a type of perturbation that
is the effect of disturbance. Here, | much preafex views of Grime (1977), Wootton
(1998) and Sousa (2001), where stress is geneatialinguished from disturbance as non-
lethal effects and responses.

Agents of perturbation are commonly similar to #ho$ disturbance and stress, such as flood
scouring (Webster and Patten 1979), environmergalation (Lane 1986), alteration of
species densities (Bender et al. 1984). Furtherntiviseconcept is also used for processes and
mechanisms that are not easily defined, such aardep from a normal state (Pickett and
White 1985), divergence in spatial organization bazfdger populations due to bovine
tuberculosis (Tuyttens et al. 2000) and the falldfigeaves on spider webs (Leclerc 1991).
Moreover, the term unperturbed is used by Padi$8f3) to describe systems unaffected by
either disturbance or stress. Although definitiofigerturbation are scarce in the literature,
there are a few notable exceptions. Rykiel (19&5)nds perturbation as “the response of an
ecological component or system to disturbance beroecological process as indicated by
deviations in the values describing the properiethe component or system; relative to a
specified reference condition; characterized bgalion, magnitude, and persistence”. Hence,
according to Rykiel (1985) disturbance is the agentsing damage whereas perturbation, as
well as stress, is the effects of a disturbancstimyuishing between the cause and effect of
disturbances is not unimportant, for instance, ifracess defined as disturbance does not
invoke any measurable response in the recipientmaanty it is questionable whether a
disturbance has really occurred. However, thigjpmegation of the terms has not been widely
accepted, which is likely due to the rather couimaritive terminology of stress- and
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perturbation-causing disturbances. Another excaeptothe definition by Picket and White
(1985), where perturbation is “a departure (exgjiadefined) from a normal state, behaviour,
or trajectory (also explicitly defined)”. Althouglhis definition is rather unclear and
exceptionally broad, it may in this case be botprapriate and useful. In the sense that
Padisak (1993) uses the term, but in contrast tadRy1985), it may be beneficial to reserve
a word that describes process and mechanismsahabe either disturbance or stress, or in
fact neither.

Ecological Theories on Disturbance

Disturbance has been recognized as a structuring fo ecological communities since the
beginning of the last century (Cooper 1913). HowgWewas not until the 1970ies that
disturbance was regarded as a key process in gewalagical theory (Dayton 1971, Grime
1973, Levin and Paine 1974). Since then, a numbérypotheses have been proposed to
address the involvement of disturbance in ecolégib@nomena. These hypotheses mainly
concern succession and biodiversity (Connell 198ler 1982, Dial and Roughgarden
1998), but also on evolutionary processes (Benmealyat. 2008), biological invasions (Davis
et al. 2000) and ecosystem functions (Cardinale Baliner 2002). More recently, the
productivity in natural communities, another kepgass in ecology (Connell and Orias 1964,
Tilman 1980, Abrams 1995), has been suggestedttinamncert with disturbance, which
may explain more complex patterns in species diyefsluston 1979, Kondoh 2001, Worm
et al. 2002). The following sections will focus tire most common hypotheses and models
on effects of disturbance on biological diversitye interactive effects of disturbance and
productivity, as well as possible assumptions ergguisites that these models may rely on.

The Intermediate Disturbance Hypothesis (IDH)

The most prominent theory on disturbance, and plyssécology in general, is the
Intermediate Disturbance Hypothesis (IDH; Connd@r8) (Fig. 2). The original paper by
Connell (1978) has been cited over 3300 times hadDH also represents one of few well
established ecological theories with an impact cemagement of marine and terrestrial
national reserves and parks, e.g. Yellowstone NatiBark, USA (Wootton 1998). The origin
of the IDH is, however, debated (Wilkinson 1999yek though J. H. Connell is commonly
credited as the originator of the IDH, his mainuangntation relies on the much earlier work
of Eggeling (1947) on patterns of diversity in Afi rain forests (see: Fig. 1 in Connell
1978). In his article, Wilkinson (1999) also iddiets three well-known authors who all, prior
to the work of Connell, discussed relatively higlaérersity at some form of intermediate
level of disturbance; E. P. Odum (1963), J. P. @ri(@973), and H. S. Horn (1975).
Similarly, Osman (1977) identified “an optimal freency of disturbance at which diversity is
maximized” in his study on marine epifaunal comntiesi which he argues is caused by
reductions at high and low levels of disturbancecduse of a decrease in the number of
species present or an increase in dominance”. Sumgly, neither of Odum (1963), Grime
(1973), Horn (1975) or Osman (1977) is cited inring@ew article by Connell (1978).

The IDH predicts that diversity will reach its maxim at intermediate levels of disturbance,
while remaining low at high and low levels of didtance (Fig. 2). The rationale for this is
that at low levels of disturbance strong compeditxclude competitively inferior species and
communities are dominated by a few species. Intdiate levels of disturbance, however,
disrupt competitive hierarchies by increasing lswa mortality and thus making free space
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available for recruitment of competitively inferigpecies. At successively higher levels of
disturbance, recruitment cannot balance the higéldeof mortality and slow recruiting

High |

A

Diversity

y

Disturbance High

Fig. 2 The humpshaped pattern between disturbance and diversitypradicted by the Intermedie
Disturbance Hypothesis (IDH). The mechanisms of thel e illustrated by settling panels (A, B and
used in papers andll . At point A diversity is low due t@ompetitive exclusion, at point B coexistenc
enabled by freeing space for new species, andiat @dew species survive due to high level ofulistince.

species disappear from the community. The drawbédtkis straightforward logic, and hence
its conceptual appeal, is that it has receivedcisin from both empirical and theoretical
studies for being too simplistic (Pacala and R&281Huxham et al. 2000, Shea et al. 2004).
Furthermore, a literature review revealed that oBy % of the studies on effects of
disturbance on diversity showed the unimodal patfedicted by the IDH (Mackey and
Currie 2001). Nevertheless, the IDH has been supgdn field experiments in terrestrial
(e.g. Armesto and Pickett 1985, Collins 1987, Molend Sabatier 2001), freshwater (e.qg.
Padisak 1993, Reynolds 1995, Floder and Sommer)18068 marine communities (e.g.
Osman 1977, Sousa 1979a, Valdivia et al. 2005)yedsas in laboratory experiments (e.qg.
Widdicombe and Austen 1999, Buckling et al. 200@wi& et al. 2000) and model
evaluations (Petraitis et al. 1989, Dial and Roagtign 1998, Li et al. 2004). In accordance
with these studies, the characteristic hump-shaeem between disturbance and diversity
was observed in papdrsll andlV.

The apparent simplicity of the IDH may, however,dlightly deceiving. There are, in fact,

many aspects of the IDH and the way that disturbanay determine levels of diversity.
Although | will spare the reader yet another sectim components of disturbance, there are
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some fundamental differences among the mechanidmdisturbance in relation to the
hypothesis that should be noted. For instance, dftem a disturbance occurs (i.e. frequency),
how large the disturbance is (i.e. area or extamd)time since the last disturbance (i.e. time).
Even though they are all interrelated, through riteen rationale of disrupting competitive
exclusion, the underlying mechanisms may be differs the case of frequency, high levels
of diversity can be maintained if the disturbaneergs occur often enough to prevent any one
species from achieving dominance, while not ocogrso often that only few species can
persist. When the extent of disturbance is consitleareas that are too large will eliminate all
species, areas that are too small will have ldtleo impact, whereas intermediate areas may
disrupt competitive exclusion and allow establishtnef new species in the disturbed
patches. In comparison, the time aspect stateshightdiversity will be observed at some
point in time after recolonization of the disturke@a, but before the community returns to its
successional climax (i.e. dominance by few specilis¢ main difference here is commonly
referred to as the ‘between patch’ vs. ‘within patmechanisms (e.g. Wilson 1990), or
sometimes as the resetting of a patch successibmelt vs. the creation of a successional
mosaic (e.g. Chesson and Huntly 1997). This digtincis articulated in a straightforward
way by Wilson (1994): “A single patch does not havigequency of disturbance, only a time
since last disturbance”. Albeit a bit drastic, dshbeen suggested that the within patch aspect
is not a mechanisms of coexistence, as much asra observation of succession (Wilson
1990, Wilson 1994, Chesson and Huntly 1997). Intremh, the successional mosaic, or
between patch, explanation relies on disturbancesrang in a greater area, where disturbed
patches are all in different stages of successiah raay, thus, together compose a high
regional diversity (Levin and Paine 1974, Chessod Bluntly 1997, Sheil and Burslem
2003).

One way to resolve the discussion about the diffegse between the within-patch and the
between-patch mechanisms of the IDH, could be wsider the different components of
disturbance, i.e. how the damage from the disturbais exerted. Bender et al. (1984)
distinguishes between ‘pulse disturbance’, i.estantaneous alteration of species number,
and ‘press disturbance’, i.e. the sustained aiteradf species densities (see also section
‘Components and quantities of disturbance’). A préisturbance could unceasingly prevent
competitive exclusion of a dominant species, whiids higher within-patch diversity. In
contrast, a pulse disturbance would provide patdfielfferent successional stages and ages
(younger more r-selected and older more K-seledgecies), giving rise to the higher
between-patch diversity. Hence, this subdivisiordisturbance could perhaps be a missing
link in the so far unresolved issue (see Sheil Balem 2003) of differentiating the within-
patch from the between-patch mechanisms of the IDH.

The Dynamic Equilibrium Model (DEM)

The Dynamic Equilibrium Model (DEM; Huston 1979, taoh 2001) relies on the same
general coexistence mechanisms as the IDH (Fight3pw levels of disturbance one, or few,
species will dominate and exclude all other speeiad at high levels of disturbance very few
species can persist, while coexistence is possiblatermediate levels. The addition in the
multifactorial model DEM is that the relationshigetiveen disturbance and diversity is
modified by the level of productivity. Huston (1978uggested that increased productivity,
and thus growth rates of individuals and populajoneans that a more severe disturbance is
required to prevent competitive exclusion. Consatye at low productivity, and slow
growth rates, maximum diversity is observed alreatlyow levels of disturbance because
competitive exclusion occurs at a lower rate. Thths, shape of the relationship between
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disturbance and diversity is predicted to be oé¢hgeneral types: monotonically decreasing
(at low productivity), unimodal (when productivitis intermediate) and monotonically
increasing (when productivity is high). AlthoughetibEM has not been experimentally
evaluated nearly as much as the IDH, there areolgorating manipulative studies from
aquatic as well as terrestrial systems (e.g.Tutkimgt al. 1993, Worm et al. 2002, Jara et al.
2006). However, in papdr there was no effect on diversity of the manipaedaincrease in
productivity, whereas maximum species richness wlaserved at intermediate levels of
physical disturbance, in accordance with the IDHRisTs likely explained by the productivity
treatment, which, despite a general effect on dnovettes of algae, did not affect the
competitive dominants in the hard substratum askegeb. Thus, the rate of competitive
exclusion was not measurably affected and morauéegdisturbance was consequently not
required to prevent exclusion of inferior compettat high levels of productivity.

(\ 

High

Diversity

Low

P-high
P-intermediate

Fig. 3 The patterns predicted by the Dynamic Equilibriumdeilo(DEM). At low levels o
productivity, maximum diversity is observed alreadyow levels of disturbance due to low re
of competitive exclusion. At ntermediate levels of productivity intermediate disv of
disturbance is required, and high levels of proditgthigh levels of disturbance is required,
orderto disrupt competitive exclusion by dominants aree fresoutes for colonizina specie

P-low

High

Similar to the IDH, agents and components of disince may influence the outcome of tests
on the DEM. For instance, biological and physieglents may differ in selectivity
(McGuinness 1987, Wootton 1998, Sousa 2001) andurners often prefer prey with higher
nutrient content (Emlen 1966, Onuf et al. 1977,i®@awnd Brock 2000). One indication of a
discrepancy between agents of disturbance is thtataictive effects between biological
disturbance and productivity has been observedanynstudies from various environments
(see Proulx and Mazumder 1998 and references therghereas tests of the DEM using
physical disturbance have more variable outcomes {eurkington et al. 1993, Death and
Winterbourn 1995, Death 2002, Jara et al. 2006pdperlll , in order to test for possible
differences among agents, | contrasted the effetta biological to that of a physical
disturbance in an experiment on the DEM. Using nradsessile assemblages on boulders (i.e.
epilithic communities) composed of invertebratesl anmacroalgae, | tested for interactive
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effects between productivity (high vs. ambient)ygbal disturbance (simulated wave-action
at five distinct frequencies) and biological distance (grazing by periwinkles manipulated as
absent or present). The number of algal speciesmeamctively affected by productivity and
biological disturbance, whereas the invertebratengéss was affected by physical disturbance
only. This may in part be explained by differencalegree of selectivity between agents, but,
more interestingly, also in the way the damagexésted. When biomass is slowly reduced, as
exerted by the biological, continuous small-scadtudbance (i.e. press disturbance; Bender et
al. 1984), this effect can more easily be countethdy increased growth of the affected
organisms (Huston 1979, Kondoh 2001). In contiasteased individual growth rate cannot
easily compensate for instantaneous loss of indalg] as exerted by the physical disturbance
(i.e. pulse disturbance; Bender et al. 1984). looetance with these arguments and our
results, Kneitel and Chase (2004), the only previstudy that has tested for interactions of
all three factors, also found that biological dibance (predation), but not physical
disturbance (drying), and productivity interactivedffected species richness. Thus, agents
and components of disturbance may not only infleettisturbance-diversity patterns, but also
the specific interactive effects between disturleasued productivity on biological diversity of
natural communities.

Additional related models

The only model on effects of disturbance on divgrdiat specifically considers the different
components of disturbance is that by Miller (198@)his article, he introduces the term ‘rate’
of disturbance, i.e. the product of area and fraquewhich, thus, takes into account the total
amount of disturbance inflicted upon a communitge(salso section ‘Components and
quantities of disturbance’). According to Miller982), small, frequent disturbances favour
species with rapid vegetative growth (i.e. ‘comfwes’), whereas large, less frequent
disturbances favour species with high capacity dispersal (i.e. ‘colonizers’) due to the
differences in perimeter to area ratios among @stcAlthough Miller (1982) predominantly
focuses on the area of disturbance, the other coemtoof the rate, frequency, is equally
important. Similar to variations in area, differeacin frequency and timing of disturbance
will influence the abundance and composition ourgtcommunities (Sousa 2002). This is
because species are likely to increase in abundainee the disturbance regime matches their
preferred recruitment time (Underwood and Ander$884, Crawley 2004). Furthermore,
because of the natural large variation in tempdistribution of propagules among species
(Roughgarden et al. 1988, Underwood and Anders@4)18 single large disturbance can
only be colonized by the propagules that are avigilat the specific time when a limiting
resource, i.e. space, is made free. In pélpértested the model by Miller (1982), or more
specifically if the specific combination if areadafrequency matters even if the rate is kept
constant. In accordance with the predictions byeviii1982), the regime with small, frequent
disturbances favoured colonizing species, wher@ag] less frequent disturbances favoured
competitive dominants. Thus, as is claimed in ttie, tequal rates of disturbance did cause
different patterns in diversity.

In a model on the importance of the timing of disance, Abugov (1982) introduces the
concept of disturbance ‘phasing’. Abugov (1982}idguishes between disturbances that are
phased compared to those that are unphased. Actaserbance means that all patches are
cleared simultaneously, and the patches are tetmdue ‘in phase’. Conversely, during
unphased disturbance, the probability of a patéhgbeleared by disturbance is independent
of the disturbance of other patches. Phased desteds are considered to be more large scale
disturbance events such as storms or forest fivhereas constant predation is given as an
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example of unphased disturbance. The outcome ofgéwa model showed that highest
diversity always occurred at intermediate leveldisturbance, regardless of the degree of
phasing, but also that the diversity at any giverel of disturbance depend on the degree of
phasing. Furthermore, similar to the multifactoradel DEM, high levels of diversity was
observed at intermediate degree of phasing amn@iate levels of disturbance. The idea of
phasing is similar to that of temporal variability disturbance, which has been shown to
affect the community structure of benthic assenmdsdagn rocky shores (i.e. Bertocci et al.
2005, but see: Sugden et al. 2007). It is alsolaimd the concepts of ‘Nonadditivity’
(Chesson 2000), ‘Storage Effect’ (Chesson and Kub897) and ‘Spatiotemporal Niche
Creation’ (Pacala and Rees 1998). The key argurtiemtdn these concepts is that
coexistence is enabled because different spediéze Wifferent spatiotemporal niches. The
spatiotemporal niches may differ, depending on remvihental fluctuations or disturbance, in
the amount of available resources, the free spacesdttling and in their current stage of
succession (Amarasekare et al. 2004, Roxburgh. 2084, Shea et al. 2004). Due to the
suggestions of coexistence mechanisms that aredeorts be alternative, the IDH and the
DEM have been argued to give “inadequate, incogisistor improbable explanations” of
species coexistence (see: Chesson and Huntly 198Xyever, the main mechanism of
coexistence in all these concepts, including plypaimd temporal variability, is that different
patches are at different successional stages adiff@r in availability of resources. Hence, it
could be argued that they are all describing thewieen-patch’, or ‘successional mosaic’,
aspect of the IDH, where coexistence is maintaireedenabled, by disturbance, because
patches at different stages in succession diffepaties composition.

In their investigation of the theoretical validitf the IDH, Dial and Roughgarden (1998)
found what they call ‘the intermediate area hypsitieand ‘the intermediate recruitment
hypothesis’. In contrast to most other models astudbance (Petraitis et al. 1989, Chesson
and Huntly 1997, Kondoh 2001), their mathematicalded incorporates the dynamics of
pelagic larvae and benthic adults, as well as tibed competition for the limiting resource
space. The larval-benthic dynamics was purposehgidered because the pattern predicted
by the IDH is often observed in communities whgvecses have long-lived propagules and
space-limited adults, such as marine invertebratesroalgae and seed plants (Sousa 1979a,
Sousa 1979b, Molino and Sabatier 2001, Jara 8086). More specifically, in these systems
the disturbance only affects the sessile adultsilewleaving the propagule mortality
unaffected (Dial and Roughgarden 1998). The two pewnts of the outcome of the model
was that the IDH is a moderate to high settleméehpmenon, and that a subordinate species
must have an adaptation allowing it to survive andblonize at levels of disturbance that are
lethal to the dominant, if disturbance, area, ttles@ent is to allow coexistence. According to
Dial and Roughgarden (1998), these two key poihtsysthat the IDH is not a universal
phenomenon, which also leads to the additionalavoécof the model, the intermediate area
and recruitment hypotheses. If the level of dismce, at an intermediate value, is kept
constant, intermediate levels of recruitment leadcoexistence among species. This is
explained by the exclusion of the subordinate g®eaf a dominant superior at high
recruitment, and at low recruitment the dominaminca exist. However, in their model, area
is equivalent to settlement, thus, yielding a saimihtermediate area effect, where smaller
habitats can favour subordinate species’ coexistevith a dominant species. Although it
could be argued that the proposed hypotheses diactiralready inherent functions of the
IDH, since diversity cannot increase if no new sgecettle (Osman 1977, Huxham et al.
2000, papers Il and Ill), it may still be notewagrtio point out that disturbance is not the only
way exclusion can be prevented and coexistencetaiaéd. Furthermore, it gives important
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insights in the underlying mechanisms of coexistefur the IDH, as well as the possible
prerequisites for observing the pattern predictethb IDH discussed in the next section.

Prerequisites for the IDH and the DEM

In response to the inconsistencies in the outcoihmeamipulative tests of the IDH (reviewed
by Mackey and Currie 2001), several authors haggested that the predictions of the IDH
relies on a number of prerequisites. The most comm@requisites, or assumption, are
competitive exclusion (Fuentes and Jaksic 1988)elaegional species pool (Osman 1977),
multiple stages in succession (Collins and Gler®i7)9nonlinear resource use (Chesson and
Huntly 1997), availability of spatiotemporal nichéacala and Rees 1998) and trade-offs
between competition and tolerance (Petraitis et18B9) and between competition and
colonisation (Dial and Roughgarden 1998). Furtheendenge and Sutherland (1987)
argued that the effects of disturbance depend$fieramount of environmental stress in the
system. However, the constructive criticism in suggestions of the prerequisites primarily
concerns aspects of two key processes; compeétidrcolonization.

Aspects of Colonization

According to Dial and Roughgarden (1998), the IDHa "moderate-to-high settlement
phenomenon”, and Collins et al. (1995) pointed that it is settlement by propagules that
may allow for increases in diversity, not disturbaper se That colonization is important in
order for disturbance to have a positive effectdorersity is intuitive and logic. Diversity
cannot increase if there are no available propagol®ccupy the space, or any other limiting
resource, which is freed by disturbance (Sousa 2@ other suggested prerequisite, that is
equally straightforward, but maybe less intuitigethe importance of a large regional species
pool (Osman 1977). This is because diversity camwease if the propagules that establish
in the cleared space, are the same species tlgally inhabit the assemblage. This was
clearly shown in a manipulative experiment by Huxhet al. (2000), where the species pool
in the intertidal macrofaunal communities was tooal to allow for settlement of new
species in the assemblages subjected to disturbdrove rate of colonization is also
something that may explain the lack of positiveeet§ of disturbance on diversity in pajpiér
and at one of three sites in pagér In the experiment on the effects of physical and
biological disturbance and productivity on natuegilithic assemblages (papédt ), the
recruitment of new species occurred at a ratewhatnot sufficient to counteract the negative
effects of disturbance. Similarly, in pap#r, the physical disturbance did not have a
significant effect on the richness of the hard salbsm assemblages at one site, where
richness was generally low and new species dideible in disturbed patches. In contrast to
paperlll , this experiment was setup in the waters of th@n archipelago, where the
regional species pool and availability of propaguber definition was natural. However, it
has previously been shown that local hydrodynarnmicgreas near this site may hamper the
settling of invertebrate larvae (Berntsson et GD4 Jonsson et al. 2004), which also could
explain the surprisingly low total cover in the tmfs assemblages at this site. Thus, local
hydrodynamics may be of equal importance to thelahility of propagules and the size of
the regional species pool, for the outcome of maaijve experiments on the effects of
disturbance on diversity.
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Aspects of Competition

The other key process in the suggested preregjisibenpetition, was mentioned already by
Connell (1978), who considered competitive exclosim be an assumption for the
coexistence facilitating mechanism of disturbar@ienilar to the arguments for colonization,
disturbance cannot increase diversity if theresigxclusion process to interrupt by removing
the dominant(s) and allow new species to estaltisa community (Huston 1979, Sousa
1984, 2001). This is also linked to the suggestedietoff between competition and
colonization. If the inferior species cannot outapeete the dominant at colonizing newly
freed substrata, competitive exclusion may notieggnted and diversity will not increase in
response to disturbance (Dial and Roughgarden 1®8jilarly, for the trade-off between
competition and disturbance tolerance, the infesjpecies must be better adapted to cope
with destructive events, either by physiologicdétance or other means such as fast growth
and re-colonization (Petraitis et al. 1989). Thims,order for a disturbance to facilitate
coexistence, the dominant species must be compalsatinore susceptible to the damage
exerted. Furthermore, the dominant species mustkasable to maintain their competitive
advantage in the absence of disturbance (Conn&B)19he importance of competition for
the outcome of experiments on disturbance is glestibwn in papetl, where the three
different responses to disturbance at the threferdiit sites clearly corresponded to the
differences in species composition (fig. 4). Conipet exclusion was evident at the site
where support for the IDH was found, as also olexkim papet, whereas increasing levels
of disturbance only decreased diversity at thelaitking clear dominants in the undisturbed
controls. Although assemblages at the third siée &Ecked dominants, there was no effect of
disturbance because the initial diversity was so tlat even the limited colonization in this
area could counteract the effects of disturbancas€quently, the same disturbance can give
widely different patterns in diversity depending thie composition of species, and the level
of competition, in communities.

In order to disrupt the competitive advantage omphants, the destructive event of a
disturbance must potentially affect all speciea similar manner, or, conversely, fall heavier
on the competitive dominants. The problem with pmesselectivity of agents has been
discussed for manipulations of disturbance, butfootmanipulations of productivity. This
lack of considerations of selectivity in agents nsayerely confound tests of the DEM. The
DEM predicts that competitive exclusion will incesawith productivity, thus requiring a
stronger disturbance to be disrupted, but if teriar competitors are more strongly affected
by the productivity treatment this could insteaolsdown the rate of exclusion. This would
cause diversity to peak at lower, rather than tteglipted higher, intensities of disturbance.
The issue of the selectivity of agents of produttiwas clearly shown in papé&rwhere the
IDH was supported, but the DEM was not. The mdslyi explanation for this outcome is
that the dominant species exerting competitiveesioh, the tunicat€iona intestinaliswas
unlikely to benefit from the manipulation of nutmteavailability. Hence, even though the
productivity treatment had a general, positiveeeffon growth rates in the assemblages, the
rate of competitive exclusion did not increase, ardher levels of disturbance was
consequently not required to maximize diversityelEvn studies that recognize the issue of
selectivity, there is a practical difficulty of dgsing a non-selective agent of productivity in
manipulative experiments. Experimental manipulatbmproductivity in tests of the DEM is
commonly done indirectly, i.e. by adding nutrieatsorganic matter (Turkington et al. 1993,
Widdicombe and Austen 2001, Worm et al. 2002, Kaieind Chase 2004, Jara et al. 2006,
Canning-Clode et al. 2008, Sugden et al. 2008%ulch manipulations it is necessary to test
independently whether the actual experimental imeat (the adding of nutrients or organic
matter) has an effect on productivity. Without erde for an actual increase in productivity
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experiments cannot perform an adequate test oD#Md, and without information on the
selectivity of the agent of productivity the outammf tests cannot be adequately interpreted.
Unfortunately, this issue is generally overlookedy( Widdicombe and Austen 2001, Scholes
et al. 2005, Jara et al. 200®&evertheless, if predictions about effects of paihity and
disturbance on diversity are to be tested in feetgderiments, indirect manipulations, such as
adding nutrients or organic matter, may be the onlyceivable solution.

Considerations of diversity

Something that is conspicuously absent in thedlitee is a discussion on the potentially large
variation in outcomes among studies depending enntkasure of diversity that is used in
tests of the IDH. As discussed in the earlier sesti nearly every aspect of disturbance has
been considered, e.g. the definitions, the agehes,components, the quantities, how the
damage from disturbance is exerted and a multinfdeerequisites have been suggested to
explain inconsistencies in outcomes of the IDHadtidition, many other aspects of the IDH
have been discussed, such as alternative mechamigtegying coexistence (Pacala and Rees
1998), influence of the characteristics of commesi{Fuentes and Jaksic 1988), interactive
effects of disturbances (Collins 1987), importané¢he specific traits of individual species
(Haddad et al. 2008) and the context dependendete&inmediacy (Shea et al. 2004). Yet,
despite over 3300 citations of Connell (1978) angble attention in the scientific literature,
no one has considered the response variable faratheeptual model IDH, i.e. the aspect of
diversity.

Consequently, in papelV | investigated how the measure of diversity mafedf the
outcome of studies on effects of disturbance oerdity. This was done by scrutinizing the
original formulations of the models, conducting @tasanalysis of previously published
studies and through two different approaches tdhematical modelling. In the formulation
of the IDH, Connell (1978) uses the word diversitithout any further definition, while
Huston (DEM; 1979) rejects all various indices aodsiders diversity to be solely richness
and evenness. In the model presented by MillerZL88ersity is defined as a measure that
includes both “species abundance and number”. Heweeither Huston nor Miller makes
an effort to explain what kind of effects disturbarwould have on species abundances in
contrast to the number of species. In the metaysizal investigated if all measures of
diversity show the same response in studies tleatws or measures of diversity within the
same experiment. The mathematical modelling wafopeed using one already established
spatially implicit model (Kondoh 2001) and one st explicit automation model, in order
to specifically contrast the responses to distucbaf the two major components of diversity:
richness and evenness. Both models support the WbEN biodiversity is measured as
species richness, but, in contrast, predict thatnegss increases monotonically with
increasing levels of disturbance. The meta-analsis@ved that two-thirds of the published
studies in the survey present different results ddferent diversity measures, and the
comparisons between richness and evenness shovesemigher degree of dissimilarity. In
addition, when the analyses from papleendll were rerun to include evenness as response
variable (these results were not included in anyhef papers), the same patterns as in the
models emerges. Hence, in accordance with thegti@a of the two model, species richness
was maximized at intermediate levels of disturbareel evenness showed linear increases
with increasing rates of disturbance (Evennesgalicomponent MS=0.95, F=28.7, p<0.01,;
MS=1.75, F=81.8, p<0.01, respectively, quadratimgonent MS=0.010, F=0.30, p=0.58;
MS=0.0052, F=0.24, p=0.63, respectively, Fig. Fug, the meta-analysis, as well as the
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mathematical two models and the re-analysis ofipusvfield experiments clearly show that
the measure of diversity is vital for outcomesasts of the IDH.
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Conclusions

In this thesis | have clearly (i.e. hopefully) showhat the definition of disturbance can
influence the outcome of studies, depending on vhibaracteristics of disturbances a
particular definition encompasses. The type of atst is causing the disturbance is crucial,
because selectivity can differ among disturbancentsgand biological agents may choose
prey depending on nutritional value. Different caments of disturbance can affect
communities in different ways, and even the spegifoportions of area and frequency within
the same rate of disturbance can cause differetterpa in diversity. The effects of
disturbance will also to a large extent dependhengpecies composition of the community
upon which it is inflicted. In tests of hypothesas disturbance-diversity pattern, outcomes
are generally influenced by the rate of competijtibe availability of propagules, the regional
species pool and interactions with the abiotic emment. Experimental tests of models that
include productivity should also include expliaitvestigations of whether the manipulative
treatment significantly affects the overall produty, as well as the recognition of the
possible selectivity of productivity agents. Furthere, the measure of diversity used as
response variable is vital for the outcome of testeypotheses on effects of disturbance on
diversity. Clearly, there are many aspects to amrsiin experimental design and
interpretation of results in disturbance-diversitydies. Consequently, in order to increase the
generality and commensurability among studiesjlitbe of great benefit if experimenters (i)
define the type of disturbance used in the stuilya¢sign ecologically relevant agents of
disturbance and productivity with quantifiable campnts, (iii) recognize the characteristics
of the community the disturbance is inflicted upand (iv) specify, and justify, the measure
of diversity to be used in tests of hypothesesftatts of disturbance on diversity.
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