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Summary of the thesis  

 

The thesis consists of four self-contained papers. 

 

Paper 1: Social divisions and institutions: Assessing institutional parameter variation 

A great number of studies have by now demonstrated the positive association between 

different measures of institutional development and economic performance (see e.g. Knack and 

Keefer 1995; Hall and Jones 1999; Acemoglu et al. 2001; Rodrik et al. 2004), and several 

scholars now point to the need to contextualize the discussion of institutions and their role in 

the development process (North 1994; Djankov et al. 2003; Rodrik 2008).  Against this 

background, a pressing question when evaluating the relation between property rights 

institutions and economic performance should be: property rights for whom? Rich and poor, 

men and women, people of different ethnic origins, large-scale corporations and small-scale 

peasants – do they all receive the same protection? Put differently, is there variation in 

property rights protection within countries, and if so, how does this affect institutional payoffs 

measured at the country-level?  

This paper investigates the hypothesis that the association between property rights 

institutions and income per capita is weaker in countries with high social divisions. The 

argument is that social divisions should have a negative effect on perceived institutional 

inclusiveness, which in turn should depress institutional payoffs. Absent a property rights 

indicator that captures the perceived inclusiveness of institutions, social divisions should then 

weaken the observed association between property rights institutions and income. 

In line with the social division hypothesis, the results of empirical estimations for a cross-

section of countries suggest a weaker association between property rights institutions – as 

measured by a standard property rights index – and income in countries marked by ethnic 

fractionalization and income inequality. The results point to the importance of carefully 

evaluating whether the institutions indicator captures the institutional framework applying to a 

broad cross-section of the population, and how a failure of it to do so could affect one‟s 

conclusions.      Published in Public Choice 

 

Paper 2: Preferences for redistribution: A country comparison of fairness judgements 

To understand the great variation in support for income redistribution, we need to go 

beyond rational economic self-interest explanations and incorporate ideas of what individuals 

consider fair. One could in this context make a distinction between fairness concepts focusing 
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consider fair. One could in this context make a distinction between fairness concepts focusing 
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only on outcomes, such as strict egalitarianism, and those accounting for individual inputs 

contributing to those outcomes. This paper seeks to explain within- and across-country 

variation in redistributive preferences in terms of self-interest concerns and an input-based 

concept of fairness. The former predicts a negative relation between an individual‟s relative 

income and his or her support for income redistribution. The latter we examine by exploring 

how holding certain beliefs regarding the causes of income differences affects support for 

redistribution.  

According to an input based fairness concept, people expect their outcome of an 

exchange to be correlated to inputs – e.g. effort, skills and talent – seen as relevant for that 

exchange (Adams, 1965). Furthermore, it is suggested that one should make a distinction 

between inputs for which the individual could be considered directly responsible – 

„responsible inputs‟, and those that are beyond the individual‟s control – „arbitrary inputs‟, 

and that fair distributions are based on responsible inputs only (Dworkin, 1981; Roemer, 

2002). If people in their fairness judgments distinguish between inputs in this fashion, then 

those who believe that income determinants to a greater degree are „responsible‟ should 

consider the prevailing income distribution fairer and thus be less inclined to support 

redistribution, whereas those who to a larger extent view them as „arbitrary‟ should see the 

existing income differences as more unfair and accordingly be more supportive of 

redistribution. 

Results of estimations based on data for over 20,000 respondents across 25 countries 

indicate that both self-interest considerations and input-based fairness concerns help explain 

redistributive preferences.  In line with an input based fairness concept, we find that those who 

believe that income differences are due to „arbitrary‟ factors are more supportive of 

redistribution than those who believe that they originate in „responsible‟ factors. While 

differences in beliefs on what causes income differences seem to be important for explaining 

within-country variation in redistributive preferences, they do little to explain across-country 

differences. Differences in the effects of holding certain beliefs, however, are important for 

explaining across-country variation in redistributive preferences, suggesting considerable 

heterogeneity across societies in what is considered as fair.   

   Published in Journal of Economic Behavior and Organization 

 

Paper 3: Political participation in Africa: The role of individual resources 

Motivated by the importance of broad-based citizen engagement for equitable democratic 

development, and by the sparse existing evidence on patterns of political participation in the 
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emerging African democracies, this study explores the role of individual resources in 

explaining African political participation. 

The influential resource perspective (Brady et al., 1995), used to explain the higher rates 

of political participation among resource rich citizens often observed in established 

democracies, stresses that political participation is costly and requires inputs in terms of 

individual resources like skills and time. If citizens in young developing country democracies 

face comparatively high participation costs and have more limited individual resource 

endowments than citizens in more established democracies, this explanatory framework 

should be particularly relevant in the African setting. 

On the contrary, however, empirical findings drawing on new data for more than 27 000 

respondents in 20 emerging African democracies suggest surprisingly weak explanatory 

power of the resource perspective. In some cases, the relatively resource poor actually 

participate to a greater extent than the more resource rich. The results are encouraging in that 

they indicate fairly broad-based political participation – which should be a prerequisite for a 

well-functioning democracy – but also call attention to the need to evaluate the motivational 

forces behind the decision to take part. 

 

Paper 4: Institution building with limited resources: Establishing a supreme audit 

institution in Rwanda 

Developing countries tend to have great needs in terms of institution building but limited 

resources available for building institutional capacity. Does this call for alternative 

institutional solutions? Several recent studies in fact suggest that institution building in 

developing countries requires a „second-best mind-set‟ (Djankov et al., 2003; Dixit, 2004; 

Acemoglu et al., 2006; Rodrik, 2008). Yet, we have little knowledge of the specific tradeoffs 

between first-best benchmarks and second-best solutions facing developing country 

institutions in their start-up phase.  

This study considers the establishment of a supreme audit institution (SAI) in Rwanda. 

While operating with highly set ideals – their role is ultimately to help to ensure that public 

funds reach the poor rather than end up in corrupt pockets – developing country SAIs also 

tend to face severe operational constraints. We investigate the interplay between the 

programmatic ideal of SAI independence and operational constraints in terms of staff capacity 

in the development of a supreme audit oversight function in Rwanda. Doing so, we hope to 

shed light on institution building with limited resources, highlighting potential trade-offs 
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between best-practice institutional benchmarks and local operational constraints in a 

developing country institution-building process.  

Drawing on data from document studies and key informant interviews, the empirical 

results suggest that capacity constraints – within the institution as well as among its major 

stakeholders – negatively impact important aspects of SAI functional independence, but also 

that there are arguments for compromising the programmatic ideal of SAI independence in 

order to effectively tackle operational constraints in terms of staff capacity. In more general 

terms, our findings highlight that institution building bounded by operational constraints 

requires careful sequencing of reform, an awareness of institutional interdependencies, and 

efforts in terms of translating the legal institutional framework into practice.  
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Abstract This paper investigates the hypothesis that the association between property rights
institutions and income is weaker in countries with high social divisions. It argues that social
divisions should have a negative effect on perceived institutional inclusiveness, which in
turn should depress institutional payoffs. Absent a property rights indicator that captures
the perceived inclusiveness of institutions, social divisions should then weaken the observed
association between property rights institutions and income. The empirical results support
this hypothesis, and highlight the importance of evaluating whether the institutions measure
used captures the institutional framework applying to the population at large.
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1 Introduction

We know that ‘institutions matter’. A great number of studies have by now demonstrated
the positive association between different measures of institutional development and eco-
nomic performance (see, for example, Knack and Keefer 1995; Hall and Jones 1999;
Acemoglu et al. 2001; Rodrik et al. 2004), and several scholars now point to the need to
contextualize the discussion of institutions and their role in the development process (North
1994; Djankov et al. 2003; Rodrik et al. 2004; Mukand and Rodrik 2005; Rodrik 2008;
Williamson 2009). The impact of a formal institutional setup depends on a country’s spe-
cific institutional needs, enforcement strategies and informal institutions, the arguments go,
and there is not necessarily a clear mapping from a specific institutional arrangement to an
economic outcome.

Keeping in mind the need to contextualize the discussion of institutions and their role in
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rights institutions and economic performance should be: property rights for whom? Rich and
poor, men and women, people of different ethnic origins, large-scale corporations and small-
scale peasants—do they all receive the same protection? Put differently, is there variation
in property rights protection within countries, and if so, how does this affect institutional
payoffs measured at the country-level?

The aim of this paper is to investigate the hypothesis that the association between prop-
erty rights institutions and income per capita is weaker in countries marked by social divi-
sions. The argument is that institutional payoffs should increase with perceived institutional
inclusiveness, which in turn should be negatively affected by the level of social divisions. If
social divisions have a negative effect on the extent to which the institutional framework is
perceived to incorporate the different segments of economic actors in society, and our insti-
tutional indicators do not take account of this perceived inclusiveness (or lack thereof), they
should also have a negative influence on the strength of the observed association between
property rights institutions and income per capita. The results of empirical estimations for a
cross-section of countries support this hypothesis and highlight the importance of evaluat-
ing the extent to which the property rights indicator used captures the level of protection for
society at large.

If not taken into account, parameter heterogeneity, i.e., systematic coefficient variation
in cross-section data, constitutes a form of regression misspecification (Temple 2000; Brock
and Durlauf 2001; Zietz 2006).1 The above argument suggests the existence of institutional
parameter heterogeneity along a social division dimension, in particular if—as is standard in
the literature—using an institutional indicator that is poorly suited to capture the inclusive-
ness of the institutional framework. Against this background, evaluating institutional para-
meter variation along a social division dimension is an important contribution that should
help contextualize the well established association between institutions and economic per-
formance and shed light on the importance of considering the property rights applying
for a broad cross-section of the population as opposed to a limited segment of economic
actors.

2 Social divisions and institutional payoffs

Institutions can be defined as formal and informal rules that shape the incentives in human
exchange, whether political, social or economic (North 1990). Economists usually inter-
pret the concept in a narrow sense, assessing how conducive these rules are to desirable
economic behavior (Rodrik et al. 2004). This paper follows in this tradition, focusing on
property rights institutions (hence, ‘institutions’ refer to property rights protection). Besley
and Ghatak (2009) define property rights as the institutional framework in place for pro-
tection of the right of an owner of a good or asset to use it for consumption and income

1Against this background it is surprising that the cross-country institutions literature contains so few stud-
ies evaluating, or even allowing for, institutional parameter variation Two papers that focus on variation in
the institutional parameter (measuring ‘institutions’ in terms of the ‘social infrastructure’ variable of Hall
and Jones 1999, covering factors ranging from law and order to average tariff rates) are that of Eicher
and Leukert (2006), who find a stronger institutional coefficient in non-OECD than in OECD countries,
and that of Cavalcanti and Novo (2005), who find the payoffs from better institutions to be lower at the
top of the conditional distribution of international incomes. Other papers (e.g., Baliamoune-Lutz 2005;
Baliamoune-Lutz and Ndikumana 2007; Mehlum et al. 2006; and Rodrik 1999) allow for institutional in-
teraction effects, but focus on how institutions affects the impact of another explanatory variable, rather than
on the variation in the institutional parameter.
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generation, to transfer it to another party and to use it to contract with other parties. As such,
property rights are essential for investment and trade, and thus for economic development
in a wider sense. My main proxy for property rights is a very influential indicator (used by,
e.g., Knack and Keefer 1995; Hall and Jones 1999; Acemoglu et al. 2001, 2002) focusing
on the risk of expropriation facing foreign investors (see Sect. 3.1).

The second key concept—social divisions—refers to societal cleavages involving in-
equality, in terms of economic conditions, social status, or both. As such, it could be seen
as the antithesis of social cohesion, describing a situation where citizens feel they are part
of the same community, face shared challenges and reap similar societal benefits (Easterly
et al. 2006). Social divisions can exist along several dimensions, such as income, class, eth-
nicity and gender, and what constitutes the most salient dividing lines is likely to vary across
societies.2 To capture social divisions this paper considers cleavages along an economic and
an ethnic dimension, as proxied by measures of income inequality and ethnic diversity (see
the discussion in Sect. 3.1).

A significant literature argues that divisions along these lines have a negative impact
on institutional development per se (as opposed to on institutional payoffs). With respect
to ethnic divisions, several studies suggest an adverse effect of ethnic diversity on insti-
tutions and government policies, and thereby on economic performance (see, for exam-
ple, Easterly and Levine 1997; La Porta et al. 1999; Collier 2000; Alesina et al. 2003;
Aghion et al. 2004). The basic argument is that societies with ethnic cleavages tend to have
difficulties in agreeing on public goods provision and to be prone to rent seeking whereby
leaders create rents for the group in power at the expense of society at large. Moreover,
Leeson (2005) suggests causation from institutions to fractionalization, describing how het-
erogeneous agents in pre-colonial Africa relied on social-distance reducing signals (such as
adopting someone else’s religious practices) to enable trade, and how colonial rulers put an
end to this bridging across groups by introducing noise into these signals.3

Turning to social divisions along economic lines, several studies suggest that income
inequality can be detrimental to institutional development.4 Glaeser et al. (2003), Sonin
(2003) and Hoff and Stiglitz (2004) model how the rich and politically powerful can subvert
institutions for their own benefit. Chong and Gradstein (2007) find evidence of a two-way
causation—that income inequality undermines institutions, but also that poorly developed
institutions create inequality. Finally, a few empirical papers propose negative effects of both
income inequality and ethnic fractionalization on institutional development and thereby on
economic performance (Easterly 2001b; Keefer and Knack 2002; Easterly et al. 2006).

2See the discussion of Anthias (1998) and Erdmann (2007).
3This constitutes just a small part of a large literature on ethnic divisions; a wealth of studies analyze how
ethnic identities are shaped (see, e.g., Eifert et al. 2009), how ethnic affiliations affect party systems and
voting behavior (see, e.g., Mozaffar et al. 2003, and Lindberg and Morrison 2008), and how ethnic divisions
relate to conflict (see, e.g., Collier and Hoeffler 2004, and Basuchoudhary and Shughart II 2007). For in-depth
analysis of ethnic group affiliations and ethnic conflict, see Horowitz (1985) and Hardin (1995).
4Again, the literature relating income inequality to institutional development is just a small fraction of the
extensive literature focusing on the association between income inequality and economic performance (for a
good overview see Benabou 1996). Several studies suggest that inequality has a negative effect on growth and
investment. Arguments include that inequality motivates redistribution, which in turn creates growth-reducing
distortions (see, for example, Persson and Tabellini 1994, and Alesina and Rodrik 1994), that it fuels political
instability (see, for example, Alesina and Perotti 1996), and that in the presence of credit constraints it causes
the poor to under-invest (see, for example, Galor and Zeira 1993). Barro (2000), on the other hand, finds
no overall relation between income inequality and growth, but rather that inequality retards growth in poor
countries and stimulates growth in richer countries.
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The papers arguing that ethnic fractionalization and income inequality impact negatively
on institutional development have in common that they suggest that a lack of social cohesion
hinders societies from building institutions that serve an all-encompassing interest. Hence,
the argument is that different forms of social divisions can undermine institutions per se,
and given the importance of well functioning institutions for economic development, thereby
also have a negative effect on economic performance. This paper proposes an alternative (but
not contradictory) mechanism; that social divisions undermine institutional payoffs, that is,
the impact of institutions on economic performance.

The argument is that social divisions should negatively affect perceived institutional in-
clusiveness, which in turn should depress institutional payoffs. Acemoglu et al. (2002) argue
that good institutions should secure property rights for a ‘broad cross-section’ of society.
The inclusiveness of the institutional framework, depending on de jure regulations as well
as their de facto application, has to do with the extent to which institutions live up to this cri-
terion, i.e., how well they incorporate the different segments of economic actors in society.
Importantly, what should matter for agents’ economic behavior is the perceived inclusive-
ness of the institutional framework—that is, the extent to which each and every individual
perceives that his or her property rights are protected (see the arguments of Kaufmann et al.
1999). Although perceived and actual property rights are likely to be highly correlated, the
distinction is relevant; irrespective of de facto property rights, there may be variation across
groups in the extent to which people perceive that property rights offer them protection. This
situation seems particularly pertinent in a country marked by social divisions.

My conjecture is that perceived institutional inclusiveness is negatively affected by social
divisions. Although social divisions in terms of ethnic fractionalization or income inequality
do not automatically imply perceptions of injustice,5 comparing a country marked by social
divisions to a more cohesive society, it seems reasonable to assume that in the former people
are on average more likely to perceive property rights institutions as protecting some groups
more than others.

However, whether we observe that social divisions negatively affect institutions per se,
or institutional payoffs, ultimately depends on how we define and measure property rights
institutions. If one thought of property rights protection as the extent of protection perceived
by citizens in general, then if social divisions, as suggested here, have a negative effect
on the perception of institutional inclusiveness this would, by definition, be the same as
saying that they impact negatively on property rights institutions as such. Hence, if in line
with this definition measuring property rights using an indicator based on country averages
from comparable national surveys asking a representative sample of the population about
how they perceive the security of property rights in their country, social divisions would, if
negatively affecting the perception of institutional inclusiveness, bring down the country’s
average property rights score. However, I am not aware of any study taking this approach.
The argument that social divisions instead depress institutional payoffs takes as a point of
departure the country level property rights measures used in the literature today.

These indicators tend to focus on assessments of the protection of a small segment of
economic actors, like foreign investors (see the discussion of the ICRG measure in Sect. 3.1),

5There are, for example, experimental and survey based evidence that when assessing the fairness of a dis-
tribution people take into account the inputs—such as effort, skills or luck—contributing to that distribution
(see, for example, Hoffman and Spitzer 1985; Fong 2001; Cappelen et al. 2007; and Isaksson and Lindskog
2009). If people believe that the prevailing distribution is based on factors under individual control, such as
hard work, they may view it as just even though it is unequal, whereas if they believe it is based on factors
outside individual control, such as political favoritism or inheritance, they may regard it as unjust.
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or on expert judgments of formal economic and judicial structures (see the discussion of the
Heritage Foundation and World Bank Doing Business indicators in Sect. 3.1). In particular,
there is no survey based property rights measure, in line with the hypothetical indicator
described above, aiming to capture perceptions of property rights protection among citizens
at large. While such a measure would surely be problematic in many respects, not the least
in terms of comparability, it should at least aim at capturing the property rights applying
for ‘a broad cross section of society’. With respect to expert judgments of the property
rights protection facing foreign investors, on the other hand, although probably overlapping
the perceptions of property rights protection among citizens in general, it seems a strong
assumption that they should be identical. Hence, if social divisions negatively affect the
perception of institutional inclusiveness, using a standard measure of property rights two
countries could thus get the same institutional ‘score’, but different institutional payoffs,
depending on their levels of social divisions.

Having said this, let us consider why perceived lack of inclusiveness, whether based in
actual circumstances or not, should weaken the observed positive association between prop-
erty rights institutions and economic performance in countries marked by social divisions.
Two mechanisms appear important here. First, there should be a direct coverage effect. If
property rights induce desirable economic behaviors such as investment and trade, these
behavioral effects should increase with perceived institutional coverage. In other words, if
some segments of society feel, rightly or not, that the existing property rights institutions
offer them no protection, then the effects of these institutions on economic behavior should
be less widespread. Second, there might be a compliance effect; if citizens feel that the in-
stitutional framework does not protect their interests, they should be less inclined to comply
with its rules. As pointed out by Keefer and Knack (2002) the costs of enforcing property
rights depends on the legitimacy of those rights—to what extent they are accepted by society
at large. If property rights institutions are seen as protecting the property of one group more
than that of another, then the legitimacy of those institutions should be reduced in the eyes
of the people who perceive themselves as disadvantaged, making them less willing to live
by the regulations put forward.6

Consider the case of property rights to land. In many developing countries customary
and formal land rights coexist, giving rise to ambiguities and overlapping claims to plots.
Studying land rights in Ghana, Goldstein and Udry (2008) find that the security of tenure
is highly dependent on social status. According to their findings, the risk of losing one’s
plot when leaving it fallow is substantial, and importantly, varies considerably depending
on the individual’s position in the local political and social hierarchy; a man holding a po-
litical office faces a 20% risk of losing his land—for a woman not holding a political office
this figure is doubled. In line with this variation their results indicate that lower agricultural
returns among women are attributable to women’s lower social status, in turn giving them
less secure tenure, which discourages investment in land. Hence, social divisions affect the
de facto land rights of individuals; had men and women the same social status, or in the ab-
sence of social status differentials in general, we would not have observed these differences
in tenure security. While this example illustrates a case of actual variation in property rights
across groups within a country marked by social divisions, we need not go that far. As noted
above, what matters for economic behavior is perceived property rights protection. Hence,

6The findings of Hellman and Kaufmann (2002), who find that perceived inequality of influence is associated
with a negative assessment of the fairness and impartiality of courts, with being less inclined to use courts
to resolve business disputes (coverage), and with lower levels of tax compliance and higher levels of bribery
(compliance), could be said to support these arguments.
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for social divisions to affect institutional payoffs it would suffice if in countries marked by
social divisions it is more likely that some groups perceive that property rights offer them
no protection.

How is this form of variation in property rights protection captured in country level mea-
sures of property rights? If measuring property rights protection as perceived by each and
every individual in Ghana—in line with the hypothetical survey based property rights indi-
cator discussed above—the lower protection among women would bring down the country
average, and an estimated payoff to property rights protection would be based on this aver-
age. A property rights indicator assessing the risk of expropriation facing foreign investors,
or measures focusing on legal structures (i.e., de jure rights rather than de facto protection),
on the other hand, do not take account of within-country variability in effective protection.
In a cohesive country this variability need not be substantial. However, in a country marked
by social divisions it seems likely that some groups (like women in Ghana) will fall short of
the reported standard.7

To sum up, the argument suggests that unless our property rights indicator captures the
property rights protections perceived by all segments of economic actors in society, the mea-
sured association between property rights institutions and economic performance should
vary with the perceived inclusiveness of property rights institutions, in turn negatively influ-
enced by the degree of social divisions.

3 Empirical estimation

Above it was argued that the association between property rights institutions and economic
performance should vary with social divisions. Let us now turn to the strategy and data used
for investigating the empirical support for this claim. In line with the cross-country institu-
tions literature I use linear regression, regressing the measure of economic performance on
explanatory variables including an interaction term between the institutions indicator and
the social division measure. The benchmark OLS regression thus takes the form:

logyi = α + βInsti + γ Socdivi + δInsti · Socdivi + ϕXi + εi (1)

where yi is income per capita in country i, Insti is the institutions indicator, Socdivi is
the social division measure, Insti · Socdivi is the interaction term allowing the institutional
parameter to vary with social divisions, Xi is a vector of control variables, and εi is an
error term. The existence of institutional parameter heterogeneity along a social division
dimension is evaluated by interpreting the interaction term parameter δ, associated marginal
effects and the results of split sample estimations.

Focusing on a cross-section of countries one faces familiar problems of simultaneity
and omitted variables. First, it does not seem unreasonable that institutions and income are

7One cannot rule out that foreign investors in fact experience lower protection than other segments of eco-
nomic actors in a country, or that effective institutional protection is stronger, say, for the poor majority than
for the rich minority. Using an institutional indicator based on the conditions of foreign investors, or based
on de jure rather than effective protection, would then understate, rather than overstate, the property rights
applying to citizens in general. With this caveat in mind, however, I would still argue that in a country marked
by social divisions, if effective property rights differ across groups it is more likely that it is the poor farmer
rather than the multinational corporation that belongs to the disadvantaged group in terms of property rights
protection. For example, with the possible exception of Hugo Chavez’ Venezuela, it is difficult to think of
a country with a highly unequal income distribution where the poor would have stronger effective property
rights than the rich elite.
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mutually reinforcing, i.e., that institutions promote economic development and economic
development enables institution building. Trying to establish the causal effect of institu-
tions, a substantial literature attempts to get around this simultaneity problem by instru-
menting for institutional development (see, for example, Hall and Jones 1999, and Ace-
moglu et al. 2001). Second, if the degree of income inequality differs across sectors of the
economy then there are reasons to believe that structural economic change should lead to
variation in inequality over a country’s development process (see the literature relating to
the ‘Kuznets curve’, originally Kuznets 1955, and later e.g., Bourguignon and Morrison
1990). In the literature linking ethnic divisions to economic performance, finally, measures
for ethnic fractionalization have in fact generally been treated as exogenous (see, for ex-
ample, Easterly and Levine 1997; La Porta et al. 1999; and Alesina et al. 2003). How-
ever, to the extent that ethnic divisions are socially constructed (see, e.g., Horowitz 1985;
Hardin 1995) a legitimate concern is that the salience of ethnic cleavages might change
over time in response to economic incentives (see, e.g., Alesina and La Ferrara 2005) or
institutional structures (see, e.g., Leeson 2005).

In theory, these problems can be approached by instrumenting for the key explanatory
variables. However, finding valid instruments (uncorrelated with the model error term) is
difficult even when using micro-data, and with the country as the unit of analysis it is, if not
impossible, then at least very problematic (Besley and Ghatak 2009). For instance, while the
aforementioned attempts at instrumenting for institutions (Hall and Jones 1999; and Ace-
moglu et al. 2001) were novel, the validity of the instruments used can be questioned (for a
critical discussion of the exogeneity of instruments in recent IV approaches see Glaeser et al.
2004; Deaton 2009; and Bazzi and Clemens 2009). Moreover, being interested in whether
the association between property rights institutions and income is weaker in countries with
high social divisions, the focus in this paper lies on the existence of an interaction effect
between institutions and social divisions rather than on their respective point estimates. Re-
verse causality from economic development to institutions or social divisions should not by
itself bias this interaction effect—only to the extent that these (reverse) causal effects vary
systematically with institutions or social divisions should they bias the result.

Against this background there are strong arguments for keeping the analysis simple. With
the purpose of this paper and the above discussion in mind, cautiously interpreting the ro-
bustness of OLS correlation patterns seems preferable to using IV estimation with question-
able instruments. Importantly then, the results are not meant to be interpreted in terms of
‘impacts’ or ‘effects’. Rather, focus lies on examining the variation in the strength of the as-
sociation between property rights institutions and income. By including a range of control
variables proposed in the literature, and allowing the intercept as well as the institutional
slope term to vary across regions, I seek to minimize the influence of omitted variables on
the key parameter estimates. I take care to test the results using a range of different specifi-
cations, and am cautious when it comes to interpreting the point estimates.

3.1 Variables and data

The dependent variable is log GDP per capita in 2005 obtained from the World Development
Indicators. I use income levels, rather than growth, considering that the focus explanatory
variable is slow moving and has reasonably developed over a considerable period of time,
meaning that measuring ‘institutions’ today, the institutional indicator should still pick up
institutional developments from far back. With the aim to uncover contextual variation in
the effect of a slow moving variable it seems appropriate to consider its relation to a variable
that in a similar fashion captures long run development. And whereas income levels capture
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long run development, growth rates are transient (for arguments along these lines, see Hall
and Jones 1999).

One approach, common in the literature (see, e.g., Acemoglu et al. 2001), would be to
consider longer-term growth. Doing so, however, initial period income (included to control
for convergence tendencies) will pick up a considerable portion of the long run influence
of institutions on economic performance, meaning that one is left to consider the recent
variation in the outcome and explanatory variables. With little recent variation in institutions
(the institutional indicator in focus is in fact only available for the period 1982–1997), and
considering that my aim is not merely to uncover the overall institutional parameter, but the
contextual variation in this parameter, income seems a more appropriate outcome variable
for my purposes. However, in an extended working paper version of this paper I also run a
set of estimations using different growth spans as dependent variable. The results are mixed,
but as expected provide more evidence of the hypothesized parameter variation for growth
averaged over longer periods (see Isaksson 2009).

To proxy for property rights institutions I use the measure of protection against risk of
expropriation, developed by the International Country Risk Guides (ICRG). This indicator
is a subjective assessment of the risk to foreign investors of ‘outright confiscation and forced
nationalization’ of property, ranging from 1–10, with higher values meaning better protec-
tion against expropriation. Even though this measure focuses on risks to foreign investors it
is perhaps the most influential indicator used to proxy for property rights institutions (see,
for example, Knack and Keefer 1995; Hall and Jones 1999; and Acemoglu et al. 2001,
2002). For instance, although Acemoglu et al. (2002) argue that good institutions should
secure property rights for a broad cross-section of society they use the ICRG variable that
focuses on risks to foreign investors as one of their main indicators to capture institutional
development. The fact that the ICRG measure has had a wide impact in the institutions lit-
erature, in spite of its inability to capture the degree of property rights protection for a broad
cross-section of society, makes it interesting to use in this context.

As noted, however, the extent to which the institutional parameter varies with social di-
visions should depend on the institutional indicator used. In particular, if social divisions
affect the association between institutions and income via a negative influence on the per-
ceived inclusiveness of the institutional framework, then the better the institutional indicator
takes account of the inclusiveness of institutions, the less institutional parameter hetero-
geneity along a social division dimension we should observe. Ideally then, one would want
to compare the results obtained when using a range of different measures that to varying
extents capture the inclusiveness of property rights institutions. It is very difficult, if at all
possible, to find a property rights proxy that perfectly captures the perceived property rights
protection for society as a whole. However, different measures should have varying success
on this account, and the ICRG measure, focusing on the situation faced by foreign investors,
should reasonably be in the least successful end of this spectrum.

I consider four alternative property right indicators (see alt. inst. 1–4 in Table A.1). Un-
like the ICRG indicator, the first three of these measures do not explicitly focus on the
conditions of foreign investors, and thus it seems likely that they better capture the inclu-
siveness of institutions. Even though being based on expert judgments of economic and
judicial structures (alt. inst. 1–2) and on a rating of property rights in an ‘executive opinion
survey’ (alt. inst. 3), rather than on the views of general citizens, at least these measures set
out to capture property rights in general and not those applying for a very limited segment
of investors. Alt. inst. 4, on the other hand, assesses the risk facing foreign investors in the
repatriation of profits. Hence, just like the benchmark indicator it is an ICRG measure fo-
cusing on risks facing foreign investors rather than the population at large. As such, it should
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do a poor job of capturing the inclusiveness of property rights institutions, which according
to the above argument means that we should observe institutional parameter variation along
a social division dimension.

To capture social divisions I focus on ethnic fractionalization and income inequality. The
main ethnic fractionalization variable used is that of Alesina et al. (2003), which gives the
probability that two individuals selected randomly from the population belong to different
ethnic groups. Although recently constructed this measure has become well established in
the literature and is available for a great number of countries. However, considering social
divisions along an ethnic dimension one has to keep in mind that ethnicity is a complex
concept that does not lend itself to easy measurement. In the words of Erdmann (2007:11)
it “denotes a historically and socially constructed identity [. . .] that is multifaceted, change-
able and has multiple meanings”, or as Fearon (2003) puts it—it is a ‘slippery concept’.
Ethnic group boundaries can be thought of in terms of attributes like color, language, or
religion (Horowitz 1985). Hence, there is not necessarily one right way to specify the set of
ethnic groups in a country, and even if there was, ethnic diversity does not necessarily imply
inequalities across ethnic groups, or ethnic tensions, just as ethnic tensions can be severe in
countries with comparatively little ethnic diversity. For these reasons, ethnic fractionaliza-
tion indicators should be seen as rough proxies for social divisions along ethnic lines, and to
make sure that the results are not contingent upon the choice of specific indicator one should
consider a range of different measures.

To evaluate the sensitivity of the results to different ethnic diversity measures I also con-
sider the ethnolinguistic fractionalization indicator of Easterly and Levine (1997), the eth-
nic measure of Fearon (2003), and the language fractionalization measure of Alesina et al.
(2003). To investigate whether ethnic polarization, rather than fractionalization, matters for
the association between institutions and income I use the measure of Montalvo and Reynal-
Querol (2005) (based on Esteban and Ray 1994). Finally, in an attempt to capture the depth
of ethnic divisions—I also consider Fearon’s (2003) measure of cultural diversity, aiming
to capture the cultural distance between ethnic groups by estimating the proximity between
their languages.

To capture social divisions along economic lines I consider income inequality as mea-
sured by the Gini index. As already noted, income inequality does not automatically imply
perceptions of injustice. However, comparing more unequal to less unequal countries, it
seems reasonable that on average perceptions of injustice are more widespread in the for-
mer. The Gini index is a measure of statistical dispersion with a theoretical range of 0–100,
with 0 representing perfect equality (that each unit receives an equal share of income), and
100 indicating perfect inequality (that a single unit receives all income).

The Gini measure used here is obtained from the Standardized World Income Inequality
database (SWIID) (Solt 2009). Comparing income inequality across countries and over time
is problematic because inequality figures are often based on different income definitions
(e.g., net and gross) and on different reference units (e.g., household and individual). One
is faced with a trade-off between comparability and coverage; greater comparability tends
to come at a cost of limited coverage (see, for example, the measure from the Luxembourg
Income Study 2009), and wider coverage over time and across countries tends to imply
limited comparability (see, for example, the measure of Deininger and Squire 1996). This
SWIID Gini measure used here, focusing on inequality in terms of net household disposable
income, has the advantage that it seeks to maximize comparability for the broadest possi-
ble set of countries and years (for more information on the methods used in constructing
this Gini indicator, see Solt 2009). To evaluate the sensitivity of results to different income
inequality measures, however, I also consider the share of income held by the richest and
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poorest deciles, the richest, poorest, and three middle quintiles, as well as the ratio of the
income of the richest decile to the poorest decile, and of the richest quintile to the poorest
quintile.

Ethnic fractionalization and income inequality capture divisions along different lines and
hence constitute different phenomena. Nevertheless, the focus is on these two variables for
a reason, namely that they can be viewed as examples of ‘social divisions’. If ethnic frac-
tionalization and income inequality individually affect the institutional parameter, and do so
because of the shared feature that they represent forms of social divisions, then the two vari-
ables should have a combined influence on the institutional coefficient. To examine if this is
the case I also consider a composite social division indicator—the first principal component
between the ethnic fractionalization and the income inequality indicators (i.e., a weighted
average capturing the maximum proportion of the total variation, see e.g., Kumaranayake
and Vyas 2006).

Furthermore, believing that social divisions affect the institutional parameter through a
negative influence on the perceived inclusiveness of institutions, in an alternative approach
I instead interact the institutional indicator with a variable that could be said to proxy for
perceived inclusiveness directly. It is based on the executive opinion survey in the World
Economic Forum ‘Global competitiveness report’ asking respondents to rate whether gov-
ernment officials in their country (1 = usually favor well-connected firms and individuals,
7 = are neutral).

Turning to the set of control variables, in line with the literature stressing the ge-
ographic determinants of economic performance (Gallup et al. 1998; Sachs 2003) and
that highlighting the role of international economic integration (Sachs and Warner 1995;
Frankel and Romer 1999; Dollar and Kraay 2003) I include controls for distance to equator,
for being located in the tropics, for being landlocked, and for exports and imports relative
to GDP. A variable capturing whether the country has been engaged in civil war in the re-
cent period is included considering that a potential negative influence of social divisions
on income could work via this mechanism. Considering that expropriation often occurs in
resource extraction sectors, I include an indicator capturing the share of energy and mineral
rents in income. Moreover, to control for the stock of human and physical capital I include
controls for school enrollment and capital investment. For a restricted sample I include an al-
ternative trade variable and controls for colonial influence and political tradition.8 To further
limit the extent of unobserved cross-country heterogeneity all estimations include region
dummies. The benchmark sample consists of 96 countries, and is limited only by data avail-
ability. For variable definitions, descriptive and summary statistics see Tables A.1–A.3 in
Appendix.

4 Results

This section evaluates the hypothesis that the association between property rights institutions
and income is weaker in countries marked by social divisions. First it discusses the results
of benchmark estimations where the institutional parameter is allowed to vary with the mea-
sures included to capture social divisions, i.e., ethnic fractionalization, income inequality,
and the composite social division indicator, and then moves on to evaluate the sensitivity of
the findings.

8The geographically predicted trade share of Frankel and Romer (1999), a dummy for ex-colony status, and
dummies for being of French, British, German, Socialist or Scandinavian legal origin.
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resource extraction sectors, I include an indicator capturing the share of energy and mineral
rents in income. Moreover, to control for the stock of human and physical capital I include
controls for school enrollment and capital investment. For a restricted sample I include an al-
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dummies. The benchmark sample consists of 96 countries, and is limited only by data avail-
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4 Results

This section evaluates the hypothesis that the association between property rights institutions
and income is weaker in countries marked by social divisions. First it discusses the results
of benchmark estimations where the institutional parameter is allowed to vary with the mea-
sures included to capture social divisions, i.e., ethnic fractionalization, income inequality,
and the composite social division indicator, and then moves on to evaluate the sensitivity of
the findings.

8The geographically predicted trade share of Frankel and Romer (1999), a dummy for ex-colony status, and
dummies for being of French, British, German, Socialist or Scandinavian legal origin.
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4.1 Social divisions and the institutional parameter

Table 1 presents the results of regressions allowing the institutional slope term to vary with
ethnic fractionalization (Panel A), income inequality (Panel B) and the composite social
divisions indicator (Panel C). Looking at Panels A and B one can first of all note that as
expected the institutional parameter is positive and statistically significant throughout, and
that the coefficients of the social divisions indicators, ethnic fractionalization and Gini re-
spectively, are positive in the presence of the interaction term.9 Most interesting for our
purposes, however, is that the interaction term between the institutions indicator and the
measures of social divisions—ethnic fractionalization and Gini—has a negative and statisti-
cally significant parameter in all estimations, supporting the hypothesis that the association
between property rights institutions and income is weaker in societies with high levels of
social divisions.

The statistically significant interaction effect implies that the impact of each of the two
constituent variables (institutions and ethnic fractionalization, and institutions and income
inequality, respectively) depends on the value of the other, and hence that they cannot be in-
terpreted in isolation (Braumoeller 2004). To get a picture of the marginal effect of a change
in institutions predicted by the model one has to consider both the institutional parameter,
the parameter of the interaction term, and the level of the other component in the interaction
term:

� logy = �inst[βinst + δInst·socdiv · Socdiv].
Based on Regression 6 in Table 1 we can see that with ethnic fractionalization at its mean
level, the model predicts a one unit improvement in the institutions index to be associated
with a 66% higher income per capita. With ethnic fractionalization at a level one standard
deviation above and below its mean, however, the same institutional improvement is instead
associated with a predicted income rise of 42% and 93% respectively. Similarly, with the
Gini index at its mean level, a one unit improvement in the institutions index is predicted
to be associated with a 68% greater income per capita. With a Gini score one standard
deviation above and below the mean, on the other hand, the same institutional improvement
is predicted to come with a 38% and a 106% greater income respectively (all marginal effects
are statistically significant at the 1% level).

As noted, (see the discussion in Sect. 3) one should be cautious when interpreting the
point estimates. What one can say, however, is that the predicted income increases associated
with an institutional improvement vary substantially with the level of social divisions; the
greater the degree of ethnic fractionalization or income inequality the smaller the predicted
income increase associated with a given institutional improvement.

One cannot be sure that the negative interaction effect is driven by a weaker association
between property rights institutions and income in countries with strong social divisions.
An alternative interpretation would be that it is a varying association between social divi-
sions and income at different levels of institutional development that drives the result. The
negative interaction effect would then imply that the better the institutions, the worse (less
positive or more negative) would be the association between social divisions and income.
The theoretical motivation for this seems unclear. Still, to approach this issue, let us consider
a number of sample splits (see Table A.4).

9Considering that my primary focus is on variation in the institutional parameter I do not wish to draw any
conclusions about the causal effects of ethnic fractionalization and income inequality.
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Table 1 Social divisions and institutional parameter variation (OLS estimation). Dependent variable is log
GDP per capita in 2005

Panel A: Ethnic fractionalization

(1) (2) (3) (4) (5) (6)

Constant 4.588*** 3.127*** 2.940** 2.919** 2.983** 2.804*

(1.370) (1.093) (1.176) (1.159) (1.228) (1.460)

Institutions 0.487*** 0.864*** 0.818*** 0.813*** 0.769*** 0.751***

(0.094) (0.114) (0.120) (0.118) (0.117) (0.130)

Ethnic −0.217 3.310** 3.244** 3.743** 3.627** 3.999**

(0.491) (1.545) (1.548) (1.550) (1.514) (1.576)

Inst-ethnic −0.557*** −0.517** −0.565*** −0.558*** −0.585***

(0.204) (0.207) (0.207) (0.202) (0.209)

R-squared 0.84 0.83 0.83 0.84 0.85 0.86

Panel B: Income inequality

(1) (2) (3) (4) (5) (6)

Constant 4.588*** −2.420 −2.973 −2.389 −1.838 −1.154

(1.370) (2.184) (2.206) (2.278) (2.332) (2.383)

Institutions 0.487*** 1.455*** 1.526*** 1.440*** 1.344*** 1.283***

(0.094) (0.248) (0.275) (0.287) (0.286) (0.290)

Gini −0.004 0.147*** 0.168*** 0.156*** 0.139*** 0.133***

(0.015) (0.045) (0.049) (0.050) (0.050) (0.050)

Inst-Gini −0.020*** −0.022*** −0.020*** −0.019*** −0.019***

(0.006) (0.006) (0.007) (0.006) (0.006)

R-squared 0.84 0.83 0.84 0.85 0.85 0.86

Panel C: Composite social division indicator

(1) (2) (3) (4) (5) (6)

Constant 4.314*** 4.082*** 4.207*** 4.296*** 4.250*** 4.488***

(1.139) (0.900) (0.998) (0.997) (1.062) (1.064)

Institutions 0.485*** 0.634*** 0.613*** 0.598*** 0.547*** 0.512***

(0.089) (0.076) (0.078) (0.079) (0.081) (0.083)

Socdiv −0.094 1.551*** 1.702*** 1.719*** 1.550*** 1.590***

(0.186) (0.502) (0.517) (0.514) (0.508) (0.504)

Inst-Socdiv −0.230*** −0.239*** −0.234*** −0.225*** −0.224***

(0.062) (0.065) (0.065) (0.063) (0.063)

R-squared 0.84 0.84 0.85 0.85 0.86 0.87

Notes: 96 observations; Standard errors in parentheses; *significant at 10%, **significant at 5%,
***significant at 1%; In addition to the reported variables: Regression 1 includes all benchmark controls,
Region dummies, Distance to equator, Landlocked, Tropical, Trade share, Energy/Mineral, Education, In-
vestment, War, and the social division variable not in focus (i.e. in Panel B, when focusing on the Gini index,
I also control for ethnic fractionalization); Regression 2 includes region dummies; Regression 3 includes
the variables of (2) plus the geographical controls (Distance to equator, Landlocked, Tropical); Regression 4
includes the variables of (3) plus Trade share and Energy/Mineral; Regression 5 includes the variables of (4)
plus Education and Investment; Regression 6 includes the variables of (5) plus War, and in Panels A and B
the social division variable not in focus, i.e. the full set of benchmark controls
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Splitting the sample at the median ethnic fractionalization score and allowing all slope
terms to vary between the two groups the institutional parameter in the less fractionalized
group is 0.87 and highly statistically significant, whereas in the more fractionalized group
it is not statistically different from zero (the difference between the two coefficients is sta-
tistically significant at the 1% level). If, for the purpose of comparison, instead splitting the
sample at the median level in the institutions index, thus allowing all slope terms to vary
for countries with ‘better’ and ‘worse’ institutions, there is no statistically significant differ-
ence between the ethnic fractionalization parameters of the two groups. Doing the same for
the Gini estimation, the institutional parameter in the low Gini group is almost four times
the size of that in the high Gini group (the difference is statistically significant), while the
results of a sample split at the median level of the institutions index does not allow us to
reject that the two groups have similar Gini parameters. These estimations seem to indi-
cate that what drives the identified interaction effect is the institutional parameter varying
with social divisions rather than the social division parameter varying by the level of insti-
tutions.

So far, we have considered the different dimensions of social divisions separately. Us-
ing the composite social division indicator—the first principal component between the eth-
nic fractionalization and income inequality indicators—we can look for a combined influ-
ence of these aspects of social divisions on the institutional parameter. Panel C of Table 1
presents regressions where the institutional parameter is allowed to vary with the composite
social division indicator. Before including the interaction term between the social division
composite variable and the institutions indicator (Regression 1) the parameter of the so-
cial division variable is not statistically significant, seemingly suggesting that on its own
the composite division measure does little to explain income per capita. When including
the interaction term (Regressions 2–6), however, the social division parameter comes out
positive, and the interaction term parameter is as expected negative, both being statistically
significant.10 Evaluating the predicted marginal effects of an institutional improvement at
different levels of social divisions, and comparing the results of split sample estimations,
the results are qualitatively the same as when done for the estimations using the individual
ethnic fractionalization and income inequality indicators above. Hence, it seems that ethnic
fractionalization and income inequality share a common feature, which affects the institu-
tional parameter.

4.2 Social divisions and regional variation in the institutional parameter

Inspecting the regional variation in social divisions, Sub-Saharan Africa (henceforth Africa)
has the highest score on the composite social division indicator, and Europe the lowest.
Knowing this one would, in line with the social division hypothesis put forward, predict that
Africa has a smaller and Europe a larger institutional parameter than the rest of the sample.

10The interaction effects identified in Table 1 are robust to the inclusion of the alternative trade variable of
Frankel and Romer (1999), and to controls for colonial influence and political tradition. Moreover, when in
line with the arguments of e.g., Collier (2001) including the square of the ethnic fractionalization measure,
and when in line with the hypothesis that the relationship between income and income inequality is character-
ized by an inverted U-shape (Kuznets 1955) including a squared Gini term (see also Tam 2008, who instead
suggest a ‘political Kuznets curve’, i.e., an inverted U-shape in the relation between income inequality and
democratic development, arguing that the traditional economic Kuznets curve might just proxy for the politi-
cal Kuznets curve), the interaction effect remains. The squared terms, on the other hand, are not statistically
significant.
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Also, finding the lowest levels of social divisions in Europe and the highest in Africa, a rea-
sonable question is whether the weaker institutional parameter identified in countries with
high social divisions could be driven by omitted variables related to the level of economic de-
velopment. Table 2 presents the results of estimations allowing the institutional slope term to
vary across regions. To investigate whether the institutional parameter varies systematically
across the specified regions according to the hypothesized pattern, Regressions 1–6 allow
the institutional parameter to vary across regions, but not with social divisions. To make sure
that the weaker institutional parameter observed in countries with high social divisions is not
driven up unobserved regional variation, Regressions 8–14 expose the institutions-social di-
visions interaction variable to the regional interaction terms, one at a time, as well as all in
combination (Regression 7, where the institutional parameter is allowed to vary only with
social divisions, is included as a point of reference).

As expected from their average levels of social divisions, the coefficient of the interac-
tion term between the institutions indicator and the Africa dummy (Regression 1) comes
out negative and statistically significant, and the parameter of the interaction term between
the institutions indicator and the Europe dummy (Regression 2) is positive and statistically
significant, suggesting a weaker institutional parameter in the African sample and a stronger
one in the European. Except for the institutions-EAP (East Asia Pacific) interaction term
coefficient (Regression 3), which is positive and statistically significant at the 10% level,
the interactions based on the regions occupying middle positions in terms of their levels of
social divisions are not statistically significant.

As it turns out the institutions-social division interaction effect is surprisingly robust to
the inclusion of the regional interaction terms. In contrast, the regional interaction effects
are far from stable. Even in the final regression, which allows the institutional slope term
to vary with social divisions as well as across all regions, the social division interaction ef-
fect, unlike the regional interactions, remains statistically significant and remarkably stable.
This should strengthen the case for that the identified weaker association between property
rights institutions and income per capita in countries with high social divisions is not simply
picking up unobserved regional variation. Rather, considering that the African and European
interaction effects do not survive the inclusion of the institutions-social division interaction,
it seems social divisions could help explain the observed regional institutional parameter
variation.

4.3 Sensitivity of results

In Table 2 we saw that the ‘institutions—social divisions’ interaction effect was robust to
allowing the institutional slope term to vary across regions, thereby controlling for the in-
fluence of unobserved factors varying systematically across these regions. Could the ob-
served interaction effect instead be driven by the institutional parameter varying with some
other variable included in the model? Or is institutional parameter variation—along any
of the benchmark variables—the rule rather than the exception? To investigate this I ex-
pose the focus interaction term to alternative institutional interactions, systematically allow-
ing the institutional parameter to vary with all other benchmark controls. Table 3 presents
the results of this exercise, exposing the focus interaction term to the alternative institu-
tional interactions, one at a time (Regressions 2–9) as well as all in combination (Regres-
sion 10).

Again, the ‘institutions-social divisions’ interaction effect is remarkably stable to the
inclusion of the alternative institutional interaction terms. In contrast to the highly statisti-
cally significant institutions-social divisions interaction term parameters in Regressions 2–9,
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Public Choice

Table 4 Allowing the
institutional parameter to vary
with Socdiv and Inclusive.
Dependent variable is log GDP
per capita in 2005

Notes: 89 observations; standard
errors in parentheses;
*significant at 10%,
**significant at 5%,
***significant at 1%; All
regressions include a constant
term and benchmark controls
(Region dummies, Distance to
equator, Landlocked, Tropical,
Trade share, Energy/Mineral,
Education, Investment, and War)

(1) (2) (3)

Institutions 0.535*** 0.062 0.193

(0.089) (0.210) (0.220)

Socdiv 1.419** 0.871

(0.549) (0.557)

Inclusive −0.505 −0.287

(0.530) (0.547)

Inst-Socdiv −0.206*** −0.127*

(0.068) (0.071)

Inst-Inclusive 0.100* 0.068

(0.060) (0.063)

R-squared 0.86 0.87 0.87

only two of the alternative interactions (institutions-energy/mineral and institutions-war) are
weakly statistically significant. Moreover, when including all the institutional interactions in
combination (Regression 10), although problematic in terms of collinearity, the institutions-
social division interaction term parameter remains stable and is statistically significant at the
10% level. None of the alternative interaction term coefficients are close to being statisti-
cally significant in this estimation. Seemingly then, the identified interaction effect between
institutions and social divisions is not driven by the institutional parameter varying system-
atically with some other variable included in the model. Rather, this paper’s focus interaction
clearly stands out as being the central dimension for institutional parameter variation in the
model.

We have seen that the negative ‘institutions-social divisions’ interaction effect is very
stable to the inclusion of alternative institutional interaction terms. But what if we allow the
institutional parameter to vary with a variable included to proxy for perceived institutional
inclusiveness directly (see Sect. 3.1 or Table A.1)? Believing that social divisions affect the
institutional parameter through a negative influence on the perceived inclusiveness of insti-
tutions, such an interaction should presumably help explain the observed institutions-social
divisions interaction effect. Table 4 compares the results obtained allowing the institutional
parameter to vary with the composite social division indicator (Regression 1), the inclusive-
ness measure (Regression 2), and along both dimensions (Regression 3). As expected, the
parameter of the institutions-inclusiveness interaction term is positive (although statistically
significant at the 10% level only), suggesting a stronger institutional parameter in countries
with an institutional framework perceived to be more inclusive. When included in combi-
nation only the original interaction (inst-socdiv) remains statistically significant. However,
compared to how very stable it was when facing the alternative institutional interactions
above, it now drops considerably in size and is statistically significant only at the 10% level.
Based on this, it seems the perceived inclusiveness of institutions could help explain the
observed institutional parameter variation along a social division dimension.

The results do not appear to be driven by influential observations. Using robust regres-
sion (estimated using ‘rreg’ in STATA), down-weighting observations with particularly large
residuals, the negative institution-social division interaction effects remain statistically sig-
nificant at the 1% level. In fact, they become slightly larger in absolute terms. Furthermore,
they are robust to omitting the observations in the top and bottom deciles of the key explana-
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tory variables (institutions and social divisions), as well as to excluding the respective re-
gions, one at a time. Similarly, excluding influential observations identified (using DFBETA)
to have a particularly large effect on the interaction term parameter, it remains statistically
significant and stable.11 Moreover, inference should not be biased by heteroskedasticity.
Visual inspection of the residuals plotted against the key independent variables reveals no
apparent trend in the residual variances, according to the White test we cannot reject the
hypothesis of homoskedastic disturbances, and using robust standard errors the institution-
social division interaction term parameters remain stable and statistically significant in all
benchmark specifications of Table 1.

Neither do the results seem to be contingent upon the choice of ethnic fractionalization
and income inequality measures (see Tables A.5–A.6). If instead of using the ethnic fraction-
alization measure of Alesina et al. (2003) we consider the ethno-linguistic fractionalization
variable of Easterly and Levine (1997), the ethnic measure of Fearon (2003), the language
fractionalization measure of Alesina et al. (2003), and Fearon’s (2003) measure of cultural
diversity aiming to capture the distance between groups, the negative and statistically sig-
nificant interaction effect between the fractionalization and institutions measure remains.
Only when using the polarization measure of Montalvo and Reynal-Querol (2005), which
aims to capture how far the distribution of ethnic groups is from the bipolar distribution (two
groups of equal size), the estimation suggests no statistically significant interaction effect.12

If instead of using the Gini index focusing on the share of income held by the richest and
poorest deciles, the richest, poorest, and three middle quintiles, and the ratio of the income
of the richest decile to the poorest decile, and of the richest quintile to the poorest quintile,
the parameter of the interaction term between the inequality indicator and the institutions
measure is statistically significant (except in Regression 7 in Table A.6, using the ratio of
the richest to poorest decile, where it is only close to being so at the 10% level) and of the
expected sign.

What about the sensitivity of key results to the use of alternative property rights indica-
tors? As noted, whether the institutional parameter varies with the level of social divisions
should depend on the extent to which the specific property rights indicator used captures the
inclusiveness of institutions. If social divisions affect the institutional parameter through a
negative influence on the perceived inclusiveness of institutions, then the better the institu-
tional indicator captures institutional inclusiveness the less institutional parameter hetero-
geneity along a social division dimension we should observe. Considering that it focuses on
the situation of foreign investors the main property rights indicator, the very influential ICRG
measure of risk of expropriation, could hardly be said to capture inclusiveness. Hence, us-
ing alternative indicators that better capture the property rights protection of the population
at large we should expect less institutional parameter heterogeneity along a social division
dimension.

Table 5 presents the results of estimations using four alternative property rights indicators
(see Sect. 3.1). As expected, for the first three of these indicators—which do not explicitly

11The DFBETA statistic is calculated for each observation of the concerned variable. For a particular ob-
servation it gives the change in the concerned variable coefficient resulting from omitting the observation,
scaling this difference by the estimated standard error of the coefficient when the observation is deleted.
The standard cut-off value for DFBETA, above which the observation is considered influential, is the ab-
solute value of 2/sqrt(n), where n is the number of observations. Thirteen such cases are identified for the
institutions-social division interaction term, namely Japan, Namibia, The Gambia, Iran, Mongolia, Malawi,
Mail, Albania, Switzerland, Madagascar, Guyana, Greece, and Botswana.
12It has been suggested that while polarization indicators are better at explaining civil war (Montalvo and
Reynal-Querol 2005) fractionalization measures better explain economic performance (Alesina et al. 2003).
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focus on the property rights of foreign investors and hence should not be as problematic as
the focus indicator in terms of not capturing inclusiveness—the results in terms of the hy-
pothesized institutional parameter heterogeneity are now weaker. Interacting the alternative
property rights measures, one at a time, with the Gini, ethnic fractionalization and composite
social division indicators the interaction term parameters all come out negative, but for alt.
inst. 1–3 they are only statistically significant in some of the estimations.13 In fact, out of
the four alternative property rights indicators only alt. inst. 4, which just as the benchmark
variable focuses on the risk facing foreign investors rather than the population at large, has
a statistically significant interaction term parameter when interacted with all three social di-
vision variables. Hence, while the identified institutional parameter variation was robust to
using different social division measures, it varies with the specific property rights indicator
used. Seemingly, institutional parameter heterogeneity along a social division dimension is
most important when using measures more problematic in terms of failing to capture the
inclusiveness of institutions.

5 Conclusions

This paper investigated the hypothesis that the observed association between property rights
institutions and income per capita is weaker in countries marked by social divisions. The
hypothesis was based on the argument that social divisions should have a negative influence
on the perceived inclusiveness of property rights institutions, which, if lacking a property
rights indicator that perfectly captures the perceived inclusiveness of property rights protec-
tion, in turn should reduce the strength of the observed association between property rights
institutions and income.

In line with the social division hypothesis, the results suggested a weaker association
between property rights institutions and income in countries with high social divisions, as
measured in terms of ethnic fractionalization, income inequality and a composite social
division indicator. The findings were robust over a wide range of specifications, including
when altering the sample, when allowing the institutional slope term to vary across regions
and with all other benchmark controls, and when using a wide range of alternative ethnic
fractionalization and income inequality measures.

In contrast, the results were sensitive to allowing the institutional parameter to vary with
a proxy for institutional inclusiveness, and to using alternative property rights indicators—
both of which add support to the idea that social divisions affect the institutional parameter
through a negative influence on the inclusiveness of institutions. First, allowing for a smaller
institutional parameter in countries with a less inclusive institutional framework could seem-
ingly help explain the observed institutional parameter variation along a social division di-
mension. Second, if social divisions affect the institutional parameter through a negative
influence on the perceived inclusiveness of institutions, then the better the institutional indi-
cator captures institutional inclusiveness the less institutional parameter heterogeneity along
a social division dimension we should observe. The main property rights indicator used, the
very influential ICRG measure of risk of expropriation, focuses on the situation of foreign
investors and is thus arguably very problematic in terms of not taking account of the inclu-
siveness of institutions. In line with this, when using alternative property rights indicators

13Moreover, unlike the original interaction effect, which remained remarkably stable when allowing all re-
gions different institutional slope terms, these interactions do not withstand the inclusion of the institution-
region interaction terms.
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seemingly less problematic in terms of inclusiveness, the hypothesized parameter variation
was not nearly as robust as when using the standard ICRG measure. Considering how stable
the identified interaction effect was to other alterations in the specification, these departures
from the standard results are worth stressing.

From an empirical point of view, the results of this paper highlighted the problems with
neglecting institutional parameter heterogeneity along a social division dimension, particu-
larly when using property rights measures that focus on very limited segments of economic
actors. In more general terms, it points to the importance of carefully evaluating whether the
institutions indicator captures the institutional framework applying to a broad cross-section
of the population, and how a failure of it to do so could affect one’s conclusions. For policy,
the results underscore the importance of building inclusive property rights institutions ap-
plying to a broad cross section of the population. This involves evaluating the de jure rights
as well as the de facto application of these rights.
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Appendix

Table A.1 Variable descriptions

Dependent variable
Log GDP per capita in 2005 (constant US$). Source: World Development Indicators (WDI).
Property rights measures
Institutions: Valuation of the risk of ‘outright confiscation and forced nationalization’ of property. Ranges

from 1–10, with higher values meaning less risk of expropriation. Here measured as the 1982–1997
average. From Glaeser et al. (2004). Originally developed by the International Country Risk Guide
(ICRG).

Alternative measures used for robustness checks: Alt. inst. 1: Scaled to range from 1 to 10, with 10 meaning
stronger property rights. Measures the extent to which ‘a country’s laws protect private property rights
and the degree to which its government enforces those laws’. It also assesses the likelihood that private
property will be expropriated and analyzes the independence of the judiciary, the existence of corrup-
tion within the judiciary, and the ability of individuals and businesses to enforce contracts’. Source: The
Heritage Foundation (2007); Alt. inst. 2: Country ranking on the ‘enforcing contracts’ component (but
rescaled and adjusted so that a higher value means it is easier to enforce contracts) in the ease of doing
business ranking. Source: World Bank (2007) (Doing Business indicators); Alt. inst. 3: Business leader
survey responses (evaluations on a scale from 1–7) to the question ‘property rights in your country, includ-
ing over financial assets, are (1 = poorly defined and not protected by law, 7 = clearly defined and well
protected by law)’. Source: World Economic Forum (2008); Alt. inst. 4: Assessment of the risk facing
foreign investors in the repatriation of profits, 0–4 with 4 meaning less risk (2009), source: International
Country Risk Guides (ICRG).

Social division measures
Ethnic: Measures the probability that two randomly selected individuals in a country belong to different

ethnic groups: Ethnicj = 1
∑N

i=1 s2
ij

where sij is the share of group i (i = 1 . . .N ) in country j . Source:
Alesina et al. (2003).

Gini: Average net Gini (1986–2005), 0–100, Source: Solt (2009).
Socdiv: The first principal component between Ethnic and Gini
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Table A.1 (Continued)

Alternative measures used for robustness checks: ELF: Ethnolinguistic fractionalization of Easterly and
Levine (1997); Fearon ethn.: Ethnic fractionalization measure of Fearon (2003); Lang. fract.: Language
fractionalization measure of Alesina et al. (2003); Polarization: Polarization measure of Montalvo and
Reynal-Querol (2005); Cult. fract. cultural diversity measure of Fearon (2003); Poorest20, Richest20,
Poorest10, Richest10, Middle60: the income shares held by the richest and poorest 20 and 10 percent and
the middle 60 percent of the population (average 1985–2005), Source: WDI; Ratio20 and Ratio10: ratio
of inc. share of richest 20 and 10% to poorest 20 and 10% (average 1985–2005), source: WDI. Inclusive:
Business leader survey responses (evaluations on a scale from 1–7) to the question ‘When deciding upon
policies and contracts, government officials in your country (1 = usually favor well-connected firms and
individuals, 7 = are neutral)”. Source: World Economic Forum (2008).

Control variables: Landlocked: 1 if country is landlocked, 0 otherwise. Source: Easterly (2001a); Distance
to equator: Absolute value of country’s latitude in degrees. Source: Easterly (2001a); Region dummies:
Africa: 1 if country belongs to Sub-Saharan Africa, 0 otherwise; EAP: 1 if country belongs to the East
Asia Pacific region, 0 otherwise; Europe: 1 if country belongs to Europe, 0 otherwise; LAC: 1 if coun-
try belongs to the Latin America and the Caribbean region, 0 otherwise; MENA: 1 if country belongs
to the Middle East and Northern Africa region, 0 otherwise; NA: 1 if country belongs to North Amer-
ica, 0 otherwise; SA: 1 if country belongs to South Asia, 0 otherwise. Source: Easterly (2001a); Trade
share: (exports + imports)/GDP, averaged over the 1990s. Source: WDI; Tropical: 1 if country is tropical,
0 otherwise. Source: Easterly (2001a); Energy/Mineral: Energy and mineral rents as share of GNI (1999);
War: 1 if involved in a civil war between 1960 and 1999, 0 otherwise (civil war defined as an internal
conflict with at least 1000 battle-related deaths per year). Constructed from Collier and Hoeffler (2004).
Education: Average gross primary school enrollment 1985–2005 (%). Source: WDI; Investment: Average
gross capital formation (% GDP) 1985–2005. Source: WDI.

Interaction terms: multiplicative terms between the component variables

Table A.2 Descriptive statistics for key variables

Country Inst. Ethnic Gini Socdiv Country Inst. Ethnic Gini Socdiv

Albania 7.26 0.22 31.45 −0.91 Japan 9.72 0.01 29.94 −1.44

Algeria 6.76 0.34 38.02 −0.29 Jordan 6.56 0.59 38.92 0.31

Argentina 6.31 0.26 44.23 −0.14 Kenya 6.41 0.86 51.32 1.55

Australia 9.38 0.09 30.83 −1.22 Luxembourg 10.00 0.53 25.30 −0.56

Austria 9.74 0.11 26.11 −1.44 Madagascar 4.69 0.88 46.97 1.36

Bangladesh 5.41 0.05 33.67 −1.17 Malawi 6.86 0.67 52.64 1.22

Belgium 9.69 0.56 25.04 −0.52 Malaysia 8.15 0.59 43.87 0.56

Bolivia 5.60 0.74 53.90 1.43 Mali 4.00 0.69 48.20 1.02

Botswana 8.01 0.41 56.26 0.84 Malta 7.88 0.04 28.50 −1.45

Brazil 7.88 0.54 51.61 0.88 Mexico 7.47 0.54 47.55 0.66

Bulgaria 9.04 0.40 26.79 −0.76 Mongolia 7.95 0.37 36.21 −0.33

Burkina Faso 4.85 0.74 51.30 1.29 Morocco 6.71 0.48 39.77 0.12

Cameroon 6.46 0.86 50.22 1.50 Mozambique 6.81 0.69 43.30 0.76

Canada 9.72 0.71 29.55 0.06 Namibia 5.40 0.63 71.75 2.16

Chile 7.80 0.19 47.62 −0.11 Netherlands 9.98 0.11 25.83 −1.46

China 8.11 0.15 35.74 −0.82 New Zealand 9.74 0.40 31.34 −0.53

Colombia 7.35 0.60 51.26 0.99 Niger 5.55 0.65 46.61 0.85

Costa Rica 7.04 0.24 42.99 −0.25 Norway 9.85 0.06 23.96 −1.66

Cote d’Ivoire 7.06 0.82 42.61 1.00 Pakistan 6.15 0.71 33.43 0.27
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Table A.2 (Continued)

Country Inst. Ethnic Gini Socdiv Country Inst. Ethnic Gini Socdiv

Cyprus 8.49 0.09 27.79 −1.38 Panama 6.06 0.55 51.52 0.90

Czech rep. 9.88 0.32 23.69 −1.10 Papua New Guinea 7.74 0.27 50.80 0.25

Denmark 9.72 0.08 23.52 −1.63 Paraguay 6.90 0.17 55.88 0.30

Dominican rep. 6.36 0.43 45.70 0.32 Peru 6.21 0.66 51.42 1.12

Ecuador 6.76 0.66 51.19 1.10 Philippines 5.79 0.24 44.41 −0.17

Egypt 6.80 0.18 34.72 −0.81 Poland 7.81 0.12 28.53 −1.28

El Salvador 5.21 0.20 47.69 −0.08 Portugal 9.01 0.05 33.90 −1.15

Ethiopia 6.05 0.72 42.10 0.76 Romania 7.56 0.31 26.86 −0.96

Finland 9.72 0.13 22.66 −1.57 Russia 8.50 0.25 37.47 −0.53

France 9.71 0.10 27.73 −1.36 Senegal 5.93 0.69 44.14 0.81

Gambia 8.38 0.79 54.17 1.55 Sierra Leone 5.71 0.82 51.67 1.48

Germany 9.89 0.17 27.51 −1.23 Slovak Rep. 9.00 0.25 21.93 −1.34

Ghana 6.22 0.67 40.52 0.57 South Africa 7.35 0.75 57.35 1.64

Greece 7.48 0.16 33.20 −0.95 Spain 9.55 0.42 32.05 −0.45

Guatemala 5.16 0.51 52.80 0.88 Sri Lanka 6.54 0.42 36.69 −0.20

Guinea 6.67 0.74 45.79 0.99 Sweden 9.50 0.06 22.71 −1.72

Guinea-Bissau 4.62 0.81 49.72 1.36 Switzerland 9.99 0.53 29.34 −0.34

Guyana 5.96 0.62 47.36 0.82 Tanzania 6.89 0.74 42.13 0.79

Haiti 4.18 0.10 55.03 0.09 Thailand 7.64 0.63 44.91 0.72

Honduras 5.41 0.19 50.73 0.06 Trinidad & Tobago 7.29 0.65 39.82 0.47

Hungary 9.08 0.15 29.53 −1.16 Tunisia 6.51 0.04 40.87 −0.79

Iceland 9.70 0.08 23.62 −1.63 Turkey 7.29 0.32 42.52 −0.09

India 8.07 0.42 33.68 −0.36 Uganda 4.80 0.93 41.03 1.15

Indonesia 7.48 0.74 34.65 0.39 United Kingdom 9.76 0.12 33.54 −1.01

Iran. 4.69 0.67 41.28 0.60 United States 9.98 0.49 35.75 −0.09

Ireland 9.72 0.12 32.45 −1.07 Uruguay 6.94 0.25 44.44 −0.14

Israel 8.51 0.34 32.86 −0.56 Venezuela 7.11 0.50 42.10 0.27

Italy 9.46 0.11 32.86 −1.06 Zambia 6.67 0.78 54.90 1.58

Jamaica 7.04 0.41 49.33 0.47 Zimbabwe 6.03 0.39 61.08 1.05

Table A.3 Summary statistics
for key variables Variable Obs. Mean Std. Dev. Min Max

Log GDP p. c. in 2005 96 7.90 1.66 4.90 10.82

Institutions 96 7.46 1.64 4.00 10.00

Ethnic 96 0.42 0.26 0.01 0.93

Gini 96 40.09 10.65 21.93 71.75

Socdiv 96 0.00 1.00 −1.72 2.16
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Table A.2 (Continued)

Country Inst. Ethnic Gini Socdiv Country Inst. Ethnic Gini Socdiv

Cyprus 8.49 0.09 27.79 −1.38 Panama 6.06 0.55 51.52 0.90

Czech rep. 9.88 0.32 23.69 −1.10 Papua New Guinea 7.74 0.27 50.80 0.25

Denmark 9.72 0.08 23.52 −1.63 Paraguay 6.90 0.17 55.88 0.30

Dominican rep. 6.36 0.43 45.70 0.32 Peru 6.21 0.66 51.42 1.12

Ecuador 6.76 0.66 51.19 1.10 Philippines 5.79 0.24 44.41 −0.17

Egypt 6.80 0.18 34.72 −0.81 Poland 7.81 0.12 28.53 −1.28

El Salvador 5.21 0.20 47.69 −0.08 Portugal 9.01 0.05 33.90 −1.15

Ethiopia 6.05 0.72 42.10 0.76 Romania 7.56 0.31 26.86 −0.96

Finland 9.72 0.13 22.66 −1.57 Russia 8.50 0.25 37.47 −0.53

France 9.71 0.10 27.73 −1.36 Senegal 5.93 0.69 44.14 0.81

Gambia 8.38 0.79 54.17 1.55 Sierra Leone 5.71 0.82 51.67 1.48

Germany 9.89 0.17 27.51 −1.23 Slovak Rep. 9.00 0.25 21.93 −1.34

Ghana 6.22 0.67 40.52 0.57 South Africa 7.35 0.75 57.35 1.64

Greece 7.48 0.16 33.20 −0.95 Spain 9.55 0.42 32.05 −0.45

Guatemala 5.16 0.51 52.80 0.88 Sri Lanka 6.54 0.42 36.69 −0.20

Guinea 6.67 0.74 45.79 0.99 Sweden 9.50 0.06 22.71 −1.72

Guinea-Bissau 4.62 0.81 49.72 1.36 Switzerland 9.99 0.53 29.34 −0.34

Guyana 5.96 0.62 47.36 0.82 Tanzania 6.89 0.74 42.13 0.79

Haiti 4.18 0.10 55.03 0.09 Thailand 7.64 0.63 44.91 0.72
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Table A.4 Split sample estimations. Dependent variable is log GDP per capita in 2005

Panel A: ‘High’ and ‘low’ ethnic fractionalization, and ‘good’ and ‘bad’ institution samples

(High Ethnic) (Low Ethnic) (Good Inst.) (Bad Inst.)

Institutions 0.132 0.868***

(0.121) (0.140)

Ethnic −1.388 0.034

(0.950) (0.597)

Panel B: ‘High’ and ‘low’ Gini, and ‘good’ and ‘bad’ institution samples

(High Gini) (Low Gini) (Good Inst.) (Bad Inst.)

Institutions 0.249** 0.942***

(0.117) (0.154)

Gini −0.047 0.005

(0.039) (0.019)

Panel C: ‘High’ and ‘low’ Socdiv, and ‘good’ and ‘bad’ institution samples

(High Socdiv) (Low Socdiv) (Good Inst.) (Bad Inst.)

Institutions 0.276** 0.832***

(0.116) (0.127)

Socdiv −0.695* 0.047

(0.388) (0.221)

Notes: standard errors in parentheses; *significant at 10%, **significant at 5%, ***significant at 1%; All
regressions include a constant term and the full set of benchmark controls; The benchmark sample is split at
the median level of the concerned variable; In Panel A the difference between the institutional parameter in
the high and low ethnic fractionalization samples is statistically significant at the 1% level, but there is no
statistically significant difference between the ethnic parameters in the good and bad institutions samples; In
Panel B the difference between the institutional parameter in the high and low Gini samples is statistically
significant at the 1% level, there is no statistically significant difference between the Gini parameters in the
good and bad institutions samples; In Panel C the difference between the institutional parameter in the high
and low social divisions samples is statistically significant at the 1% level, whereas the difference between
the Socdiv parameters in the good and bad institutions samples just reaches statistical significance at the 10%
level (p = 0.09)

Table A.5 Using alternative ethnic indicators. Dependent variable is log GDP per capita in 2005

Alternative ethnic
variable used is:

(1) (2) (3) (4) (5)

ELF Fearon ethn. Lang. fract. Polarization Cult. fract.

Institutions 0.499*** 0.826*** 0.707*** 0.428*** 0.720***

(0.109) (0.142) (0.124) (0.110) (0.121)

Alt. ethnic var. 0.025* 4.406*** 4.573*** 1.179 5.474***

(0.013) (1.645) (1.460) (1.397) (1.893)

Inst-alt.ethnic −0.003** −0.647*** −0.582*** −0.123 −0.759***

(0.002) (0.218) (0.196) (0.176) (0.268)

Observations 83 91 94 87 92

R-squared 0.92 0.86 0.86 0.90 0.86

Notes: standard errors in parentheses; *significant at 10%, **significant at 5%, ***significant at 1%; All
Regressions include a constant term and all benchmark controls. For variable definitions see Table A.1
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Table A.6 Using alternative income inequality indicators. Dependent variable is log GDP per capita in 2005

Alt. inequality
variable used is:

(1) (2) (3) (4) (5) (6) (7)

Richest20 Richest10 Poorest20 Poorest10 Middle60 Ratio20 Ratio10

Institutions 1.526*** 1.225*** 0.139 0.243 −0.791* 0.691*** 0.642***

(0.390) (0.288) (0.174) (0.154) (0.455) (0.148) (0.138)

Inequality 0.156*** 0.156*** −0.534** −1.009** −0.206*** 0.124* 0.050*

(0.055) (0.056) (0.222) (0.489) (0.072) (0.065) (0.030)

Inst-inequality −0.021*** −0.021*** 0.063** 0.110* 0.029*** −0.018* −0.007

(0.008) (0.008) (0.028) (0.059) (0.010) (0.011) (0.005)

Observations 97 97 97 97 96 97 97

R-squared 0.84 0.84 0.84 0.84 0.84 0.84 0.83

Notes: standard errors in parentheses; *significant at 10%, **significant at 5%, ***significant at 1%; All
Regressions include a constant term and all benchmark controls. Note that high values on Poorest20, Poor-
est10 and Middle60 imply less inequality, why the interaction terms incorporating these variables (according
to the argument in this paper) should be positive. For variable definitions see Table A.1
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1. Introduction

Rational economic self-interest fails to explain the wide spread in support for income redistribution.1 Judging from
standard economic reasoning, according to which individuals are motivated by self-interested utility maximization, this is
puzzling. However, based on a vast experimental literature there is a growing consensus that people are motivated by forces
other than self-interest, and particularly so by fairness considerations.2

One could in this context make a distinction between fairness concepts focusing only on outcomes, such as strict
egalitarianism,3 and those accounting for individual inputs contributing to those outcomes. The general idea that the fair
distribution should depend on individual inputs is well established, both in the normative literature on justice and in positive
analyses of what people consider to be just. According to equity theory dating back to social psychologist Adams (1965),
people expect their outcome of some exchange to be correlated4 to inputs seen as relevant for that exchange, such as effort,
skills and talent. Which inputs are considered relevant and how correlated individuals wish these inputs to be to the outcome
should according to Adams depend on societal norms that individuals learn by socialisation. Dworkin (1981a,b), and later
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2 See for example Burrows and Loomes (1994), Cappelen et al. (2007) and Clark (1998).
3 See also the influential inequality aversion model of Fehr and Schmidt (1999), or fairness concepts stressing basic needs. See Konow (2003) for a good

discussion of different fairness ideals.
4 Interpreting Adam’s equity theory in a strict sense, outcomes should even be proportional to inputs. For experimental evidence on this theme, see for

example Van Dijk and Wilke (1994) or Clark (1998).
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Roemer (2002), distinguish between inputs for which the individual could be considered directly responsible – ‘responsible
inputs’, and those that are beyond the individual’s control – ‘arbitrary inputs’, and argue that fair distributions should be
based on responsible inputs only. If people in their fairness judgements actually distinguish between inputs in this fashion,
then those who believe that income determinants to a greater degree are ‘responsible’ should consider the prevailing income
distribution fairer and thus be less inclined to support redistribution, whereas those who to a larger extent view them as
‘arbitrary’ should see the existing income differences as more unfair and accordingly be more supportive of redistribution.5

With respect to empirical estimation of redistributive preferences, these arguments first of all motivate going beyond
standard economic self-interest explanations. More specifically, they point to the importance of incorporating individual
beliefs about the causes of income differences, and in particular beliefs on income determinants that could be seen as being
under varying degrees of individual control. Second, they highlight the importance of studying preferences for redistribution
in a country-comparative framework. Whether or not due to actual variation in what determines final incomes, beliefs
about the causes of income differences are likely to vary across societies.6 This should create corresponding differences in
redistribution support. Similarly, judgements on the extent to which perceived income determinants are under individual
control are likely to vary among individuals and communities. This variation too could be due to differences in norms as well
as in actual circumstances. Regardless of which, the implication is that the relationship between beliefs about the causes
of income differences and redistributive preferences is likely to vary with context, and not the least across countries, thus
highlighting the importance of allowing for cross-country parameter heterogeneity.7

Against this background, this paper seeks to explain within- and between-country variation in redistributive preferences
in terms of both self-interest concerns and an input-based concept of fairness captured by beliefs about the causes of
income differences, allowing the effect of beliefs to differ among countries. More specifically, we will address the following
two hypotheses:

Hypothesis 1. Both economic self-interest and an input-based fairness concept, where individuals judge the fairness of
income determinants according to their perceived degree of ‘responsibility’, matter for redistributive preferences.

Hypothesis 2. Differences in beliefs about income determinants and differences in the effects of these beliefs both con-
tribute to explain the cross-country variation in preferences for redistribution.

Several papers demonstrate reasons why a person’s redistributive preferences do not necessarily correspond to his or
her current pecuniary interest. Perceived prospects of future upward mobility and risks of future downward mobility may
imply that a poor person sees redistribution as against her interest and that a rich person sees it as favouring her interests
(Buchanan and Tullock, 1962; Piketty, 1995; Bénabou and Ok, 2001; Ravallion and Lokshin, 2000). Views on the incentive
costs of redistribution are also likely to influence preferences for redistribution (Piketty, 1995). Moreover, Corneo and Grüner
(2000) show, theoretically and empirically, that social competition and status concerns can have important influences on
preferences for redistribution, and make the middle class align with the higher class to limit redistribution.

Explicitly relating beliefs about the causes of income differences to redistributive preferences is, however, a relatively new
approach in the economics literature. Out of the few previous investigations, our study mostly resembles that of Fong (2001),
who to our knowledge is the only one to explicitly distinguish between responsible and arbitrary inputs.8 She examines a
US sample and finds beliefs about causes of income differences to be important (and working in the expected directions) for
explaining redistributive preferences. A few other studies also lend support to the importance of an input-based concept of
fairness for redistributive preferences. Alesina and La Ferrara (2005) and Piketty (1995), for example, both confirm that in the
US, those who believe that society offers equal opportunities to people who put in effort are more averse to redistribution.

However, if there is country variation in beliefs about what causes income differences and in judgements of what income
determinants could be considered under individual control one cannot necessarily expect these results to hold outside
of the United States. In fact, related research efforts call attention to the need for cross-country-comparative work in the
area. Based on a comparison of former East and West Germany showing that former East Germans are more in favour of
redistribution than West Germans, even when controlling for their lower incomes, Alesina and Fuchs-Schündeln (2007)
argue that individuals’ preferences concerning government welfare provision are shaped by the economic regime in which
they live. Similarly, Alesina et al. (2001) dedicate an extensive article to the issue of why the US does not have the same type
of welfare state as Europe, and their evaluation does not speak to the advantage of basing conclusions of general attitudes
towards redistribution on US evidence only.

5 Cappelen and Tungodden (2006) add some nuance to this general claim, showing that if there are negative correlations between different non-
responsibility (what we refer to as arbitrary) factors, one cannot expect a monotonic relationship between the responsibility assigned to people and the
ideal level of redistribution. However, the general formulation put forward here should still hold.

6 One reason for this variation could be differences in the redistributive policies pursued by the countries in question, in turn giving country variation in
perceived and/or actual income earning possibilities (see for example the article on multiple welfare states equilibriums by Alesina and Angeletos, 2005).
Whether country differences in beliefs about the causes of income differences are due to actual variation in what determines final incomes is an interesting
question, but will not be addressed in this paper. Focus lies on the effect of these beliefs on redistribution support, rather than on their formation.

7 The relationship between beliefs about the causes of income differences and redistributive preferences could vary between countries for several reasons,
something which we get back to in Section 3.2.2.

8 She refers to them as exogenous and discretionary factors.
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Fig. 1. Share of respondents agreeing or strongly agreeing with the redistributive statement1.

In spite of these concerns, the country-comparative material relating redistributive preferences to beliefs about the causes
of income differences is meagre. To our knowledge, the only serious study in the area based on a more than one-country
sample is the paper by Corneo and Grüner (2002), which looks at 12 countries. Their main focus is the effect of social rivalry
and status concerns on preferences for redistribution.9 However, they also consider, and find a significant effect of, beliefs
about the importance of hard work for determining income, and that people in former socialist countries are more supportive
of redistribution. However, they do not, as is done in this paper, include variables capturing beliefs on income determinants
that could be seen as being under a varying degree of individual control, nor is their approach country comparative in the
sense that it allows for cross-country parameter heterogeneity.

This paper thus contributes to the literature by explicitly relating redistributive preferences to beliefs about income
determinants under a varying degree of individual responsibility, and by doing so in a country-comparative framework
seeking to explain both within-country and between-country variations.

2. Empirical framework

To investigate how preferences for redistribution vary within and between countries we use the ISSP Social Inequality
III survey data set from 1999/2000 for 24 countries; Australia, Brazil, Canada, Chile, Cyprus, Czech Republic, Denmark,
France, Germany, Hungary, Ireland, Japan, Latvia, New Zealand, Norway, Philippines, Poland, Portugal, Russia, Slovenia,
Spain, Sweden, Switzerland, and USA.10 Since preferences for redistribution have been shown to vary between former East
and West Germany (Alesina and Fuchs-Schündeln, 2007), Germany has been divided into its former East and West German
regions, giving us an effective sample of 25 countries. In most countries we have an estimation sample of 600 to 1000
observations. The smallest samples are those of eastern and western Germany, with 309 and 511 observations. The largest
samples are the French and Brazilian ones, with 1396 and 1327 observations. In the total sample we have 20,250 respondents.

Our dependent variable is the response to the statement, ‘It is the responsibility of the government to reduce the difference
in income between people with high incomes and those with low incomes’, ranging from 1 for strongly disagree to 5 for strongly
agree. In using this variable as our dependent, we have to make the assumption that the responses to the statement actu-
ally reflect the degree of redistribution that the respondents want, meaning that people who are more supportive of the
statement also desire more redistribution. The fact that responses to this statement are highly correlated with responses
to a question about the desired progressiveness or regressiveness of the tax system makes us more confident with regard
to this assumption.11 As can be seen in Fig. 1, which gives the share of respondents agreeing or strongly agreeing with the
redistributive statement in the country sub-samples, there is substantial country variation in support for redistribution. The
share of respondents supporting the redistributive statement ranges from 34 percent in the US to around 91 percent in
Brazil.

9 Their key finding is that a person is more likely to favour redistribution if people that are either somewhat richer or somewhat poorer than them have
a higher job status in relation to their own.

10 Austria, Bulgaria, Great Britain, Israel, Netherlands, and Northern Ireland are excluded since key variables are missing.
11 The reason why we do not use the tax question as our dependent variable is the much smaller variation over the five response categories for this

question. Extremely few want high income earners to pay a smaller or much smaller share in taxes than low income earners, and these alternatives
constitute two of the five response categories.

886 A.-S. Isaksson, A. Lindskog / Journal of Economic Behavior & Organization 72 (2009) 884–902
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Turning to our explanatory variables, these could be divided into three major categories: pecuniary self-interest
variables, indicators on beliefs about the causes of income differences included to capture the potential influence of input-
based fairness concerns, and control variables. With regard to the former, an individual should according to economic
thinking want the level of redistribution that maximises the utility derived from his/her current and expected future
income. With redistribution going from the ‘rich’ to the ‘poor’, support for redistribution should thus be decreasing in
both current and expected future relative income. Moreover, it is possible to view redistribution as insurance against
income risk. A more risk-averse person should then prefer more redistribution and vice versa, and similarly someone
with a high perceived income risk should prefer more redistribution and vice versa. Due to data limitations, however,
expected future income, risk-aversion and perceived income risk are omitted; leaving us with relative income12 to capture
self-interest.

Other socio-demographic variables, such as class affiliation and higher education, could also be seen as considered to cap-
turing self-interest, but might just as well capture differences associated with fairness concerns. Just as a more homogenous
group is likely to be more equal in terms of omitted self-interest variables (such as expected future income), it seems reason-
able that they also have more similar beliefs about how much an omitted ‘input’ does and should contribute to income. This
ambiguity makes it more suitable to view the included socio-demographic indicators as controls for omitted variables rather
than as factors in themselves capturing the influence of either fairness or self-interest concerns. The socio-demographic vari-
ables included on top of relative income are level of education, father’s education, self-reported class belonging, sex and
age.

Furthermore, we include a dummy controlling for potential concerns over incentives effects of redistribution (indicating
whether the respondent agrees with the statement, ‘Large differences in income are necessary for [country’s] prosperity’.13

The pooled sample estimations also include country dummies to capture unexplained country differences in redistribution
support.

To evaluate the potential influence of an input-based fairness concept where individuals judge the fairness of income
determinants according to their perceived degree of ‘responsibility’, we need to include variables capturing beliefs about
the importance of income determinants that are arguably under a varying degree of individual control.14 As noted, views
on the degree to which an input could be seen as ‘responsible’ are likely to differ among individuals. Some inputs, however,
are easier to classify than others. Effort, for example, is often put forward as being largely under individual control, whereas
factors associated with birth conditions, such as family background, could hardly be seen as something controllable by
the individual. Inputs such as intelligence, skills or talents seem to be more controversial. We include three variables to
capture beliefs about the importance of certain factors for determining income differences in society: one looks at beliefs
about the importance of effort (arguably a responsible factor), another has to do with the importance of family background
(arguably an arbitrary factor outside of individual control), and the third captures the perceived importance of intelligence
and skills.15 How to categorise the latter in terms of ‘responsibility’ is less clear-cut,16 why the impact of this belief variable
on redistributive preferences should be equally ambiguous and thereby occupy a middle position between the effects of the
other two belief variables. For variable definitions see Table A1.

Since our dependent variable is discrete and inherently ordered, we use ordered probit for estimation according to the
benchmark setup given in Eq. (1):

PRic = ˛cỹic + �′
cbic + �′

cxic + εic (1)

PRic gives the unobserved redistributive preference of individual i in country c, ỹic captures individual relative income, bic
is the vector of belief PRic variables, xic is the vector of control variables, and εic is a standard normally distributed error
term. The probability that individual i in country c chooses response alternative k is the probability that the value of the
unobserved support for redistribution falls between the cut-points �k−1and �k. Assuming normally distributed error terms

12 Household income per adult equivalent divided by the country sample average. Note that the difference between relative income and absolute income
is only relevant in pooled sample estimations including all four countries.

13 It would be possible to follow Corneo and Grüner (2002) and control for the effect of status concerns on preferences for redistribution. Following their
approach would, however, involve dropping observations from the richest and poorest income group, decreasing the representativeness of our sample and
the variation in a key variable. Since status concerns is not our focus we choose not to do this.

14 Some authors make a clear distinction between arbitrary and responsible inputs (see for example Cappelen and Tungodden, 2006, who refer to a strict
‘responsibility cut’). We believe that speaking in terms of different degrees of responsibility over inputs, where completely arbitrary and entirely responsible
are the two extremes, better reflect popular opinions in this context.

15 The belief variables are based on questions asking how important the factor is ‘for getting ahead’, or on agreement with a statement saying that the
factor is ‘rewarded’ in society (see Table A1). Although these formulations could be interpreted in non-monetary terms, we still believe that the answers
constitute good approximations of beliefs about factors underlying monetary success. Hence we speak of these variables as concerning beliefs about the
causes of income/income differences.

16 Adding to this ambiguity is the dubious nature of the variable formulation. The statement captures both intelligence and skills, and many might argue
that these two characteristics vary in terms of the extent to which they are acquired through life and thereby in the degree to which they are under
individual control.
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with mean zero and variance 1, and denoting the normal cumulative distribution function ˚, these are:

Pr(yic = 1) = ˚(�1 − ˛cỹic − �′
cbic − �′

cxic),

Pr(yic = k) = ˚(�k − ˛cỹic − �′
cbic − �′

cxic) − ˚(�k−1 − ˛cỹic − �′
cbic − �′

cxic),

Pr(yic = 5) = 1 − ˚(�4 − ˛cỹic − �′
cbic − �′

cxic), k = 2, 3, 4.

(2)

Regression coefficients and cut-points are estimated by the maximum likelihood estimator. When the coefficient is
positive, a positive change in the independent variable decreases the probability of the lowest ranked outcome and increases
the probability of the highest ranked outcome, but does not reveal the direction of change in probabilities of intermediate
outcomes. To be able to say something about the direction of change for intermediate outcomes, as well as of magnitudes
of changes, we present the effects of given discrete changes in the independent variables on the probabilities of observing
the different outcomes on our dependent variable. For a dummy variable D this is simply calculated as Pr(yic = k) evaluated
at D = 1 minus Pr(yic = k) evaluated at D = 0, keeping the remaining variables at their means. Analogously, for the effect of a
given change in a continuous variable X, Pr(yic = k) is evaluated at two specified values of X.

3. Results

In this section we evaluate our two hypotheses empirically. We start by examining our first hypothesis, considering the
extent to which economic self-interest considerations and input-based fairness concerns can help explain redistributive
preferences. Then we turn to our second hypothesis, suggesting that both differences in beliefs about income determinants
and differences in the effects of these beliefs contribute to explain the cross-country variation in redistributive preferences.

3.1. Explaining preferences for redistribution

Our first hypothesis can be evaluated by considering the results of the benchmark estimation given in Eq. (1), estimated
separately for each country as well as for the full sample with country dummies. The first part of this hypothesis, stipulating
that self-interest considerations should matter for redistributive preferences, implies that a higher relative income should
give a lower support for redistribution, so that ˛c < 0. The analysis of the second part of the hypothesis, arguing that the
effect of beliefs about the causes of income differences differs with the respective inputs’ degree of responsibility, rests on
accepting the suggested classification of effort as the most ‘responsible’ input out of the three considered, family background
as the least responsible, and intelligence/skills as a less clear-cut one located somewhere between the other two. Then with
regard to believing that the concerned inputs are important for determining income, we should have ˇeffort

c < ˇskills
c < ˇfamily

c ,
ˇeffort

c < 0 and ˇfamily
c > 0.

Table 1 presents the marginal effects from the pooled sample ordered probit estimation of Eq. (1). Figs. 2–5 summarise
the results of estimation of Eq. (1) for our 25 country sub-samples, focusing on the effects of movements in our key variables
– the belief and relative income indicators.

Let us start by briefly commenting on the pooled sample effects of our control variables (Table 1). As noted in Section
2, omitted belief and self-interest variables makes the parameters of the socio-demographic controls somewhat difficult to
interpret; do they reflect differences in norms and beliefs among different groups in society, or do they capture self-interest
considerations? At any rate, a number of interesting patterns stand out. Respondents with higher education, respondents
whose fathers have higher education, and respondents claiming to belong to the upper class all tend to be less supportive of
redistribution (the reverse is true for those who claim to belong to the working class). This could reflect higher expected future
relative incomes given current relative income for well-educated people with steeper age-earnings profiles, or that privileged
classes have better professional connections and thus face smaller income risks, but could also depend on differences in
norms between social groups. Similarly, the fact that women are more likely to support the redistributive statement could
reflect a higher perceived income risk among women, a greater degree of risk-aversion or alternatively that women hold
different norms regarding what is fair. Moreover, there is a positive age effect on support for the redistributive statement,
perhaps reflecting a change over time in popular sentiments towards redistribution. In what follows these socio-demographic
variables will be treated as controls for omitted self-interest and belief indicators. The estimation also includes 24 country
dummies, where USA, the country with the least support for redistribution, is the reference category. The country effects,
all statistically significant at the 1 percent level, are not presented in Table 1, but to get a feeling for their size see Fig. 9,
Specification 2. In short, the largest country effects are found in the former socialist countries (in line with the findings of
Corneo and Grüner, 2002), in four countries with a recent history of right-wing authoritarian regimes – Brazil, Chile, Portugal,
and Spain – and in France.17 Finally, and as expected, people who claim inequality is needed for prosperity – a variable
included to control for concerns about possible incentive effects of redistribution – are less supportive of redistribution.

Turning to our self-interest variable, the results of the pooled sample estimation indicate that, as expected, people with
a higher relative income tend to be less supportive of redistribution. However, the effect is quite small. Conditional on our

17 Log-likelihood ratio tests show that the class variables, as well as the country dummies, are jointly important (the test statistics are 274.44 and 2533.11,
giving p-values at 0.000).
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cbic − �′

cxic) − ˚(�k−1 − ˛cỹic − �′
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Table 1
Pooled sample marginal effectsa on probability of agreeing with the redistributive statement.b.

Marginal effect on choosing response category

Strongly disagree Disagree Neither Agree Strongly agree

Believe wealthy family important −0.018*** −0.035*** −0.029*** −0.003*** 0.086***

0.001 0.003 0.003 0.001 0.007
No strong family belief −0.002 −0.004 −0.003 0.000 0.009

0.001 0.003 0.002 0.000 0.006
Believe effort rewarded 0.013*** 0.024*** 0.019*** −0.002*** −0.054***

0.002 0.004 0.003 0.001 0.008
No strong effort belief 0.011*** 0.019*** 0.015*** −0.002*** −0.043***

0.002 0.004 0.003 0.001 0.008
Believe intell./skills rewarded 0.006*** 0.011*** 0.008*** 0.000 −0.024***

0.002 0.003 0.003 0.000 0.008
No strong intell./skill belief 0.005** 0.009** 0.007** −0.001 −0.020**

0.002 0.004 0.003 0.000 0.008
Relative income 0.002*** 0.004*** 0.003*** 0.000 −0.008***

(0.000) (0.000) (0.000) (0.000) (0.001)
Age −0.001*** −0.002*** −0.002*** 0.000 0.006***

(0.000) (0.000) (0.000) (0.000) (0.002)
Female −0.012*** −0.022*** −0.017*** 0.000 0.051***

(0.001) (0.002) (0.002) (0.000) (0.005)
Higher education 0.012*** 0.022*** 0.017*** −0.002*** −0.048***

(0.002) (0.003) (0.002) (0.001) (0.007)
Father has higher education 0.010*** 0.018*** 0.014*** −0.002*** −0.041***

(0.002) (0.003) (0.002) (0.001) (0.007)
Upper class 0.027*** 0.043*** 0.031*** −0.011*** −0.090***

(0.003) (0.004) (0.003) (0.002) (0.008)
Working class −0.016*** −0.030*** −0.025*** −0.002** 0.074***

(0.001) (0.003) (0.002) (0.001) (0.007)
Inequality necessary for prosperity 0.015*** 0.026*** 0.020*** −0.003*** −0.058***

(0.002) (0.003) (0.002) (0.001) (0.006)
The estimation also includes 24 country dummies.
Observations 20250

a Dummy variable effects (all except for relative income and age) are for a discrete 0-1 change (for reference categories, see Table A1). The relative income
effect is for a one median absolute deviation increase around the median, and the age effect is for an increase from 40 to 50 (approximately equivalent to
a one standard deviation change around the mean).

b ‘It is the responsibility of the government to reduce the difference in income between people with high incomes and those with low incomes’.
** Significance at the 5% level.

*** Significance at the 1% level.

Fig. 2. Country variation in the effects of a higher relative income on support for redistribution.
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a Dummy variable effects (all except for relative income and age) are for a discrete 0-1 change (for reference categories, see Table A1). The relative income
effect is for a one median absolute deviation increase around the median, and the age effect is for an increase from 40 to 50 (approximately equivalent to
a one standard deviation change around the mean).

b ‘It is the responsibility of the government to reduce the difference in income between people with high incomes and those with low incomes’.
** Significance at the 5% level.

*** Significance at the 1% level.

Fig. 2. Country variation in the effects of a higher relative income on support for redistribution.
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Fig. 3. Country variation in the effects of holding the belief ‘coming from a wealthy family is important to get ahead’ on support for redistribution.

belief- and socio-demographic variables, an increase in relative income from one-half median absolute deviation below
the median to one-half median absolute deviation above the median involves a one percentage point reduction in the
probability of supporting the redistributive statement. Considering the relative income effects in the individual country
sub-samples (Fig. 2), in the great majority of countries a higher relative income is associated with a statistically significant
smaller probability to support redistribution. The associations are far from homogenous, however. In Canada, the concerned
relative income change involves a 7 percentage point smaller probability to support redistribution. In Hungary the equivalent
reduction is around 1 percentage point, i.e. in line with our pooled sample estimate. In 8 countries the relative income effect
is not statistically different from zero.

Turning to the effects of holding certain beliefs about what causes income differences, the pooled sample estimates
(Table 1) indicate that the belief effects follow the hypothesised pattern. Believing that coming from a wealthy family is

Fig. 4. Country variation in the effects of believing ‘effort is rewarded’ on support for redistribution.
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Fig. 5. Country variation in the effects of believing ‘intelligence/skills is rewarded’ on support for redistribution.

important to get ahead (the reference categories capture believing that the respective inputs are not important/rewarded,
see Table A1) is, as anticipated, associated with stronger support for redistribution. In the pooled sample, it involves an 8
percentage point increase in the probability of supporting the redistributive statement, to be compared with the 1 percentage
point reduction in the same probability associated with the relative income change. Also in line with our hypothesis, believing
that effort is rewarded comes with a 6 percentage point lower probability to support the redistributive statement. Similarly,
believing that intelligence/skills are rewarded involves a 2 percentage point lower probability to support the statement.
Hence, the pooled sample belief effects vary according to the pattern (ˇeffort

c < ˇskills
c < ˇfamily

c ), ˇeffort
c < 0 and ˇfamily

c > 0
suggested by the respective inputs’ degree of responsibility. However, looking at the individual country sub-samples reveals
considerable heterogeneity.

In the majority of our country sub-samples believing that coming from a wealthy family is important to get ahead is
associated with a statistically significant higher probability to support redistribution (Fig. 3). The size of the effect varies
across countries, however; holding the belief involves a 4 percentage point higher probability to support redistribution in
Portugal and a 22 percentage point higher probability to do so in Australia.

The effects of believing effort is rewarded (Fig. 4) are somewhat less clear-cut, but all statistically signifi-
cant effects (seven countries) are negative – the decrease ranging from 4 percentage points in Portugal to 15 in
the US.

As hypothesised, the effects of beliefs on rewards to intelligence and skills are most ambiguous. As seen in Fig. 5 believ-
ing that intelligence/skills is rewarded involves a statistically significant (2–14 percentage point) lower probability to
support redistribution in Cyprus, Canada, Ireland and Brazil, and an 11 percentage point higher probability to do so in
Denmark.

To formally test the joint importance of the belief variables, we perform log-likelihood ratio tests where the unre-
stricted model includes them and the restricted model does not (see Table A2, Panel 1). The null-hypothesis, that
excluding the belief variables does not affect the explanatory power of the model, can be firmly rejected in the abso-
lute majority of country sub-samples. Only in three countries (Chile, Slovenia and Switzerland) can we not reject
the null.

To test not only if the belief variables matter, but if they do so in line with the pattern expected from the respective inputs
degree of ‘responsibility’, we perform a number of one-sided tests to evaluate if the parameters follow the hypothesised
pattern ˇeffort

c < ˇskills
c < ˇfamily

c , ˇeffort
c < 0 and ˇfamily

c > 0 (see Table A3). The pooled sample tests confirm the hypothesised
pattern. In the individual countries the picture is somewhat more mixed. Our hypothesis that the effect of believing family
background to be rewarded has a positive effect on support for redistribution, and that this is larger than the effects of
effort and intelligence/skills, is supported in the absolute majority of the country sub-samples. Our hypothesis that believ-
ing effort to be rewarded has a negative effect on redistribution support is confirmed in 12 of our country samples. For
both family and effort, where we cannot reject the null we cannot reject the alternative hypothesis either. We find least
support for the hypothesis that the intelligence/skills effect is larger than the effort effect, which is confirmed only in four
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countries. In two countries the test actually indicates the reverse, that the effort effect is larger than the intelligence/skills
effect.18

3.1.1. Omitted variables
When interpreting the results one has to consider the potential influence of omitted self-interest and belief variables

on our key parameters. Variables that appear important in this context include the self-interest indicators expected future
relative income, risk-aversion and perceived income risks, and variables capturing beliefs regarding the importance of a
wide range of inputs which could affect income, for example luck, ethnicity and gender. Since self-interest indicators and
beliefs about the causes of income are likely to vary among social groups, the included socio-demographic variables should
pick up much of this variation, thus helping to alleviate the problem. Nevertheless, the issue deserves some attention.

First, the relative income estimate may be biased by omitted self-interest variables. For example, expected future income
should be positively correlated with current relative income. If we assume that support for redistribution depends on some
weighted average of current and expected future income, then the estimated relative income coefficient will be larger than
its true effect as it also captures some of the effects from expected future income.

Another potential concern is if omitted belief variables are correlated with relative income, which, if we are interested
in isolating the effect of relative income that is due to direct self-interest concerns, could bias the estimated relative income
effect. Similarly, omitted self-interest variables could bias the estimated effects of our belief variables.19 Again, if omitted
beliefs and self-interest variables vary across social groups the socio-demographic variables should pick up much of this
unobserved variation. For what remains, we naturally cannot investigate the covariations between relative income and
omitted belief variables, or between omitted self-interest variables and our belief variables. What we can do is to evaluate
the correlation pattern between relative income and our included belief variables, hoping that the latter reveals something
about the former; if there is little correlation between included belief variables and relative income it seems less likely
that we have a problem of correlation between omitted belief variables and relative income, or between omitted self-
interest variables and our included belief variables. As it turns out, there is very low correlation between our relative income
indicator and our belief variables. In the pooled sample, correlation coefficients (in absolute terms) range between 0.001 and
0.047. Moreover, testing for multicollinearity of regressors using variance inflation factors and the condition index shows
that neither in the pooled sample nor in the country sub-samples do we have a problem of multicollinearity (the variance
inflation factors are in the order of 1–2 and the condition numbers range from 2 to 5).

Still, to get a picture of whether relative income affects the beliefs regarding income determinants we run ordered probit
regressions with the belief indicators as dependent variables and with relative income and the socio-demographic controls
as independent variables (see Tables A4–A6), for the pooled sample as well as the individual country sub-samples. In the
pooled sample there is actually a relative income effect on our family and effort variables. However, the effect is very small;
a relative income increase of one median absolute deviation around the median involves a 0.3 percentage point smaller
probability to believe that coming from a wealthy family is very important or essential to get ahead, and a 0.2 percentage
point smaller probability to agree or strongly agree that effort is rewarded. Moreover, in the absolute majority of country
sub-samples the effect of relative income is far from statistically significant. For none of the belief variables more than 4 out
of 25 countries have significant relative income effects, and for the ones that do, the effects are again small.20 If we exclude
the countries (Brazil, France, Hungary, Latvia and Russia) where a statistically significant relative income effect is found for
two belief variables and run a restricted pooled sample estimation, the relative income effect is no longer there, suggesting
that the associations identified in the original pooled sample estimation were driven by a small number of countries differing
from the overall pattern rather than by increased precision following from more observations. Hence, with the exception
of a few countries, we identify no effect of relative income on our belief variables. If the same goes for the omitted belief
variables, then their influence should not be a major problem.

An alternative approach could be to argue that the stability of the relative income effect to the inclusion of the belief
variables might indicate whether omitted belief variables constitute a problem. Estimating our benchmark model (Eq. (1))
with and without the belief variables21 it turns out that in the pooled sample as well as in all the country sub-samples the
relative income parameter is very stable.

Summing up, problems of omitted variables make it difficult to pin down the exact magnitudes of the effects found. We
can nevertheless conclude that on the whole, our relative income indicator appear to capture self-interest considerations
and our belief variables fairness concerns. Our estimations suggest that both relative income and beliefs about the causes of
income differences are important to explain redistributive preferences, and that they do so according to the pattern suggested
in Hypothesis 1. We can, at this stage, also note that there is substantial country variation in redistributive preferences, as
well as in the effects of our main explanatory variables on these. In the next section we investigate this variation further.

18 The tests of the alternative hypotheses are not presented, but are available from the authors.
19 Of course, omitted beliefs could also bias the estimated effects of the included beliefs. We see this as less of a problem, since then we can assign the

effects of belief variables to fairness considerations rather than to self-interest concerns.
20 A relative income increase of one median absolute deviation around the median in most cases involves a smaller than one (and never more than 1.7)

percentage point change in the probability to support the concerned statements.
21 The results are available from the authors.
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Fig. 6. Share of respondents believing that it is essential or very important to be from a wealthy family to get ahead.

3.2. Explaining country variation in redistributive preferences

Our second hypothesis stipulates that differences in beliefs about the causes of income differences, as well as differences
in the effects of these beliefs, contribute to explain the cross-country variation in redistributive preferences. We will evaluate
this hypothesis in three steps. First, we consider whether beliefs about the causes of income differences differ across countries
in a direction consistent with the country variation in redistributive support. Second, we examine whether there is cross-
country heterogeneity in the effects of holding certain beliefs regarding what causes income differences on redistributive
preferences. Finally, we bring the picture together by addressing the extent to which the discussed differences in beliefs and
impacts of these beliefs can explain the observed country variation in redistributive preferences.

3.2.1. Country differences in beliefs about income determinants
Let us start by considering the country variation in beliefs about what causes income differences. Figs. 6–8 give the country

shares of respondents who believe that coming from a wealthy family is important to get ahead, or agree to that effort and
intelligence/skills are rewarded in the country. As expected, there is substantial country variation in beliefs about income
determinants. The share of respondents who believe that it is important to be from a wealthy family to get ahead ranges from
8 percent in Denmark to 62 percent in Poland. For the beliefs about whether effort and intelligence/skills are rewarded, the
lowest shares of respondents believing so are found in Russia, where 8 and 10 percent agree with the respective statements,
and the highest in the US, where the equivalent shares are 67 and 75 percent.

The above shares give an overview of the country variation in beliefs about the causes of income differences, but do
not inform us about the full variation in the belief distributions. To formally test whether the distributions of beliefs differ

Fig. 7. Share of respondents agreeing or strongly agreeing to the statement ‘In [country] people get rewarded for their effort’.
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Fig. 8. Share of respondents agreeing or strongly agreeing to the statement ‘In [country] people get rewarded for intelligence and skills’.

between countries we perform two-sample Kolmogorov–Smirnov tests of equal cumulative distribution functions.22 We
compare each country with the remaining countries for the three belief variables, resulting in 975 tests. The null-hypothesis
of equal cumulative distribution functions was rejected at the five percent level of significance in 938 tests. To draw any
conclusions about similarity of distributions in the special cases where we cannot reject the null of equal distributions, a
test with an exact p-value would be necessary. Overall it seems fair to say that beliefs about the causes of income differences
vary across countries.

With effort being classified as the most and family background as the least responsible input, one would predict that the
countries that to a greater extent believe that effort is rewarded in society and that family background is not very important
for getting ahead will also be the ones least supportive of redistribution (and vice versa). Inspection of Fig. 1 and Figs. 6–8
lends some support to this hypothesis. USA, the country where believing that effort is rewarded is most common (Fig. 7), is
also the country with the least support for redistribution (Fig. 1). Other countries where the belief that effort is rewarded is
common are the Philippines, Denmark, Australia, Germany (west) and Canada, all of which have comparatively low support
for redistribution. Respondents in the former socialist countries in Central and Eastern Europe are generally very sceptical
of the claim that effort is rewarded, while at the same time showing strong support for redistribution. A similar pattern can
be observed for beliefs concerning the rewards to intelligence and skills (Fig. 8).

Believing that it is important to be from a wealthy family to get ahead (Fig. 6) is most common in Poland, Cyprus, Portugal
and Spain, and at least Poland, Portugal and Spain display comparatively strong support for redistribution. Correspondingly,
in countries where respondents do not believe that family background is very important for getting ahead – Denmark,
Norway, France, Japan and Canada – the support for redistribution is comparatively low. At this stage it thus seems as
though country differences in beliefs about income differences could have some relevance for explaining cross-country
differences in redistribution support.

3.2.2. Country differences in the effects of beliefs about income determinants
Let us now turn to the second step, where we evaluate possible cross-country heterogeneity in the effects of the belief

variables on redistributive preferences. Figs. 3–5, presenting the effects of belief variables on redistribution support in the
respective countries, suggest such heterogeneity to be present. As noted, believing it to be important to be from a wealthy
family to get ahead is for the great majority of countries associated with a higher probability to support redistribution. The
largest effects of holding this belief are found in the US, Australia, Denmark and Norway, where it implies an approximate
20 percentage point increase in the probability of supporting the redistributive statement. However, in a few countries –
Brazil, Canada, Chile, Czech Republic, Germany (west), Slovenia, and Spain – the effect is comparatively small and statistically
insignificant. According to the reasoning in this paper, this fact could be interpreted as people from these countries assigning
some degree of individual responsibility over family background. While it is difficult to argue that people can affect which
family they are born into, the argument that someone who has succeeded in creating wealth should be able to pass this on
to his/her children is quite common. The degree of responsibility assigned to an input may not necessarily depend only on
perceived individual control over that input; conceivably it could also depend on perceived control within a larger entity,
such as the family.23 An alternative interpretation could be that in these countries people are more libertarian in the sense

22 The Kolmogorov–Smirnov test is non-parametric and sensitive to differences in both the location of the distribution and the shape of the distribution.
It is designed for testing the distribution of continuous variables, but has been demonstrated to be applicable to discrete random variables too, in which
case it is conservative; i.e. for a given level of significance the null hypothesis of equal empirical distributions will be rejected less or as often as with the
exact true test statistic (Conover, 1999; Goodman, 1954; Noether, 1963).

23 See for example the theoretical model in Alesina and Angeletos (2005).
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such as the family.23 An alternative interpretation could be that in these countries people are more libertarian in the sense

22 The Kolmogorov–Smirnov test is non-parametric and sensitive to differences in both the location of the distribution and the shape of the distribution.
It is designed for testing the distribution of continuous variables, but has been demonstrated to be applicable to discrete random variables too, in which
case it is conservative; i.e. for a given level of significance the null hypothesis of equal empirical distributions will be rejected less or as often as with the
exact true test statistic (Conover, 1999; Goodman, 1954; Noether, 1963).

23 See for example the theoretical model in Alesina and Angeletos (2005).
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that they believe a person is entitled to the income he/she earns, irrespective of his/her degree of control over the inputs
involved in earning that income.

In the US, believing effort to be rewarded implies an approximate 15 percentage point decrease in the probability of
supporting the redistributive statement. In other ‘Neo-European’ countries – Australia, New Zealand, and Canada – the
decrease is of around 10 percentage points. In the Southern European countries Cyprus, Spain, France, and Portugal, in the
two former socialist countries Hungary and Czech Republic, and in Japan there are also statistically significant negative effort
effects on the probability of agreement with the redistributive statement (ranging from 4 to 10 percentage points).24 In other
countries – the Scandinavian countries Denmark, Norway and Sweden, eastern and western Germany and Switzerland, the
remaining four former socialist countries, and in Brazil, Chile, Ireland and the Philippines – however, the effects of believing
that effort is rewarded are not statistically significant and do not stand out as large. This could be taken to indicate that
in these countries effort is not to the same extent viewed as an input under individual control. Indeed, it is conceivable
that depending on social background and other circumstances, individuals do not all have the same choice set regarding
how much effort to exert. An alternative interpretation is that people in these countries are more concerned about equal
outcomes, regardless of the degree of control they believe people have over important income determinants.

Believing intelligence and skills to be rewarded produces mixed results; in Denmark it implies an 11 percentage point
increase in the probability of agreeing or strongly agreeing with the redistributive statement, whereas in Brazil, Canada,
Cyprus, Latvia and the Czech Republic25 it comes with a decrease in the same probability in the range of 2–14 percentage
points. This could be taken to suggest country differences in the degree of responsibility assigned to this input, but could also
indicate that the countries differ in the fairness ideals adhered to, with Danes being more concerned with equal outcomes
and Brazilians, Canadians, Cypriots, Latvians and Czechs being more libertarian. In other countries the effect of believing
intelligence and skills to be rewarded is not statistically different from zero.

We formally test whether the effects of belief variables differ across countries using a number of log-likelihood ratio
tests (see Table A2, Panel 2). First, a restricted model in which country differences are only allowed to affect the intercept
is firmly rejected in favour of a model that allows different slopes of the belief parameters, thus confirming the suspected
presence of cross-country heterogeneity in the belief effects. Next, we test if there is parameter heterogeneity with respect
to the beliefs regarding each input separately. For all inputs, the hypothesis of homogenous effects can be safely rejected.

3.2.3. Can the differences in beliefs and the differences in effects of these beliefs help explain cross-country variation in
redistribution support?

Let us now turn to the last stage where we address to what extent the identified differences in (1) beliefs and (2) the
impacts of these beliefs can explain the large country variation observed in redistributive preferences. Previous literature
suggests that differences in people’s beliefs are central in this respect (Alesina and Angeletos, 2005). To get an idea of
the relative importance of differences in beliefs and differences in the effects of these beliefs for explaining cross-country
variation in preferences for redistribution, we evaluate how the effect of belonging to a certain country changes as beliefs and
beliefs-country interaction terms are added to the model. USA, the country hitherto most studied with regard to preferences
for redistribution, and the country with the least support for redistribution controlling for other variables, is the reference
country. To be more specific, we estimate the following three equations and focus on whether the parameters in � approach
zero as we allow for differences in beliefs (2) and differences in the effects of these beliefs (3).

1 PRic = �′countryic + �′
cxic + εic

2 PRic = �′countryic + �′bic + �′
cxic + εic

3 PRic = �′countryic + �′bic + �′biccountryic + �′
cxic + εic.

Fig. 9 shows the resulting country effects.
Adding the belief variables to the model marginally reduces the effect of being of a certain nationality.26 Furthermore,

the country effect with beliefs (Specification 2) always falls within the 95 percent confidence interval around the country
effect without beliefs (Specification 1).27 Unexpectedly, differences in beliefs can thus, at most, explain a very small part of
the cross-country variation in redistributive preferences.

Allowing for heterogeneity in the effects of beliefs reduces country effects quite substantially (the exceptions are eastern
and western Germany where it increases the country effect marginally).28 The effect of being Australian, Danish or Philippine
(rather than American) almost disappears. The effect of being Canadian, Cypriot, Czech, Japanese, New Zealander, or Swedish

24 For Canada, Cyprus, France, Hungary, and Japan a negative effect was confirmed using the one-sided test in Table A3, though the effect can only almost
be rejected to equal zero at the 10 percent level of significance using a two sided test (Fig. 4).

25 In the Czech sample it cannot be rejected at the 10 percent level that the effect differs from zero using a two-sided test, but using a one-sided test it
can be rejected that the effect is equal to or larger than zero at the 5.5 level of significance.

26 Comparing other countries with each other, the difference between their country effects (relative to the US) should not have been affected more than
marginally either, since all changes in country effects are small and in the same direction.

27 The estimated country effects and their 95% confidence intervals are available from the authors.
28 Comparing other countries with each other, the difference between their country effects (relative to the US) increases in some cases, but the fact

remains that country effects decrease vis-à-vis the extreme low redistribution support case USA.
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Fig. 9. Explaining country variation in redistributive preferences with differences in beliefs and differences in effects of beliefs.
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is approximately halved. About one-third of the effect of being Chilean, French, Irish, Latvian, Polish, or Swiss disappears,
and roughly one fourth of that of being Hungarian, Portuguese, or Slovenian.29 Hence, as it seems, a relatively large part of
many countries’ stronger support for redistribution (compared to the US) could be explained by people in these countries
assigning a lower degree of responsibility to inputs believed to be important for income determination. However, for some
countries, such as Brazil and Russia, different effects of holding certain beliefs about income determinants on preferences
for redistribution does little to explain their stronger support for redistribution, and the stronger support for redistribution
in Germany than in the US becomes, if anything, even more puzzling, considering that Germans seemingly assign a higher
degree of responsibility to inputs believed to determine income.

The conclusion we can draw from this is that while differences in beliefs on what causes income differences seem
to be important for explaining within-country variation in redistributive preferences, they do little to explain between-
country differences. Differences in the effects of holding certain beliefs, however, seem to be important for explaining
between-country variation in redistributive preferences.

4. Conclusions

The objective of this study was to explain variation in redistributive preferences, within as well as between countries,
in terms of self-interest concerns and an input-based concept of fairness. The latter was captured by the effect of beliefs
about the causes of income differences. We included beliefs about income determinants arguably under varying degrees of
individual control, stipulating that believing a ‘responsible’ factor to be important for determining income would imply less
support for redistribution, whereas believing an input outside individual control to be an important income determinant
should bring with it more support for redistribution. Importantly, we argued that these beliefs, and their effects, should vary
with context. The country-comparative perspective was therefore central; we aimed to explain not only within-country but
also between-country variation in redistributive preferences. Two hypotheses were formulated and tested using data for 25
countries.

Our first hypothesis suggested that both economic self-interest and an input-based fairness concept, where individuals
judge the fairness of income determinants according to their perceived degree of ‘responsibility’, matter for redistributive
preferences. This was supported by the data. In the pooled sample, relative income had a negative, although quite modest,
impact on preferences for redistribution, and the effects of the variables capturing beliefs about the causes of income differ-
ences followed the hypothesised pattern ˇeffort

c < ˇskills
c < ˇfamily

c , ˇeffort
c < 0 and ˇfamily

c > 0. As stipulated, believing effort (a
‘responsible input’) to be rewarded in society had a negative impact on support for redistribution, whereas believing that
family background (an ‘arbitrary input’) is important for getting ahead was associated with stronger support for redistribu-
tion. Also, and as expected, the effect of believing that intelligence/skills (the input arguably most difficult to classify in terms
of ‘responsibility’) are rewarded fell in-between those of believing family or effort to be important income determinants.

On the whole, the country sub-sample estimations supported our hypothesis, but revealed considerable heterogeneity
in terms of the magnitude and statistical significance of effects. A higher relative income was generally associated with less
support for redistribution, but the size of the effect varied. In the countries where we found statistically significant belief
effects, the family effects were positive and the effort effects negative, albeit varying considerably in magnitude. Moreover,
and as hypothesised, the family effect was larger than the effort and intelligence/skills effects. Comparing the magnitudes of
the effort and intelligence/skills effects, however, the results were mixed – we could not establish that the effect of believing
the responsible input effort to be important is smaller than that of believing the more ambiguous input intelligence/skills
to be so.

Hence, whereas the aggregate pattern suggested that individuals base their preferences for redistribution on self-interest
considerations as well as input-based fairness concerns, the country comparison revealed that this pattern is not necessarily
universal.

Our second hypothesis put forward that differences in both beliefs about income determinants, and in the effects of
these beliefs, should contribute to explain the cross-country variation in redistributive preferences. We could establish
that there is considerable country variation in beliefs about income determinants, and that this variation often follows
a pattern that would be expected judging from our input-based fairness concept and the observed country variation in
redistribution support. Somewhat surprisingly, however, our analysis suggested that country differences in beliefs about
income determinants, at best, could explain very little of the country variation in redistributive support.

Turning to the effects of the belief variables, our results showed that these too vary significantly across countries. Believing
that coming from a wealthy family is important to get ahead in some countries had basically no effect while in others it
involved an over 20 percentage point increase in the probability of supporting redistribution. The effect of believing effort to
be an important income determinant varied from being statistically non-discernible from zero to decreasing the probability

29 For eleven countries (Australia, Chile, Cyprus, Czech Republic, Denmark, France, Japan, Philippines, Poland, Portugal and Sweden) the country effect
with beliefs parameter heterogeneity (Specification 3) falls outside of the 95 percent confidence interval of country effects with homogenous (Specification
2) or no (Specification 1) beliefs. For four other countries (Hungary, Latvia, Russia, Slovenia) it falls outside of the confidence interval of the country effect
with no beliefs and at the limit of the confidence interval of that with homogenous belief parameters, and for nine countries (Brazil, Canada, Germany (east),
Germany (west), Ireland, New Zealand, Norway, Spain, Switzerland) the country effect falls within the confidence intervals of the prior country effects.
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of supporting redistribution with around 15 percentage points. With respect to believing intelligence/skills to be rewarded
the results were mixed, with both negative and positive but in most cases statistically insignificant effects. Furthermore, our
results suggested that this heterogeneity in belief effects is important for explaining country differences in redistribution
support. With a few exceptions (Germany, Brazil and to some extent Russia), a quite substantial share of countries’ stronger
support for redistribution relative to the US could be explained by people in these countries seemingly assigning a lower
degree of responsibility to inputs believed to be important for income determination. So, while differences in beliefs on
what causes income differences seem to be important for explaining within-country variation in redistributive preferences,
they do little to explain between-country differences. Differences in the effects of holding certain beliefs, however, appear
important for explaining between-country variation in redistributive preferences.

Summing up, our findings indicate that self-interest considerations as well as input-based fairness concerns contribute
to explain redistributive preferences, but also that there is substantial country variation, in redistribution support, in key
factors explaining redistribution support, as well as in the effects of these factors on redistribution support. In particular,
looking at our results the country most studied in this field – the US – is quite an extreme case, displaying the lowest support
for redistribution, the most positive views about the rewards to effort and intelligence/skills, and some of the strongest
effects of our belief variables. This tells us that in trying to understand fairness-based and self-interested motivations behind
preferences for redistribution we cannot focus on one-country alone – we need to evaluate both within and between-country
variations.
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Table A1
Variable description.

Variable Description

Preferences for redistribution The response to the statement, ‘It is the responsibility of the government to reduce the difference in
income between people with high incomes and those with low incomes’; 1 if respondent chooses strongly
disagree, 2 if respondent chooses disagree, 3 if respondent chooses neither agree nor disagree, 4 if
respondent chooses agree and 5 if respondent chooses strongly agree.

Belief variables
Believe wealthy family important 1 if respondent answers essential or very important to the question, ‘For getting ahead, how important is

coming from a wealthy family?’; 0 otherwise.
No strong family belief 1 if respondent answers fairly important to the question, ‘For getting ahead, how important is coming

from a wealthy family?’; 0 otherwise.
Believe family not important 1 if respondent answers not very important or not important at all to the question, ‘For getting ahead,

how important is coming from a wealthy family?’; 0 otherwise. Used as reference category in estimation.
Believe intelligence and skills rewarded 1 if respondent responds agree or strongly agree to the statement, ‘In [country] people get rewarded for

their intelligence and skills’; 0 otherwise.
No strong intelligence/skills belief 1 if respondent responds neither agree nor disagree to the statement, ‘In [country] people get rewarded

for their intelligence and skills’; 0 otherwise.
Believe intelligence and skills not rewarded 1 if respondent responds disagree or strongly disagree to the statement, ‘In [country] people get

rewarded for their intelligence and skills’; 0 otherwise. Used as reference category in estimation.
Believe effort rewarded 1 if respondent responds agree or strongly agree to the statement, ‘In [country] people get rewarded for

their effort’; 0 otherwise.
No strong effort belief 1 if respondent responds neither agree nor disagree to the statement, ‘In [country] people get rewarded

for their effort’; 0 otherwise.
Believe effort not rewarded 1 if respondent responds disagree or strongly disagree to the statement, ‘In [country] people get

rewarded for their effort’; 0 otherwise. Used as reference category in estimation.

Self-interest variable
Relative income Household income per adult equivalent divided by the country sample average. A common country

average was used for eastern and western Germany.

Control variables
Age Age in years
Female 1 if female; 0 else
Higher education 1 if respondent has some post secondary school education; 0 else
Father has higher education 1 if respondent’s father has completed secondary school; 0 else
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Table A1 (Continued )

Variable Description

Upper class 1 if respondent’s self reported class is upper class or upper middle class; 0 else
Working class 1 if respondent’s self reported class is working class or lower class; 0 else
Middle class 1 if respondent’s self reported class is middle class; 0 else. Used as reference category in estimation.
Inequality necessary for prosperity 1 if respondent respond agree or strongly agree to the statement, ‘Large differences in income are

necessary for [country’s] prosperity’; 0 otherwise
Country dummies 1 if respondent belongs to the country in question; 0 else. USA used as reference category in

estimations.

Table A2
Log-likelihood ratio tests.

Restricted model Unrestricted model LR �2 p-Value

Panel 1: Joint importance of belief variables
Pooled, excluding belief vars. Pooled sample benchmark 295.80 0.000
Australia, excluding belief vars. Australia benchmark 36.99 0.000
Brazil, excluding belief vars. Brazil benchmark 17.54 0.008
Canada, excluding belief vars. Canada benchmark 22.39 0.001
Chile, excluding belief vars. Chile benchmark 8.97 0.175
Cyprus, excluding belief vars. Cyprus benchmark 51.27 0.000
Czech Rep., excluding belief vars. Czech Rep. benchmark 28.52 0.000
Denmark, excluding belief vars. Denmark benchmark 21.27 0.002
France, excluding belief vars. France benchmark 15.84 0.015
Germany (west), excluding belief vars. Germany (west) benchmark 15.21 0.019
Germany (east), excluding belief vars. Germany (east) benchmark 16.92 0.010
Hungary, excluding belief vars. Hungary benchmark 15.96 0.014
Ireland, excluding belief vars. Ireland benchmark 11.97 0.063
Japan, excluding belief vars. Japan benchmark 12.37 0.054
Latvia, excluding belief vars. Latvia benchmark 19.10 0.004
New Zealand, excluding belief vars. New Zealand benchmark 20.86 0.002
Norway, excluding belief vars. Norway benchmark 20.21 0.003
Philippines, excluding belief vars. Philippines benchmark 26.03 0.000
Poland, excluding belief vars. Poland benchmark 35.35 0.000
Portugal, excluding belief vars. Portugal benchmark 21.00 0.002
Russia, excluding belief vars. Russia benchmark 21.14 0.002
Slovenia, excluding belief vars. Slovenia 7.43 0.283
Spain, excluding belief vars. Spain benchmark 20.21 0.003
Sweden, excluding belief vars. Sweden benchmark 17.73 0.007
Switzerland, excluding belief vars. Switzerland benchmark 9.44 0.150
USA, excluding belief vars. USA benchmark 38.95 0.000

Panel 2: Tests of parameter homogeneity
Pooled sample benchmark Allow belief parameters to vary for each belief and each country 247.03 0.000
Pooled sample benchmark Allow family belief parameters to vary for each country 76.78 0.005
Pooled sample benchmark Allow effort belief parameters to vary for each country 108.77 0.000
Pooled sample benchmark Allow intelligence and skills belief parameters to vary for each country 98.55 0.000

Based on ordered probit estimations where the dependent variable is the answers to the statement, ‘It is the responsibility of the government to reduce the
difference in income between people with high incomes and those with low incomes’, ranging from 1 for strongly disagree to 5 for strongly agree. The belief
variables are responses to whether effort and intelligence/skills are rewarded, and to whether it is important to be from a wealthy family to get ahead.
These and other explanatory variables in the benchmark model are described in Table A1.

Table A3
One-sided tests of coefficients from ordered probit estimationa of the probability to agree with the redistributive statementb.

Sample p-Value of testing the null hypothesis

FAMc ≤ 0 EFFd ≥ 0 SKIe ≥ FAM EFF ≥ SKI EFF ≥ FAM

Pooled 0.000 0.000 0.000 0.063 0.000
Australia 0.000 0.019 0.001 0.182 0.000
Brazil 0.098 0.880 0.014 0.957 0.507
Canada 0.270 0.064 0.011 0.704 0.055
Chile 0.124 0.200 0.126 0.457 0.080
Cyprus 0.035 0.036 0.001 0.646 0.005
Czech rep. 0.386 0.011 0.086 0.309 0.023
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Table A1 (Continued )

Variable Description

Upper class 1 if respondent’s self reported class is upper class or upper middle class; 0 else
Working class 1 if respondent’s self reported class is working class or lower class; 0 else
Middle class 1 if respondent’s self reported class is middle class; 0 else. Used as reference category in estimation.
Inequality necessary for prosperity 1 if respondent respond agree or strongly agree to the statement, ‘Large differences in income are

necessary for [country’s] prosperity’; 0 otherwise
Country dummies 1 if respondent belongs to the country in question; 0 else. USA used as reference category in

estimations.

Table A2
Log-likelihood ratio tests.

Restricted model Unrestricted model LR �2 p-Value

Panel 1: Joint importance of belief variables
Pooled, excluding belief vars. Pooled sample benchmark 295.80 0.000
Australia, excluding belief vars. Australia benchmark 36.99 0.000
Brazil, excluding belief vars. Brazil benchmark 17.54 0.008
Canada, excluding belief vars. Canada benchmark 22.39 0.001
Chile, excluding belief vars. Chile benchmark 8.97 0.175
Cyprus, excluding belief vars. Cyprus benchmark 51.27 0.000
Czech Rep., excluding belief vars. Czech Rep. benchmark 28.52 0.000
Denmark, excluding belief vars. Denmark benchmark 21.27 0.002
France, excluding belief vars. France benchmark 15.84 0.015
Germany (west), excluding belief vars. Germany (west) benchmark 15.21 0.019
Germany (east), excluding belief vars. Germany (east) benchmark 16.92 0.010
Hungary, excluding belief vars. Hungary benchmark 15.96 0.014
Ireland, excluding belief vars. Ireland benchmark 11.97 0.063
Japan, excluding belief vars. Japan benchmark 12.37 0.054
Latvia, excluding belief vars. Latvia benchmark 19.10 0.004
New Zealand, excluding belief vars. New Zealand benchmark 20.86 0.002
Norway, excluding belief vars. Norway benchmark 20.21 0.003
Philippines, excluding belief vars. Philippines benchmark 26.03 0.000
Poland, excluding belief vars. Poland benchmark 35.35 0.000
Portugal, excluding belief vars. Portugal benchmark 21.00 0.002
Russia, excluding belief vars. Russia benchmark 21.14 0.002
Slovenia, excluding belief vars. Slovenia 7.43 0.283
Spain, excluding belief vars. Spain benchmark 20.21 0.003
Sweden, excluding belief vars. Sweden benchmark 17.73 0.007
Switzerland, excluding belief vars. Switzerland benchmark 9.44 0.150
USA, excluding belief vars. USA benchmark 38.95 0.000

Panel 2: Tests of parameter homogeneity
Pooled sample benchmark Allow belief parameters to vary for each belief and each country 247.03 0.000
Pooled sample benchmark Allow family belief parameters to vary for each country 76.78 0.005
Pooled sample benchmark Allow effort belief parameters to vary for each country 108.77 0.000
Pooled sample benchmark Allow intelligence and skills belief parameters to vary for each country 98.55 0.000

Based on ordered probit estimations where the dependent variable is the answers to the statement, ‘It is the responsibility of the government to reduce the
difference in income between people with high incomes and those with low incomes’, ranging from 1 for strongly disagree to 5 for strongly agree. The belief
variables are responses to whether effort and intelligence/skills are rewarded, and to whether it is important to be from a wealthy family to get ahead.
These and other explanatory variables in the benchmark model are described in Table A1.

Table A3
One-sided tests of coefficients from ordered probit estimationa of the probability to agree with the redistributive statementb.

Sample p-Value of testing the null hypothesis

FAMc ≤ 0 EFFd ≥ 0 SKIe ≥ FAM EFF ≥ SKI EFF ≥ FAM

Pooled 0.000 0.000 0.000 0.063 0.000
Australia 0.000 0.019 0.001 0.182 0.000
Brazil 0.098 0.880 0.014 0.957 0.507
Canada 0.270 0.064 0.011 0.704 0.055
Chile 0.124 0.200 0.126 0.457 0.080
Cyprus 0.035 0.036 0.001 0.646 0.005
Czech rep. 0.386 0.011 0.086 0.309 0.023
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Table A3 (Continued )

Sample p-Value of testing the null hypothesis

FAMc ≤ 0 EFFd ≥ 0 SKIe ≥ FAM EFF ≥ SKI EFF ≥ FAM

Denmark 0.000 0.385 0.131 0.045 0.001
France 0.009 0.070 0.032 0.207 0.003
Germany (west) 0.176 0.173 0.094 0.504 0.091
Germany (east) 0.012 0.359 0.069 0.470 0.048
Hungary 0.023 0.054 0.122 0.112 0.008
Ireland 0.030 0.243 0.004 0.772 0.075
Japan 0.013 0.097 0.009 0.495 0.005
Latvia 0.002 0.681 0.000 0.936 0.085
New Zealand 0.012 0.020 0.013 0.262 0.000
Norway 0.000 0.658 0.000 0.768 0.001
Philippines 0.000 0.837 0.004 0.830 0.057
Poland 0.000 0.452 0.006 0.245 0.000
Portugal 0.008 0.016 0.175 0.043 0.001
Russia 0.001 0.224 0.033 0.389 0.017
Slovenia 0.450 0.269 0.270 0.490 0.280
Spain 0.145 0.001 0.391 0.017 0.001
Sweden 0.001 0.541 0.013 0.590 0.024
Switzerland 0.038 0.223 0.021 0.589 0.052
USA 0.000 0.006 0.005 0.068 0.000

a Based on estimation of Eq. (1).
b ‘It is the responsibility of the government to reduce the difference in income between people with high incomes and those with low incomes’.
c Coefficient of ‘Believe wealthy family important’.
d Coefficient of ‘Believe effort rewarded’.
e Coefficient of ‘Believe intelligence and skills rewarded’.

Table A4
Relative income effectsa on the probability of different responses to the question ‘For getting ahead, how important is coming from a wealthy family?’.

Sample Not at all important Not very important Fairly important Very important Essential

Pooled (25 countries) 0.001*** 0.001*** 0.000*** −0.002*** −0.001***

Pooled (20 countries)b 0.000 0.001 0.000 −0.001 −0.000
Australia 0.003 0.004 −0.002 −0.004 −0.001
Brazil 0.001 0.000 0.000 0.000 −0.001
Canada −0.009 −0.005 0.006 0.006 0.002
Chile −0.000 −0.000 0.000 0.000 0.000
Cyprus −0.000 −0.000 −0.001 0.000 0.001
Czech rep. −0.001 −0.001 0.001 0.001 0.001
Denmark 0.003 0.002 −0.003 −0.002 −0.001
France −0.003 −0.002 0.002 0.002 0.000
Germany (west) 0.000 0.000 −0.000 −0.000 −0.000
Germany (east) −0.004 −0.006 −0.000 0.007 0.003
Hungary 0.004** 0.006** 0.000 −0.004** −0.006**

Ireland 0.002 0.003 −0.001 −0.004 −0.001
Japan −0.001 −0.001 0.001 0.001 0.000
Latvia 0.004** 0.003** 0.001* −0.005** −0.004**

New Zealand −0.000 −0.000 0.000 0.000 0.000
Norway 0.002 0.003 −0.003 −0.002 −0.000
Philippines 0.001 0.001 0.000 −0.001 −0.001
Poland 0.001 0.002 0.004 −0.002 −0.005
Portugal −0.003 −0.005 −0.002 0.003 0.007
Russia 0.003* 0.003* 0.001* −0.002* −0.004*

Slovenia −0.004 −0.004 0.001 0.004 0.002
Spain 0.002 0.003 0.002 −0.005 −0.003
Sweden 0.002 0.003 −0.002 −0.003 −0.001
Switzerland −0.006 −0.007 0.005 0.005 0.003
USA 0.007 0.005 −0.004 −0.007 −0.002

The effects are from ordered probit estimations where the dependent variable is the answer to the question ‘For getting ahead, how important is coming
from a wealthy family?’, and the explanatory variables included are: relative income, age, female, higher education, father has higher education, upper class,
working class, inequality necessary for prosperity, and country dummies.

a Measures the effects of a relative income increase of one median absolute deviation increase around the median.
b Brazil, France, Hungary, Latvia, and Russia excluded.
* Significance at the 10% level.

** Significance at the 5% level.
*** Significance at the 1% level.
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Table A3 (Continued )

Sample p-Value of testing the null hypothesis

FAMc ≤ 0 EFFd ≥ 0 SKIe ≥ FAM EFF ≥ SKI EFF ≥ FAM

Denmark 0.000 0.385 0.131 0.045 0.001
France 0.009 0.070 0.032 0.207 0.003
Germany (west) 0.176 0.173 0.094 0.504 0.091
Germany (east) 0.012 0.359 0.069 0.470 0.048
Hungary 0.023 0.054 0.122 0.112 0.008
Ireland 0.030 0.243 0.004 0.772 0.075
Japan 0.013 0.097 0.009 0.495 0.005
Latvia 0.002 0.681 0.000 0.936 0.085
New Zealand 0.012 0.020 0.013 0.262 0.000
Norway 0.000 0.658 0.000 0.768 0.001
Philippines 0.000 0.837 0.004 0.830 0.057
Poland 0.000 0.452 0.006 0.245 0.000
Portugal 0.008 0.016 0.175 0.043 0.001
Russia 0.001 0.224 0.033 0.389 0.017
Slovenia 0.450 0.269 0.270 0.490 0.280
Spain 0.145 0.001 0.391 0.017 0.001
Sweden 0.001 0.541 0.013 0.590 0.024
Switzerland 0.038 0.223 0.021 0.589 0.052
USA 0.000 0.006 0.005 0.068 0.000

a Based on estimation of Eq. (1).
b ‘It is the responsibility of the government to reduce the difference in income between people with high incomes and those with low incomes’.
c Coefficient of ‘Believe wealthy family important’.
d Coefficient of ‘Believe effort rewarded’.
e Coefficient of ‘Believe intelligence and skills rewarded’.

Table A4
Relative income effectsa on the probability of different responses to the question ‘For getting ahead, how important is coming from a wealthy family?’.

Sample Not at all important Not very important Fairly important Very important Essential

Pooled (25 countries) 0.001*** 0.001*** 0.000*** −0.002*** −0.001***

Pooled (20 countries)b 0.000 0.001 0.000 −0.001 −0.000
Australia 0.003 0.004 −0.002 −0.004 −0.001
Brazil 0.001 0.000 0.000 0.000 −0.001
Canada −0.009 −0.005 0.006 0.006 0.002
Chile −0.000 −0.000 0.000 0.000 0.000
Cyprus −0.000 −0.000 −0.001 0.000 0.001
Czech rep. −0.001 −0.001 0.001 0.001 0.001
Denmark 0.003 0.002 −0.003 −0.002 −0.001
France −0.003 −0.002 0.002 0.002 0.000
Germany (west) 0.000 0.000 −0.000 −0.000 −0.000
Germany (east) −0.004 −0.006 −0.000 0.007 0.003
Hungary 0.004** 0.006** 0.000 −0.004** −0.006**

Ireland 0.002 0.003 −0.001 −0.004 −0.001
Japan −0.001 −0.001 0.001 0.001 0.000
Latvia 0.004** 0.003** 0.001* −0.005** −0.004**

New Zealand −0.000 −0.000 0.000 0.000 0.000
Norway 0.002 0.003 −0.003 −0.002 −0.000
Philippines 0.001 0.001 0.000 −0.001 −0.001
Poland 0.001 0.002 0.004 −0.002 −0.005
Portugal −0.003 −0.005 −0.002 0.003 0.007
Russia 0.003* 0.003* 0.001* −0.002* −0.004*

Slovenia −0.004 −0.004 0.001 0.004 0.002
Spain 0.002 0.003 0.002 −0.005 −0.003
Sweden 0.002 0.003 −0.002 −0.003 −0.001
Switzerland −0.006 −0.007 0.005 0.005 0.003
USA 0.007 0.005 −0.004 −0.007 −0.002

The effects are from ordered probit estimations where the dependent variable is the answer to the question ‘For getting ahead, how important is coming
from a wealthy family?’, and the explanatory variables included are: relative income, age, female, higher education, father has higher education, upper class,
working class, inequality necessary for prosperity, and country dummies.

a Measures the effects of a relative income increase of one median absolute deviation increase around the median.
b Brazil, France, Hungary, Latvia, and Russia excluded.
* Significance at the 10% level.

** Significance at the 5% level.
*** Significance at the 1% level.
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Table A5
Relative income effectsa on the probability of agreeing with the statement, ‘In [country] people get rewarded for their effort’.

Sample Strongly disagree Disagree Neither Agree Strongly agree

Pooled (25 countries) 0.001** 0.001** 0.000** −0.001** −0.001**

Pooled (20 countries)b 0.000 0.000 0.000 −0.000 −0.000
Australia −0.000 −0.003 −0.002 0.004 0.001
Brazil 0.011*** 0.001*** −0.001*** −0.003*** −0.008***

Canada −0.001 −0.004 −0.002 0.006 0.001
Chile 0.001 0.002 0.000 −0.002 −0.001
Cyprus 0.002 0.003 −0.001 −0.003 −0.001
Czech rep. −0.001 0.000 0.000 0.000 0.000
Denmark −0.001 −0.001 0.000 0.001 0.001
France −0.008*** −0.011*** 0.005*** 0.012*** 0.002**

Germany (west) −0.000 −0.002 −0.002 0.004 0.000
Germany (east) −0.001 −0.002 −0.001 0.003 0.000
Hungary −0.010** 0.000 0.005** 0.003** 0.002**

Ireland 0.001 0.005 0.001 −0.006 −0.001
Japan 0.003 0.002 0.001 −0.004 −0.003
Latvia 0.002 0.000 −0.001 −0.001 −0.000
New Zealand −0.002 −0.008 −0.001 0.008 0.003
Norway 0.002 0.004 −0.001 −0.005 −0.001
Philippines 0.000 0.000 0.000 −0.000 −0.000
Poland −0.002 −0.003 0.001 0.003 0.001
Portugal −0.002 −0.001 0.000 0.002 0.001
Russia −0.007* 0.003* 0.002* 0.001* 0.001*

Slovenia 0.006 0.003 −0.004 −0.003 −0.001
Spain −0.008** −0.010** 0.001 0.014** 0.003**

Sweden −0.001 −0.002 −0.001 0.003 0.001
Switzerland −0.001 −0.002 −0.002 0.003 0.001
USA −0.001 −0.005 −0.005 0.006 0.005

The effects are from ordered probit estimations where the dependent variable is the answer to the question ‘In [country] people get rewarded for their
effort’, and the explanatory variables included are: relative income, age, female, higher education, father has higher education, upper class, working class,
inequality necessary for prosperity, and country dummies.

a Measures the effects of a relative income increase of one median absolute deviation increase around the median.
b Brazil, France, Hungary, Latvia, and Russia are excluded.
* Significance at the 10% level.

** Significance at the 5% level.
*** Significance at the 1% level.

Table A6
Relative income effectsa on the probability of agreeing with the statement, ‘In [country] people get rewarded for their intelligence and skills’.

Estimation sample Strongly disagree Disagree Neither Agree Strongly agree

Pooled (25 countries) 0.000 0.000 0.000 −0.000 −0.000
Pooled (20 countries)b 0.000 0.001 0.000 −0.001 −0.000
Australia 0.000 0.003 0.002 −0.004 −0.002
Brazil 0.003* 0.001* 0.000 −0.001* −0.003*

Canada −0.002 −0.008 −0.005 0.011 0.004
Chile 0.001 0.001 0.000 −0.001 −0.001
Cyprus 0.001 0.001 −0.000 −0.001 −0.000
Czech rep. −0.001 0.000 0.000 0.000 0.000
Denmark 0.002 0.003 0.003 −0.003 −0.005
France −0.004* −0.009* 0.000 0.011** 0.002*

Germany (west) −0.000 −0.001 −0.000 0.001 0.000
Germany (east) 0.000 0.002 0.002 −0.003 −0.001
Hungary −0.001 −0.001 0.000 0.001 0.000
Ireland 0.002* 0.013* 0.006* −0.015* −0.006*

Japan 0.002 0.002 0.003 −0.003 −0.004
Latvia −0.007** −0.002** 0.003** 0.005** 0.001**

New Zealand 0.000 0.001 0.001 −0.002 −0.001
Norway 0.003** 0.009** 0.001* −0.012** −0.002**

Philippines −0.001* −0.002* −0.002* 0.001* 0.004*

Poland −0.002 −0.003 0.001 0.003 0.001
Portugal 0.006 0.004 0.000 −0.006 −0.004
Russia −0.007** 0.002** 0.002** 0.002** 0.001*

Slovenia 0.001 0.001 −0.000 −0.001 −0.000
Spain −0.000 −0.000 −0.000 0.000 0.000
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Table A5
Relative income effectsa on the probability of agreeing with the statement, ‘In [country] people get rewarded for their effort’.

Sample Strongly disagree Disagree Neither Agree Strongly agree

Pooled (25 countries) 0.001** 0.001** 0.000** −0.001** −0.001**

Pooled (20 countries)b 0.000 0.000 0.000 −0.000 −0.000
Australia −0.000 −0.003 −0.002 0.004 0.001
Brazil 0.011*** 0.001*** −0.001*** −0.003*** −0.008***

Canada −0.001 −0.004 −0.002 0.006 0.001
Chile 0.001 0.002 0.000 −0.002 −0.001
Cyprus 0.002 0.003 −0.001 −0.003 −0.001
Czech rep. −0.001 0.000 0.000 0.000 0.000
Denmark −0.001 −0.001 0.000 0.001 0.001
France −0.008*** −0.011*** 0.005*** 0.012*** 0.002**

Germany (west) −0.000 −0.002 −0.002 0.004 0.000
Germany (east) −0.001 −0.002 −0.001 0.003 0.000
Hungary −0.010** 0.000 0.005** 0.003** 0.002**

Ireland 0.001 0.005 0.001 −0.006 −0.001
Japan 0.003 0.002 0.001 −0.004 −0.003
Latvia 0.002 0.000 −0.001 −0.001 −0.000
New Zealand −0.002 −0.008 −0.001 0.008 0.003
Norway 0.002 0.004 −0.001 −0.005 −0.001
Philippines 0.000 0.000 0.000 −0.000 −0.000
Poland −0.002 −0.003 0.001 0.003 0.001
Portugal −0.002 −0.001 0.000 0.002 0.001
Russia −0.007* 0.003* 0.002* 0.001* 0.001*

Slovenia 0.006 0.003 −0.004 −0.003 −0.001
Spain −0.008** −0.010** 0.001 0.014** 0.003**

Sweden −0.001 −0.002 −0.001 0.003 0.001
Switzerland −0.001 −0.002 −0.002 0.003 0.001
USA −0.001 −0.005 −0.005 0.006 0.005

The effects are from ordered probit estimations where the dependent variable is the answer to the question ‘In [country] people get rewarded for their
effort’, and the explanatory variables included are: relative income, age, female, higher education, father has higher education, upper class, working class,
inequality necessary for prosperity, and country dummies.

a Measures the effects of a relative income increase of one median absolute deviation increase around the median.
b Brazil, France, Hungary, Latvia, and Russia are excluded.
* Significance at the 10% level.

** Significance at the 5% level.
*** Significance at the 1% level.

Table A6
Relative income effectsa on the probability of agreeing with the statement, ‘In [country] people get rewarded for their intelligence and skills’.

Estimation sample Strongly disagree Disagree Neither Agree Strongly agree

Pooled (25 countries) 0.000 0.000 0.000 −0.000 −0.000
Pooled (20 countries)b 0.000 0.001 0.000 −0.001 −0.000
Australia 0.000 0.003 0.002 −0.004 −0.002
Brazil 0.003* 0.001* 0.000 −0.001* −0.003*

Canada −0.002 −0.008 −0.005 0.011 0.004
Chile 0.001 0.001 0.000 −0.001 −0.001
Cyprus 0.001 0.001 −0.000 −0.001 −0.000
Czech rep. −0.001 0.000 0.000 0.000 0.000
Denmark 0.002 0.003 0.003 −0.003 −0.005
France −0.004* −0.009* 0.000 0.011** 0.002*

Germany (west) −0.000 −0.001 −0.000 0.001 0.000
Germany (east) 0.000 0.002 0.002 −0.003 −0.001
Hungary −0.001 −0.001 0.000 0.001 0.000
Ireland 0.002* 0.013* 0.006* −0.015* −0.006*

Japan 0.002 0.002 0.003 −0.003 −0.004
Latvia −0.007** −0.002** 0.003** 0.005** 0.001**

New Zealand 0.000 0.001 0.001 −0.002 −0.001
Norway 0.003** 0.009** 0.001* −0.012** −0.002**

Philippines −0.001* −0.002* −0.002* 0.001* 0.004*

Poland −0.002 −0.003 0.001 0.003 0.001
Portugal 0.006 0.004 0.000 −0.006 −0.004
Russia −0.007** 0.002** 0.002** 0.002** 0.001*

Slovenia 0.001 0.001 −0.000 −0.001 −0.000
Spain −0.000 −0.000 −0.000 0.000 0.000
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Table A6 (Continued )

Estimation sample Strongly disagree Disagree Neither Agree Strongly agree

Sweden 0.000 0.000 0.000 −0.000 −0.000
Switzerland −0.001 −0.004 −0.008 0.010 0.003
USA −0.001 −0.005 −0.006 0.004 0.008

The effects are from ordered probit estimations where the dependent variable is the answer to the question ‘In [country] people get rewarded for their
effort’, and the explanatory variables included are: relative income, age, female, higher education, father has higher education, upper class, working class,
inequality necessary for prosperity, and country dummies.

a Measures the effects of a relative income increase of one median absolute deviation increase around the median.
b Brazil, France, Hungary, Latvia, and Russia are excluded.
* Significance at the 10% level.

** Significance at the 5% level.
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Table A6 (Continued )

Estimation sample Strongly disagree Disagree Neither Agree Strongly agree

Sweden 0.000 0.000 0.000 −0.000 −0.000
Switzerland −0.001 −0.004 −0.008 0.010 0.003
USA −0.001 −0.005 −0.006 0.004 0.008

The effects are from ordered probit estimations where the dependent variable is the answer to the question ‘In [country] people get rewarded for their
effort’, and the explanatory variables included are: relative income, age, female, higher education, father has higher education, upper class, working class,
inequality necessary for prosperity, and country dummies.

a Measures the effects of a relative income increase of one median absolute deviation increase around the median.
b Brazil, France, Hungary, Latvia, and Russia are excluded.
* Significance at the 10% level.

** Significance at the 5% level.
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Abstract:  The aim of this paper is to examine the role of the resource perspective in explaining 

African political participation. The resource perspective stresses that political participation is 

costly and requires inputs in terms of individual resources. If citizens in young developing country 

democracies face comparatively high participation costs and have more limited individual resource 

endowments than citizens in more established democracies, the perspective should be particularly 

relevant in the African setting. On the contrary, however, empirical findings drawing on new data 

for more than 27 000 respondents in 20 emerging African democracies suggest surprisingly weak 

explanatory power of the resource perspective. In some cases, the relatively resource poor actually 

participate to a greater extent than the more resource rich. The results are encouraging in that they 

suggest fairly broad-based political participation, but also call attention to the need to evaluate the 

motivational forces behind the decision to take part.  
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1 Introduction 

 

Political equality – that the preferences of each citizen should count equally – is at the heart of 

democracy. Unfortunately, the notion of ‘one person one vote’ is not sufficient to ensure 

political equality in this sense; one has to take account of who participates in the political 

process and whose preferences are represented in politics.  

This paper explores political participation in Africa. Drawing on new data on over 27 000 

respondents in 20 emerging African democracies, the aim is to examine the role of the 

resource perspective in explaining African political participation. The empirical findings 

suggest that the influential resource approach, which stresses that participation is costly and 

requires inputs in terms of individual resources like skills and time (Brady et al., 1995; Verba 
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et al., 1995), does a surprisingly poor job at explaining political participation in Africa; in 

some cases, we actually see the relatively resource poor participating to a larger extent than 

the more resource rich. The results are encouraging in that they suggest fairly broad-based 

political participation, but also call attention to the need to evaluate the motivational forces 

behind the decision to take part.  

Widespread political participation, defined as citizen acts to influence the selection of 

and/or the actions taken by political representatives, has an intrinsic democratic value. In fact, 

it makes sense to argue that democracy requires political participation to be legitimate 

(Bratton et al., 2005). It is widely agreed, however, that the propensity to participate 

politically is not evenly distributed across citizens (Brady et al., 1995; Verba et al., 1995; 

Lijphart, 1997; Bartels, 2005; Griffin and Newman, 2005). Rather, studies of Western 

democracies suggest that those who participate constitute an unrepresentative set of citizens, 

disproportionally coming from more advantaged groups in society. If policy preferences also 

vary across socio-economic groups (as suggested in e.g. Verba and Nie, 1972; Verba et al., 

1978), and elected officials are more responsive to the preferences of those who participate 

politically than to those who do not (as suggested in e.g. Bartels, 2005; Boulding and 

Wampler, 2010; Gilens, 2005; Griffin and Newman, 2005), skewed participation risks 

translating into skewed government policy. This is very troubling, since it suggests that 

inequality of influence and resources is cumulative (Dahl, 1961); economic inequality may 

cause inequality in terms of political participation, which in turn may imply that policies 

increasingly address the preferences of more well-off citizens, thus adding to economic 

inequality (Bartels, 2005).1 Due to this feedback, being aware of participatory inequalities and 

understanding the reasons for non-participation is not only important because of its intrinsic 

democratic value; it is also highly relevant from an economic perspective.  

A sizeable literature examines the determinants of political participation at the macro, 

meso and micro levels. Notably though, previous studies have largely focused on Western 

democracies (see e.g. Verba and Nie, 1972; Wolfinger and Rosenstone, 1980; Brady et al., 

1995; and Verba et al., 1995), while relatively little effort has been made to explain mass 

political participation in developing countries. It is not surprising that the work on African 

political participation is scarce.2 The African democracies are young and evolving, and until 
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and Bratton et al. (2010) compare voting patterns across Africa, Asia and Latin America.  
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recently there have not been any reliable and comparable data on democratic attitudes and 

behaviour in Africa. We cannot assume, however, that patterns of participation that have 

gradually evolved since the spread of democratisation in the mid 19th century should be the 

same as those found in the emerging African democracies (Norris, 2002). In particular, it 

seems reasonable that the resource perspective, pioneered by the U.S.-based work of Brady, 

Verba and Schlozman (Brady et al., 1995; Verba et al., 1995), should be especially relevant in 

developing countries, where citizens are likely to have a weaker resource base and where 

poorly developed infrastructure should lead to high participation costs. Also, understanding 

the patterns of political participation in Africa – where poverty is widespread and democratic 

institutions are still emerging – seems particularly important. For poverty reduction, it should 

be central that the democratic process represents the many and not the few. And, if political 

participation is required to legitimise democracy, then studying its determinants in the African 

context, where the democratic states are younger and more fragile, should be critical (Kuenzi 

and Lambright, 2007). 

To my knowledge, this is the first study that closely examines the role of individual 

resource differentials in explaining African political participation. As such, and using new and 

comprehensive data, it will add to our understanding of the prerequisites for broad-based 

citizen engagement in the emerging African democracies.  

 

2 Resources and participation 

 

The resource perspective, stressing the role of individual resources for meeting the costs of 

participating, was developed by Brady, Verba and Schlozman in the mid 1990s (Brady et al., 

1995; Verba et al., 1995). Earlier studies of political participation linked socio-economic 

status to participation –finding the better educated and those with higher incomes to be more 

likely to participate (Verba and Nie, 1972; Wolfinger and Rosenstone, 1980). However, in 

their influential work on American political participation, Brady, Verba and Schlozman 

developed this thinking, discussing the causal mechanisms that link socio-economic status to 

participation. Their findings highlight the differential resource requirements for different 

forms of participation, for instance indicating that in the U.S., resources in terms of time, 

money and civic skills matter less for voting than for other political acts.  

Being interested in the role of individual resources for meeting the costs of participating, 

we assume that individuals evaluate the costs and benefits of participating politically, and 
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decide to participate when the expected net benefit of doing so is positive. Interpreting the 

costs and benefits of participation in a broad sense, the benefits of political activity refer to 

the motivational forces behind the decision to take part, such as conflicting interests 

stimulating engagement (see the discussion in Solt, 2008), the perception of one’s 

participation being decisive, or a will to conform to participatory norms (see e.g. La Due Lake 

and Huckfeldt, 1998; and Knack and Kropf, 1998). And the costs of political participation 

refer to its demands in terms of e.g. time, money, knowledge and information. By taking 

account of how resource differences among people differentially constrain their ability to 

meet the costs of participating, one could potentially explain a stratified pattern of political 

activity (Verba et al., 1995). If participation is costly, the individual’s decision on whether or 

not to take part is, just as the decision to consume any good, constrained by a budget 

restriction determined by the individual’s resource base (Solt, 2008). By considering the 

effects of resources on political participation, one can assess the impact of relaxing the budget 

constraint relevant for participation.  

Against this background, the resource perspective seems particularly important when 

studying political participation in developing countries with young democratic systems. 

Compared to citizens in more established democracies, citizens in these countries may face 

higher participation costs as a result of poorly developed infrastructure (e.g. political 

infrastructure in terms of polling stations, community meeting halls etc.; physical 

infrastructure enabling citizens to reach the nearest political infrastructure; and infrastructure 

for information transmission), or they may have a less developed individual resource base. 

Both would result in the resource constraint relevant for political participation more often 

being binding, meaning that the impact of resources on participation should be especially 

important.  

As noted, the conventional finding – often based on studies from the U.S. – is that 

citizens with low incomes and little education participate less than their richer and more 

educated counterparts. Comparing across other Western democracies, however, the results are 

more mixed (Verba et al., 1978; Norris, 2002). Similarly, the sparse evidence available for 

developing countries offers no clear-cut picture. Bratton (1999), who study political 

participation in Zambia, Krishna (2002), who studies the determinants of political 

participation in rural India, Kuenzi and Lambright (2005), who investigate correlates of 

voting in a sample with respondents from ten African countries, and Bratton et al. (2010), 

who compare voting patterns in Africa, Asia and Latin America, find no effect of economic 

standing and mixed effects of education. Considering a sample of 15 African countries, 
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Bratton (2008), on the other hand, finds comparatively high participation rates among poorer 

citizens.  

The present study focuses on resources in terms of time, money, human capital and 

information, all of which appear important for political participation in a developing country 

context. Political participation will always involve investments of time. With little time at 

hand, you will be restricted in terms of political activity, and arguably particularly so in a 

developing country with poorly developed infrastructure. Compared to time, the connection 

between money and participatory acts might appear less direct. However, in a developing 

country with widespread poverty, lack of money may well restrict an individual from, say, 

travelling to the polling station or the community meeting hall or from being able to devote 

time to political participation.3  

Human capital, next, helps the individual understand the political process and build civic 

skills such as communication and organisational abilities, and hence facilitates political 

participation (Verba et al., 1995). In a developing country context, where illiteracy is 

sometimes widespread, this issue should be particularly pressing. Illiterate citizens have 

trouble making sense of information about the political process and are constrained in terms 

of communicating their views.  

Information, finally, is often put forth as an important cost of political participation (La 

Due Lake and Huckfeldt, 1998). How do you vote? For whom do you vote? In what other 

ways, and for what purpose, should you participate politically? Processing information of this 

type requires resources in terms of time and human capital. However, considering that we also 

need the information to be available, it appears suitable to consider information access as a 

resource in its own right. Again, this issue should be particularly pertinent in a developing 

country context where access to information sources like TV, newspapers and the Internet 

cannot be taken for granted. 

 

3 Data and empirical setup 

 

The aim of the present paper is to examine the role of the resource perspective in explaining 

African political participation. To this end, I employ new data from the Afrobarometer 

                                                           
3 Time and money are clearly closely related; with money you can hire someone to free up time, and using time 
for political participation has an opportunity cost in terms of foregone income. However, they are not the same. 
In contrast to money, there is a fixed upper-bound on time, meaning that money can be more unevenly 
distributed (Verba et al., 1995). Hence, being interested in resources potentially mattering for political 
participation, both money and time deserve attention. 
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for political participation has an opportunity cost in terms of foregone income. However, they are not the same. 
In contrast to money, there is a fixed upper-bound on time, meaning that money can be more unevenly 
distributed (Verba et al., 1995). Hence, being interested in resources potentially mattering for political 
participation, both money and time deserve attention. 
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survey. The Afrobarometer is a comprehensive multi-country survey project collecting data 

on political and economic attitudes and behaviour of African citizens. As such, it provides a 

unique opportunity to study mass political participation in a large African multi-country 

sample. The fourth and most recent wave of the survey, which is used here, was conducted in 

2008-2009 and covers over 27 000 respondents from 20 African countries – Benin, Botswana, 

Burkina Faso, Cape Verde, Ghana, Kenya, Lesotho, Liberia, Madagascar, Malawi, Mali, 

Mozambique, Namibia, Nigeria, Senegal, South Africa, Tanzania, Uganda, Zambia and 

Zimbabwe. The survey covers a representative sample of each country’s voting age 

population (with a standard sample size of 1200 observations per country, except in Nigeria, 

South Africa and Uganda where sample sizes are around twice this size) and asks a standard 

set of questions in all countries, thus allowing for cross-national comparisons.4 I estimate the 

following benchmark probit for the political participation irPP  of individual i in region r: 

 

[ ] ( )riiiirPPprob γδXβGαR +++Φ==1   

 

That is, the probability that individual i in region r participates is taken to depend on vectors 

of resources iR , socio-demographic group affiliations iG , and additional individual controls 

iX , allowing for region fixed effects rγ . ( )⋅Φ  denotes the standard normal cumulative 

distribution function.  

That the individual citizen is the unit of analysis does not mean that there is not important 

country variation in the level and determinants of political participation. Our 20 African 

sample countries have in common that they are relatively young democracies and that they are 

poor by international standards. As discussed above, these conditions are relevant when 

assessing the resource perspective, since they may imply that the resource constraints relevant 

for political participation more often are binding. At the same time, however, the countries 

considered are by no means homogenous. Unfortunately, there is a trade-off between scope 

and depth, and focusing on 20 countries I am unable to closely examine individual country 

experiences (for a brief overview of the post-independence democratic development of our 

sample countries, see Table A1; for in-depth accounts of the same see e.g. Bratton and Van de 

Walle, 1997; and Lindberg, 2006). However, considering that macro level determinants of 

participation – such as countries’ historical experiences, institutional arrangements and 

                                                           
4 Note, however, that the Afrobarometer is not meant to be generalised to all of Sub-Saharan Africa. The 
selection of countries is intentionally biased towards liberalising regimes, meaning that authoritarian regimes and 
countries in conflict are under-represented (Afrobarometer Network, 2007).  
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economic and political conditions – are likely to affect not only the average level of political 

participation but also the association between our focus micro level factors and participation, 

pooled sample estimations accounting for region fixed effects will be complemented by 

individual country estimations, allowing us to consider country variation in parameter 

estimates. 

 

3.1 Dependent variable 

 

The outcome variable of interest is political participation. As noted in Section 1, one can think 

of political participation as citizen acts to influence the selection of and/or the actions taken 

by political representatives. As such, it can take many forms. On top of voting, which is the 

most common, and in a sense, the most basic form of political participation, citizens can work 

in election campaigns, engage in the local community, contact political leaders, attend 

demonstrations etc. Important for our purposes, political acts like these can vary in what 

individual resources they require. Moreover, they presumably vary in what information they 

display, in the extent to which they are mainstream or unconventional, in whether they are 

undertaken alone or in groups, and in the extent to which they are unequally distributed across 

citizens (for further discussion see e.g. Verba et al., 1995; and Lijphart, 1997). 

Acknowledging that political participation is a multidimensional concept that encompasses a 

wide and heterogeneous set of activities, I cannot claim to capture it in full.  What I can do, 

however, is to make sure to consider both electoral and inter-electoral participation, i.e. voting 

as well as political activity taking place between elections.  Studying participation in the 

emerging African democracies, where important aspects of political activity take place 

informally (Bratton et al., 2005), this should be particularly important. 

Hence, I consider two alternative dependent variables: voting (electoral participation) and 

attending community meetings (inter-electoral participation). For voting, I create a dummy 

variable taking the value one if the respondent reports to have voted in the most recent [year 

200X] national election, and zero otherwise. Those who were too young to vote at the time of 

the election are excluded from the estimation. The data contains information on several forms 

of inter-electoral participation. However, considering how diverse these activities are – 

presumably varying on all dimensions described above – using a composite inter-electoral 

participation index would hide substantial heterogeneity. Instead, I choose to focus on the 

most common form of inter-electoral participation in the data, namely attending community 
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meetings.5 I create a dummy variable taking the value one if the respondent reports to have 

attended a community meeting during the past year, and zero otherwise (for variable 

descriptions and summary statistics see Tables A2-A3). In Section 4.2.3 I evaluate to what 

extent the results can be generalised to other forms of inter-electoral participation.  

 

Figure 1: Share of respondents reporting to have voted in the last national election  
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Figure 2: Share of respondents reporting to have attended a community meeting during the past year   

C
ap

e 
V

er
de

N
ig

er
ia

N
am

ib
ia

S
ou

th
 A

fr
ic

a

G
ha

na

Z
am

bi
a

M
oz

am
bi

qu
e

B
en

in

M
al

i

Z
im

ba
bw

e

S
en

eg
al

K
en

ya

B
ur

ki
na

 F
as

o

U
ga

nd
a

Li
be

ria

B
ot

sw
an

a

T
an

za
ni

a

M
al

aw
i

Le
so

th
o M

ad
ag

as
ca

r

0
.2

.4
.6

.8
1

                                                           
5 The other questions on inter-electoral participation focus on joining with others to raise an issue, taking part in 
demonstrations or protest marches, and contacting local government officials.  
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5 The other questions on inter-electoral participation focus on joining with others to raise an issue, taking part in 
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Looking at Figures 1-2, we can note that there is a great deal of country variation in political 

participation.6 The share of respondents who report to have voted in the last election ranges 

from 64 percent in Zambia to 92 percent in Benin, and the share of respondents who report to 

have attended a community meeting during the past year ranges from 32 percent in Cape 

Verde to 92 percent in Madagascar. In Botswana, Lesotho, Madagascar and Zimbabwe 

attending community meetings is actually more common than voting, highlighting the 

importance of not focusing solely on electoral participation when studying African political 

participation. In the remaining countries, however, voting is the more common political act. 

Generally speaking, being engaged in one of the activities means that you are more likely to 

also engage in the other. The correlation coefficients are modest, though; 0.14 in the full 

sample, a little bit higher (around 0.19-0.27) in Burkina Faso, Lesotho, Mali, Namibia, 

Uganda and Zimbabwe, but on the other hand smaller (0.02-0.06) and not statistically 

significant in Cape Verde, Liberia, Mozambique and Tanzania.7  

With respect to the high share of respondents reporting to vote, a few notes are in order. 

Importantly, our self-reported voting shares are not strictly comparable to official country 

turnout figures, which tend to be lower (see Table A4). First of all, the voting survey question 

simply asks the respondent whether he/she voted in the ’last [year 200X] national election’. 

Hence, in the many cases where parliamentary and presidential elections are held concurrently 

we do not know which of the two the respondent refers to. Moreover, even if the two 

elections were not held concurrently, it seems likely that respondents may have problems 

recalling which of the two took place most recently. And if the respondent only took part in 

one of the two elections, it seems likely that he/she would remember and report the one 

election he/she in fact took part in, meaning that self-reported voting shares would be inflated 

compared to the official turnout rates.8 Second, differences could arise due to sampling. 

Although the Afrobarometer is meant to be nationally representative with respect to each 

country’s voting age population, it is not unreasonable to assume that there might be some 

over-sampling of individuals, say those with a steady address, who are also more likely to 

                                                           
6 Observations are weighted using within country weights adjusting the sample to be nationally representative 
with respect to region, urban-rural distribution etc. 
7 Out of the observations that do not have missing values on either ‘voting’ or ‘meeting’, 54 percent engages in 
both activities, 23 percent only votes, 13 percent only attends community meetings, and 11 percent takes part in 
neither of the activities. 
8 The fact that our voting measure excludes those who claim not to remember whether they voted could also 
inflate the self-reported voting shares. Arguably, it is convenient to opt for this response if, in fact, you did not 
vote. However, considering that very few respondents (around 0.5%) actually chose the ‘don’t know’ response 
category, the possible consequences for self-reported voting shares should be minor. I investigate this further in 
Section 4.2.3.  
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vote. Still, considering that casting a ballot is often viewed as a civic duty, to some extent the 

discrepancy between self-reported voting shares and official turnout rates is most likely due to 

survey respondents over-reporting voting. The official and self-reported turnout figures are 

significantly correlated however (see Table A4), and provided that the degree of over-

reporting does not vary systematically with individual resources, it should not bias our 

estimates. Nevertheless, in Section 4.2.3 I evaluate the sensitivity of results to respondents 

over-reporting voting.  

 

3.2 Explanatory variables 

 

The explanatory variables considered can be divided into resource indicators, regional 

controls, socio-demographic group affiliations and additional individual controls. The 

resource indicators capture individual resource endowments in terms of human capital, 

money, information and time. To measure human capital I use dummies indicating whether 

the respondent’s highest level of education is at primary, secondary or post-secondary level 

(using respondents with no schooling as the reference category). To capture economic 

standing (there is no income variable in the data), I follow Bratton et al. (2005) and create a 

'lived poverty index' based on the responses to the question, 'Over the past year, how often, if 

ever, have you or anyone in your family gone without: (a) enough food to eat, (b) enough 

clean water for home use, (c) medicines or medical treatment, (d) enough fuel to cook your 

food?’, with response categories ranging from 0 for ’never’ to 4 for ’always’ for each item 

(for further discussion of this measure see Bratton, 2008). Similarly, to proxy for resources in 

terms of information, I create an index based on responses to the question, ‘How often do you 

get news from the following sources: a) radio, b) television, and c) newspapers?’, with 

response categories ranging from 0 for ’never’ to 4 for ‘every day’. To proxy for time 

availability, finally, I include a dummy variable indicating whether the respondent has full-

time employment. While individuals in full-time employment tend to be more resource rich in 

terms of money and human capital, they arguably have less time on their hands. In Section 

4.2.2 I evaluate the sensitivity of results to using alternative resource variables. 

To what extent can the resource estimates be interpreted causally? Being concerned with 

the role of resources for meeting the costs of participating politically implies that we are 

interested in evaluating causal effects. Here, a few notes are in order. Whereas reverse 

causality from participation to our resource variables should not be a major concern – 

childhood education precedes political involvement, and it seems a fair assumption that for 
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the absolute majority of adults, work- and family-related decisions are prior to political 

participation9 – we need to consider omitted variable bias. And while the comprehensive data 

material at hand has obvious advantages in terms of external validity – it covers real life 

political decisions of over 27000 respondents across 20 African countries – it offers no source 

of exogenous variation in resource endowments that could help us ensure internal validity. 

Hence, to evaluate the effects of our resource variables on participation we need to consider 

our theoretical priors and carefully control for confounding factors. The theoretical 

predictions are clear. Thinking of resources as means to meet the costs of participation, more 

is better – having more of the relevant resources should ease the resource constraint on 

participating, and thus enable more participation. To be able to evaluate the role of resources 

for meeting the costs of participating, however, requires holding the costs and benefits of 

participating constant.  

First of all, we need to control for contextual variation in the costs and benefits of 

political participation. Comparing across countries, participation costs and benefits are likely 

to vary with factors like democratic tradition, economic conditions, and political institutions 

(see e.g. Jackman, 1987; Lijphart 1997; Posner and Simon, 2002; Kostadinova, 2003; Fornos 

et al., 2004; and Lindberg, 2006b). However, even if the interest is in within country variation 

in participation, as in the present paper, assuming homogenous participation costs and 

benefits appears inappropriate. For instance, participation costs and benefits could presumably 

vary across regions within countries depending on access to political and physical 

infrastructure, e.g. distance to the nearest polling station and the quality of the road to get 

there, the salience of local policy concerns and community variation in participatory norms 

(see e.g. La Due Lake and Huckfeldt, 1998; Knack and Kropf, 1998; Krishna, 2002; Norris, 

2002). If the concerned resource endowments also vary systematically across regions, this 

could bias our estimates. 246 sub-national region dummies10 included in all estimations 

should help pick up the influence of contextual factors affecting the costs and benefits of 

political participation. 

Second, we need to control for individual level factors that could affect the costs and 

benefits of participation, and potentially contaminate the resource estimates. I divide these 

                                                           
9
 Although we cannot rule out that someone can choose, say, a line of work as a result of political engagement 

(Verba et al. (1995) this ought to be quite rare. Moreover, whereas you might seek information more often before 
an election if you plan to vote, the information variable focuses on information exposure on a more regular basis. 
10 The region dummies refer to the first-order administrative division in a country, in the survey manual denoted 
‘region/province’ (Afrobarometer Network, 2007). Since the number and size of regional units vary across 
countries they are not strictly comparable. Nevertheless, they help us control for sub-national variation in factors 
affecting the costs and benefits of participation.  
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9
 Although we cannot rule out that someone can choose, say, a line of work as a result of political engagement 

(Verba et al. (1995) this ought to be quite rare. Moreover, whereas you might seek information more often before 
an election if you plan to vote, the information variable focuses on information exposure on a more regular basis. 
10 The region dummies refer to the first-order administrative division in a country, in the survey manual denoted 
‘region/province’ (Afrobarometer Network, 2007). Since the number and size of regional units vary across 
countries they are not strictly comparable. Nevertheless, they help us control for sub-national variation in factors 
affecting the costs and benefits of participation.  
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factors into socio-demographic group affiliations and additional individual controls. To begin 

with, we know that political participation tends to vary across socio-demographic groups. In 

particular, earlier studies based on smaller African samples suggest a gender-gap in 

participation (Bratton, 1999; Bratton and Logan, 2006; Bratton et al., 2010), greater turnout 

among older citizens (Bratton et al., 2005, 2010; Kuenzi and Lambright, 2005) and among 

citizens living in rural areas (Bratton, 1999; Kuenzi and Lambright, 2005; Bratton et al., 

2010). While it seems plausible that individual resources, such as skills and time, are 

differentially available to these socio-demographic groups, we cannot assume that they are the 

only factors generating the observed socio-demographic variation in participation. If there are 

indeed other factors at play (say, differences in participatory norms), not accounting for the 

socio-demographic group affiliations will bias the resource estimates. Hence, I control for 

gender, urban/rural residence and age. Dummy variables are used to indicate whether the 

respondent is female and whether he/she lives in a rural area. Age is simply measured as age 

in years (plus its square term).  

The additional individual controls refer to individual attributes that are arguably closely 

related to both political participation and resource endowments. In particular, it seems 

reasonable to suppose that people with different resource endowments also vary in terms of 

civic engagement, needs, networks, and policy preferences – factors that may also affect 

participation. 

With respect to civic engagement, the information variable will presumably not only 

capture information availability; it is also likely to pick up a tendency to seek out information, 

meaning that both participation and information exposure could be influenced by omitted 

variables related to civic engagement. To control for civic-mindedness, I include a control for 

political interest. With respect to need, the poor may be more susceptible to clientelist appeals 

of political representatives, which in turn may stimulate participation (for studies on 

clientelism in African politics, see e.g. Wantchekon, 2003; Lindberg and Morrison, 2008; and 

Vicente, 2008). To proxy for the influence of clientelism, I include a variable on the 

respondent’s attitudes towards clientelist activity (assuming that people who are more 

favourable to clientelism also are more likely to accept/seek clientelist offers). Regarding 

network effects, a person’s education and employment status will influence what people 

he/she comes in contact with, and certain socio-economic groups may be more inclined to 

discuss politics and may hold stronger norms of democratic participation. Consider the case of 

education. It should help the individual develop the human capital needed to meet the costs of 

participation and to build politically relevant social capital (La Due Lake and Huckfeldt, 
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1998). Being interested in isolating the effect of the former, one would have to control for the 

latter. To proxy for networks, or politically relevant social capital, I include a variable 

indicating whether the respondent discusses politics with friends. With respect to policy 

preferences, it is not unreasonable to assume that resource endowments affect what policy 

issues lie close at heart, and that policy preferences could motivate political participation. In 

particular, your economic standing will not only determine whether you can, say, afford to 

take the bus to the polling station, it will also help define your pecuniary interest in 

distributional conflict – potentially an important motivation behind participation (see the 

discussion in Solt, 2008). To control for distributional policy preferences, I use a question 

asking the respondent to rate how the government deals with narrowing the gap between rich 

and poor.  

Importantly, the additional individual controls are not interpreted causally,11 but are 

included in separate estimations as proxies for omitted factors that could otherwise bias our 

resource estimates.  

 

4 Results 

 

This section evaluates the role of individual resource endowments in explaining African 

political participation. After considering the results of the benchmark estimations we move on 

to assess to what extent the findings are sensitive to alternative samples and specifications.  

 

4.1 Resources and participation – main findings 

 

Regressing our political participation measures – voting and meeting – on the resource 

variables and regional controls (Table 1, Regressions 1 and 4), the results are unexpected. 

Whereas poverty is significantly related to political participation, the association is in the 

unexpected direction if viewing money as a resource constraining participation – the poorer 

you are, the more likely you are to participate. On average, a one standard deviation higher 

poverty index score implies an approximately 1 percentage point higher probability to vote, 

and a 2 percentage point higher probability to attend community meetings. Similarly, the 

                                                           
11 Not only are these factors likely to affect participation, it is also reasonable to assume that participating 
politically stimulates political interest, helps build politically relevant social capital, makes a person more 
exposed to clientelist appeals, as well as possibly contributes to stronger views on certain policy issues. Also, 
political interest and to some extent politically relevant social capital are very proximate to our outcome measure 
political participation, and thus presumably driven by a similar set of explanatory factors. 
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indicator included to capture restricted time availability – if the respondent is employed full 

time – is positively related to both voting and attending community meetings. Compared to 

people who are not in full-time employment – and conditional on education, information and 

economic standing – citizens working full-time are around 4 percentage points more likely to 

vote and 5 percentage points more likely to attend community meetings. Viewing time as a 

resource relevant for political participation, and believing that people in full-time employment 

are comparatively restricted in terms of the time they have to spend on political activity, this 

is surprising. Likewise, education is not significantly related to attending community 

meetings, and actually negatively related to voting; compared to people with no schooling, a 

person with secondary or post-secondary education is 6-7 percentage points less likely to 

vote. Believing that human capital is required for citizens to understand the election process –

who the candidates are, what they stand for etc. – and that it facilitates active participation in 

community meetings, this is surprising.  

 

Table 1: Political participation in Africa: The role of resources (probit marginal effects)   
Dependent variable is: (1) Voting (2) Voting (3) Voting (4) Meeting (5) Meeting (6) Meeting  
Resources 
Poverty 0.009** 0.004 0.004 0.024*** 0.017*** 0.017*** 
 (0.004) (0.004) (0.004) (0.005) (0.005) (0.005) 
Full-time 0.036*** 0.014 0.013 0.049*** 0.006 0.004 
 (0.008) (0.009) (0.008) (0.011) (0.012) (0.012) 
Education_Primary -0.014 0.013 0.007 0.007 0.030*** 0.021* 
 (0.012) (0.012) (0.012) (0.011) (0.012) (0.012) 
Education_Secondary -0.059*** 0.012 0.001 -0.026 0.050*** 0.036** 
 (0.016) (0.014) (0.014) (0.016) (0.016) (0.016) 
Education_Post-sec. -0.070*** -0.001 -0.021 0.014 0.068*** 0.043** 
 (0.020) (0.017) (0.017) (0.019) (0.018) (0.018) 
Information 0.012*** 0.016*** 0.008* 0.026*** 0.033*** 0.020*** 
 (0.005) (0.005) (0.005) (0.007) (0.007) (0.007) 
Socio-demographic groups 
Rural  0.045*** 0.042***  0.108*** 0.104*** 
  (0.010) (0.010)  (0.011) (0.010) 
Female  -0.022*** -0.013*  -0.075*** -0.060*** 
  (0.007) (0.007)  (0.008) (0.008) 
Age  0.020*** 0.019***  0.021*** 0.021*** 
  (0.001) (0.001)  (0.001) (0.001) 
Age squared  -0.0002*** -0.0002***  -0.0002*** -0.0002*** 
  (0.0000) (0.0000)  (0.0000) (0.0000) 
Add. individual controls no no yes no no yes 
Region dummies yes yes yes yes yes yes  
Observations 23070 23070 23070 25893 25893 25893  
Notes: Standard errors (clustered by the 246 regions) in parentheses; *significant at 10%, **significant at 5%, 
***significant at 1%. Observations are weighted using combined within×across country weights. The within 
country weights adjust the samples to be nationally representative with respect to gender, region, urban-rural 
distribution etc. The across country weights adjust all country samples to the same size (N=1200). For a 
description of the additional individual controls see Table A2.  
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Only information is significantly related to participation in the expected direction. On 

average, a one standard deviation higher score in the information index implies a roughly 1 

percentage point higher probability to vote and a 3 percentage point higher probability to 

attend community meetings. Hence, at this stage, only information comes across as a resource 

potentially relevant for meeting the costs of political participation 

These results should not necessarily be taken at face value, however; to evaluate the 

explanatory power of resources as a means of meeting the costs of participating we need to 

control for systematic variation in the costs and benefits of participating. As discussed in 

Section 3.2, the sub-national region dummies included in all estimations should help control 

for contextual factors that could create regional variation in the costs and benefits of political 

participation. However, there is still the possibility that our resource variables pick up omitted 

individual level factors affecting the decision to participate politically. 

 

Table 2: Group means in terms of political participation and resource endowments 

Rural Urban Male Female Age<30 Age 30-49 Age >49 Full sample 

Voting 0.792 0.736 0.792 0.752 0.656 0.816 0.852 0.772 
Meeting 0.721 0.547 0.703 0.610 0.556 0.709 0.751 0.657 

Education* 0.345 0.643 0.502 0.407 0.599 0.423 0.225 0.454 
Information -0.346 0.535 0.107 -0.154 0.082 -0.024 -0.239 -0.023 

Poverty 0.082 -0.153 -0.020 0.012 -0.101 0.033 0.115 -0.004 
Full-time 0.141 0.234 0.214 0.135 0.136 0.229 0.138 0.175 
Notes: Observations are weighted using combined within×across weights (see the description in Table 1). 
*Refers to having some secondary school or more education. The group difference in means are statistically 
significant at the 1% level, except for male vs. female poverty where the difference is significant at the 5% level 
(for the age categories, the significance test is based on an F-test of all parameters being equal to zero). 

 

We know that political participation tends to vary across socio-demographic groups. A quick 

look at the group means in Table 2 reveals that in line with previous studies based on smaller 

African samples, in our 20 sample countries women tend to be less politically active than 

men, rural citizens participate to a greater extent than their urban counterparts, and older 

people participate more than younger individuals. Moreover, the groups vary in terms of 

resource endowments; with the exception of our proxy for time availability, women, older 

citizens and people living in rural areas tend to be more resource poor than their respective 

comparison groups. Given our priors that the concerned resources are relevant for meeting the 

costs of participating politically, one would thus expect that these groups participate 

comparatively little. For women this is true. For older people and citizens living in rural areas, 

on the other hand, we see the opposite – i.e. relatively high participation rates. Hence, while 

accounting for resource differentials could presumably help explain the lower participation 
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among women compared to men, the key to explaining the relatively high participation rates 

among older people and citizens living in rural areas seemingly lies outside the resource 

perspective. Introducing the socio-demographic group affiliation variables into the regressions 

(Table 1, Regressions 2 and 5), the participatory inequalities remain.12 Apparently, factors 

other than resource differentials contribute to the observed socio-demographic variation in 

participation. 

Returning to the resource estimates, looking at Regressions 2 and 5 it appears that some 

of the unexpected results from the previous estimations were driven by relatively high 

participation rates among comparatively resource poor socio-demographic groups (older 

citizens and citizens living in rural areas). Education, poverty and working full-time are no 

longer significantly related – in the unexpected direction – to voting. Similarly, working full-

time is no longer significantly related – again in the unexpected direction – to attending 

community meetings. On the other hand, we can still observe the expected positive 

association between information exposure and political participation, and in addition we now 

actually see the expected positive association between education and community meeting 

attendance. Compared to people with no schooling, a person with primary school education is 

3 percentage points more likely to attend community meetings. For individuals with 

secondary or post-secondary education the difference is about twice that (the difference in 

magnitude being statistically significant). Yet again, the unexpected result that community 

meeting attendance is higher among the poor remains. And in the cases where the statistically 

significant relationships in the unexpected direction are no longer present, there are still no 

signs of the expected associations that would suggest that the concerned resources were 

relevant for meeting the costs of participation.  

To sum up the results so far, it seems the resource perspective does a surprisingly poor 

job at explaining African political participation. If a resource is relevant for meeting the costs 

of participation, more of that resource should mean more participation. If anything, however, 

the estimations suggest that having little time (i.e. working full-time) and little money (i.e. 

being poorer) is associated with more participation. Hence, rather than constraining 

participation, it seems working full-time and being poor is related to motivational factors that 

stimulate participation. Education and information, on the other hand, come out as potentially 

relevant for meeting the costs of participation. However, education seems to matter only for 

                                                           
12 In an alternative setup (not presented) I start by including the socio-demographic group affiliation variables 
alone, and introduce the resource variables in a second set of estimations. Controlling for the individual resource 
base the observed gender gap shrinks somewhat, the age effects remain stable, and the unexplained rural-urban 
participation divide becomes even wider.  
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taking part in community meetings, and whereas information appears to matter for both 

voting and attending community meetings it has relatively modest effects.  

Are the resource estimates driven by omitted factors related to the individual resource 

base, as opposed to what we are trying to measure, i.e. the importance of the respective 

resources for meeting the costs of participating? When (in line with the discussion in Section 

3.2) including controls for politically relevant social capital, political interest, clientelism and 

distributional policy preferences13 (Regressions 3 and 6), the resource estimates remain 

qualitatively the same. Time and money still do not come out as a factors constraining 

political participation; poverty is still uncorrelated with voting and positively related to 

attending community meetings, and there are still no signs of a negative association between 

political participation and being full-time employed. Hence, the unexpected positive relation 

between poverty and community meeting attendance remains stable in the face of controls for 

distributional policy preferences and attitudes towards clientelism. And similarly, controlling 

for people in full-time employment having access to more politically relevant social capital or 

being more civic-minded – factors which could counteract the supposed negative effect of 

having little time – working full-time still does not stand out as a factor constraining political 

participation. The positive effects of education (on attending community meetings) and 

information (on both voting and attending community meetings) remain, but drop in size and 

become somewhat weaker in terms of statistical significance. Hence, accounting for higher 

levels of politically relevant social capital among the well-educated and a tendency of civic 

minded individuals to seek information, resources in terms of human capital and information 

still seem to bear some relevance for meeting the costs of participation.  

The fact that the results remain qualitatively the same in the face of controls so closely 

related to political participation (e.g. political interest), seems to indicate that they are quite 

stable. Still, however, our explanatory framework suggests that if a resource is relevant for 

meeting the costs of participation, more of that resource should mean more participation. 

Finding the opposite – as in the case of the observed greater community meeting attendance 

among the poor – indicates that some other factor, not considered here, is at play. What we 

can say, is that when controlling for potentially confounding factors, the results still suggest 

that the concerned resources are not important enough to dominate these unknown factors.  

 

                                                           
13 Due to the endogeneity concerns discussed in Section 3.2, I view these indicators merely as proxies for 
omitted variables and do not interpret their estimates.  
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4.2 Further testing 

 

The results so far indicate that the resource perspective has weak explanatory power in our 

African sample. This section explores the robustness of our findings. 

 

4.2.1 Individual country estimations  

 

First of all, and as discussed in Section 3, macro level determinants of participation – such as 

countries’ historical experiences, institutional arrangements and economic conditions – are 

likely to affect not only the average level of political participation in a country, but also the 

association between our focus micro level factors and participation. To evaluate the extent of 

country variation in the resource estimates, I run separate regressions (equivalent to 

Regressions 2 and 5 in Table 1) for the 20 country sub-samples (see Table 3).  

The pooled sample estimations offer no support for the view that time and money are 

resources relevant for meeting the costs of participating. If anything, they suggest that the 

poor and those with little time on their hands are more likely to participate politically. This is 

mirrored in the individual country sub-samples. Poverty is significantly related to voting in 

only 5 countries (see Table 3, Panel A), and the association tends to be weakly statistically 

significant and of varying sign. In line with the pooled sample estimate, community meeting 

attendance is more common among the poor in 7 countries (see Table 3, Panel B). Only in 

one country (Lesotho) are there signs of the expected negative association (weakly 

statistically significant) between poverty and community meeting attendance. Similarly, in the 

relatively few countries where we observe a statistically significant association between 

political participation and working full-time (5 for voting and 7 for attending community 

meetings) it is most often positive. For voting, the expected negative association can be 

observed in only 1 country (Zambia), and for attending community meetings in 2 (Cape 

Verde and Lesotho).  

Turning to education and information, the pooled sample estimations suggest that they 

have some relevance for meeting the costs of participation. Looking at the individual country 

estimations, the pooled sample pattern – suggesting that community meeting attendance 

increases with education – can be observed in 9 countries. The suggested effects are sizeable; 

in Cape Verde, Kenya and Zimbabwe people with secondary school education are over 20 

percentage points more likely to attend community meetings than those with no education.
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At the same time, however, in 10 countries none of the education variables have statistically 

significant effects, and in Ghana, there is actually a weakly statistically significant negative 

association between secondary education and participating in community meetings. With 

respect to voting, the pooled sample results suggest that people with no schooling vote to the 

same extent as people with primary, secondary or post-secondary education. Looking at the 

individual country estimations, education is positively related to voting in 6 countries – 

however, only in Namibia does more than one of the educational dummies come out positive 

and significant, in 11 countries there is no statistically significant association, and in Ghana, 

Malawi and Burkina Faso there are actually signs of a negative relation between education 

and voting. Turning to information, finally, the pooled sample pattern – suggesting a positive 

association between information exposure and political participation – can be observed in 6 

countries for voting and 11 countries for attending community meetings. Again, however, a 

considerable number of countries – particularly in the case of voting – do not display a 

statistically significant relation between political participation and the resource variable, and 

in Botswana information exposure is actually negatively related to voting.  

From looking at the individual country estimations, we can conclude that there is still 

next to none support for the view that time and money are resources relevant for meeting the 

costs of participating, and that the association between education and information on the one 

hand and political participation on the other is far from uniform across countries.  

 

4.2.2 Alternative resource measures 

 

Are the results contingent on the choice of resource indicators? The finding that the poor are, 

if anything, more likely to participate was stable to the inclusion of regional and individual 

level controls, but what if we use an alternative variable to capture economic standing? The 

poverty index used in the benchmark setup has the advantage that it contains a lot of 

information. On the other hand, it is not the most clear-cut measure in terms of interpretation, 

and using it imposes linearity on the association between economic standing and 

participation. This association is not necessarily uniform over the income distribution; 

comparing the political participation of the poor and the non-poor might not generate the 

same conclusions as a comparison of the non-poor and the affluent.  

To approach this issue, in an alternative set of estimations (Table A5, Regressions 1 and 

5) I use dummy variables distinguishing between the non-poor (45 percent of the 
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respondents), the somewhat poor (38 percent), and the very poor (17 percent).14 The basic 

conclusion – that the poor, if anything, participate more than the better off – remains the 

same. In fact, according to these estimations, the poor are more likely both to vote and to 

attend community meetings. For both activities, the statistically significant difference lies 

between the non-poor and the poor (i.e. there is no statistically significant difference between 

the somewhat poor and the very poor), with the poor being around 2-3 percentage points more 

likely to participate.  

Still, as much as 45 percent of the respondents fall in the non-poor category, and there 

might be considerable variation within the groups. As noted, there is no income variable in 

the data. However, there is a question asking the respondent to describe their own present 

living conditions. Admittedly, this question need not necessarily be interpreted in monetary 

terms. However, considering that it follows right after a question asking what the respondent 

thinks of the economic conditions in the country, it seems likely that it is. Creating five 

dummy variables, corresponding to the response categories ’very bad’ (20 percent of the 

respondents), ’fairly bad’ (29 percent), ’neither good nor bad’ (23 percent), ’fairly good’ (24 

percent) and ’very good’ (4 percent), we get a measure that is more detailed than the above 

poverty dummies, while still allowing for non-linearities in the association between economic 

standing and participation. According to a set of estimations utilising these variables (Table 

A5, Regressions 2 and 6), there is no statistically significant difference between the five 

groups in terms of voting. For community meeting attendance, the only (weakly) statistically 

significant difference lies between those who rate their living conditions as ‘fairly bad’ and 

those who answer ‘neither good nor bad’, with the former being 2 percentage points more 

likely to participate. Hence, although there are now less signs of the unexpected higher 

participation among the poor, the results still follow the pattern that, if anything, the poor tend 

to participate more.  

Information, next, was the only of our resource variables that seemed to matter for both 

voting and attending community meetings. The information proxy used in the benchmark 

setup – an index covering the extent to which the respondent gets news from a variety of 

sources – has the advantage that it contains a lot of information. Again, however, it is not the 

most clear-cut measure in terms of interpretation, and using it imposes linearity on the 

association between information and political participation. If instead of using the information 

                                                           
14 Based on the question ’Over the past year, how often, if ever, have you or anyone in your family gone without 
enough food to eat?’. I classify the respondent as non-poor if the answer is ’never’, as somewhat poor if the 
answer is 'once or twice' or 'several times’, and as very poor if the answer is 'many times' or 'always'.  
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index we focus on the most common information source – radio – we get similar results, with 

more straightforward interpretations (Table A5, Regressions 3 and 7). Those who report to 

own a radio are 4 percentage points more likely to vote and 6 percentage points more likely to 

attend community meetings. Controlling for political interest and politically relevant social 

capital (not presented) does not change this pattern. Similarly, if instead of the information 

index we use dummy variables indicating how often the respondent gets news from a radio - 

seldom, medium of often15 - (Table A5, Regressions 4 and 8) thereby allowing for non-

linearities in the association between information and participation, the basic conclusion 

remains the same. However, whereas in the voting estimation those who often get radio news 

stand out by participating more than others (the difference being around 3 percentage points), 

in the community meeting estimation it is instead those who seldom get news from the radio 

who stand out by participating less (9 percentage points less than those who report to often get 

radio news). Again, controlling for political interest and politically relevant social capital does 

not change this pattern.  

Our time indicator, finally, did not stand out as relevant for participation. Focusing on 

whether a person has full-time paid employment the variable is meant to capture time 

availability. On the other hand, it does not capture self-employment (e.g. on the household 

farm) or work within the household. Arguably, these activities – although time consuming – 

involve a greater flexibility of time use, allowing for a break to go to the polls or to visit the 

community meeting hall. The ideal, however, would be to have a measure of reported time 

use on different activities, including wage work, as well as self-employment and household 

work. Round 2 of the Afrobarometer – although lacking a number of our other focus 

indicators, most notably the question on voting – actually has this information. Using this 

data, it turns out that reporting to spend a lot of time working – within as well as outside the 

household – is positively correlated with attending community meetings (the results are 

available upon request). That is, busier people participate more, meaning that again, time does 

not stand out as a major constraint on participation.   

 

                                                           
15 'Seldom' refers to 'never' or 'less than once a month' (16 percent of the respondents), 'medium' to 'a few times a 
month' (7 percent of the respondents), and 'often' to 'a few times a week' or 'every day' (77 percent of the 
respondents). 
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4.2.3 The dependent variables 

 

Turning to our dependent variables, the comparatively great number of missing observations 

on the voting indicator (see Table A3) is due to excluding (the 2,916) respondents who were 

not of voting age at the time of the last national election. Could the difference in effective 

sample be what generates variation in resource estimates between the voting and community 

meeting estimations? As it appears, no; restricting the sample to observations that have no 

missing values on either indicator (Table A6, Regressions 1-2) the results remain the same. 

Another potential concern with the voting indicator, although applying to a small number 

of observations (less than 0.5% of the effective sample), could be that it excludes those who 

claim not to remember whether they voted. Presumably, this response could serve as an 

escape from having to admit that you did not vote, meaning that non-voters would be over-

represented among the excluded observations. In an alternative voting regression (Table A6, 

Regression 3) I therefore use a voting indicator which assumes that these respondents in fact 

did not vote (i.e. instead of being coded as missing values, they are given zeros on the voting 

dummy). The results remain unchanged.  

To further evaluate the sensitivity of the results to respondents over-reporting voting, in 

an alternative estimation (Table A6, Regression 4) I restrict the sample to include only 

respondents from the five countries with the smallest discrepancy between self-reported 

voting share and official turnout (Cape Verde, Ghana, Liberia, Namibia and Zambia).16 

Reassuringly, the results stand. Similarly, if restricting the sample to only include 

observations where the interviewer judges the respondent as honest17 (Table A6, Regression 

5) does not change the basic results.  

Another concern would be if people’s voting behaviour (or tendency to over-report 

voting) is affected by restricted civil liberties or democratic practices in their country of 

residence. Reasonably, an individual could have plenty of resources in terms of time, money, 

information and human capital, but still abstain from voting due to voter intimidation or as a 

result of perceiving the election as unfair (see e.g. Lindberg, 2004; and Collier and Vicente, 

2009). To check if this is why we find that the resource perspective has relatively weak 

                                                           
16 In cases where presidential and parliamentary elections are held concurrently and their official turnout rates 
differ, the higher official turnout rate of the two is used in the calculation (considering that it seems more likely 
that the survey respondent refers to the more popular and widely known of the two elections). 
17 Based on the question: ‘What was the respondent’s attitude towards you during the interview? Was he/she: 
honest, in between, or misleading?’ with 79 percent of the respondents being judged as ‘honest’, 19 as ‘in 
between’ and 2 as ‘misleading’. Being a subjective judgement on part of the interviewer we cannot assume that 
this assessment is true and fair. Nevertheless, the question is useful as a rough check of data reliability.  
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explanatory power, in two alternative voting regressions (Table A6, Regressions 6-7) I restrict 

the sample to include only countries judged as ‘free’ by Freedom House, and countries with 

Polity IV democracy scores higher than five (see Table A1). The basic results stand.18  

Our second dependent variable – community meeting attendance – is meant to shed light 

on political participation taking place between elections. Looking at our data, attending 

community meetings constitutes an important form of inter-electoral participation. What 

could be a potential concern, however, is that we have no information on the issues addressed 

in the meetings referred to or on the extent to which our respondents take active part in the 

discussions. With respect to the former, considering that the survey question on community 

meeting attendance is part of a block of queries asking about ‘actions that people take as 

citizens’ it seems likely that attending community meetings is interpreted as a form of civic 

engagement, rather than as taking part in, say, a social gathering. Nevertheless, it is not 

evident that the meetings referred to always deal with issues of a clearly political nature. With 

regard to the latter, simply showing up at a meeting to some extent involves a decision to take 

part. Still, though, we cannot be sure whether respondents who report to have attended 

community meetings took active part in the same or attended passively (see the discussion in 

Bratton, 2008). If attending community meetings is a passive form of political participation, 

maybe this is why we find the individual resource endowments to be of limited relevance?   

To check if the findings are relevant for different forms of inter-electoral political 

participation, and not just for attending community meetings, I construct a composite variable 

based on the first principal component of four binary indicators revealing if during the past 

year the respondent has 1) attended a community meeting, 2) joined others to raise an issue, 

3) taken part in a demonstration or protest march, and 4) contacted a local government 

representative. Using this indicator as dependent variable in an OLS estimation (Table A6, 

Regression 8) the results remain qualitatively the same. As it seems, the findings obtained 

when focusing on community meeting attendance could be relevant for other forms of inter-

electoral participation as well. 

 

5 Conclusions 

 

Motivated by the importance of broad-based citizen engagement for equitable democratic 

development and by the sparse existing evidence on patterns of political participation in the 

                                                           
18 In regression 7, working full-time is again positively related to voting.  
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emerging African democracies, this study explored the role of individual resources in 

explaining African political participation. If citizens in developing countries with young 

democratic systems face comparatively high participation costs and have a less developed 

individual resource base compared to citizens in more established democracies, this should 

mean that the resource constraints relevant for political participation more often are binding. 

Against this background, our starting point was that the influential resource perspective, 

which stresses that political participation is costly and requires inputs in terms of individual 

resources, should be particularly relevant in the African setting. The empirical findings 

indicate otherwise, however. 

Empirical analysis of a unique data material, covering political and economic attitudes 

and behaviour of over 27 000 respondents across 20 African countries, suggest surprisingly 

weak explanatory power of the resource perspective. The estimations offer no support for the 

view that time and money are resources relevant for meeting the costs of participating. If 

anything, they suggest that poorer citizens and people with little time on their hands are more 

likely to participate. And while education and information seem to bear some relevance for 

meeting the costs of participation, education matters only for attending community meetings, 

the information effects are relatively modest, and the individual country estimations reveal 

considerable country heterogeneity in their estimates.  

The main results are robust over a wide range of alternative specifications. They remain 

intact to regional controls included to account for contextual variation in the costs and 

benefits of political participation, and to individual controls included as proxies for omitted 

variables related to the person’s resource base as well as to the decision to take part. 

Moreover, they withstand the use of alternative resource indicators, using an alternative 

measure for inter-electoral participation, and restricting the sample to only include 

respondents from countries with a small discrepancy between self-reported and official 

turnout, to respondents judged as honest, and to respondents from countries with relatively 

well-functioning democracies. Breaking down the pooled sample into the individual country 

sub-samples adds to the picture that the resource perspective has weak explanatory power in 

the emerging African democracies. The expected associations between political participation 

on the one hand and education and information on the other are far from uniform across 

countries, and while the money and time estimates also display significant country 

heterogeneity, there is still next to none support for these resources being relevant for meeting 

the costs of participating.  
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the costs of participating.  



26 

 

So what can we take from this? Is the surprisingly weak explanatory power of the 

resource perspective good news? In part, clearly yes; the result that poorer and less educated 

individuals vote no less than richer and more educated people suggests broad-based political 

participation, which should be a prerequisite for a well-functioning democracy. Finding the 

opposite – i.e. strong participatory inequalities originating in unequal resource endowments – 

would have suggested a scenario where higher participation among the resource rich might 

reinforce existing economic inequalities.  

At the same time, however, finding higher (as opposed to equal) participation rates 

among the poor is arguably not desirable. Participatory inequalities – in any shape or form – 

should be problematic since they imply that those who participate politically are not 

representative of the public. Also, if the relatively resource poor participate to a greater extent 

than the comparatively resource rich, this naturally raises the question why. Focusing on the 

relevance of resources for meeting the costs of participating, the present paper explores 

factors enabling participation rather than the motivations behind the choice to participate. 

Finding comparatively high participation rates among the relatively resource poor – who 

should supposedly be particularly constrained in their decision of whether to take part – 

indicates that some other factor, not considered here, is at play. If high participation among 

resource poor citizens is a sign of the often suggested importance of personalised 

relationships and clientelist appeals in African politics, this would not come across as good 

news. Neither would a situation where the poor participate politically simply because their 

opportunity cost of doing so is very low, nor a scenario where the resource rich do not 

participate to the same extent because they are able to influence outcomes via alternative – 

corrupt – means. To be able to evaluate and tackle systematic participatory inequalities, such 

as those we observed across socio-demographic groups, we need to understand the basis of 

existing disparities. While the provision of information and education might stimulate 

political engagement, and presumably help citizens make more informed choices, the results 

of the present paper seems to suggest that the key to understanding variation in African 

political participation lies outside the resource perspective. We need further knowledge about 

the nature of, and the motivations behind, political participation in Africa.  
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Table A2: Variable descriptions    
Dependent variables 
Voting: Dummy variable equal to one if the respondent reports to have voted in the ‘most recent [20XX] 

national elections’; zero otherwise. ‘Don’t know’/’Can’t remember’ responses, as well as those who were 
too young to vote at the time of the election (including those turning 18 during the year of the election), 
are coded as missing values. 

Meeting: Dummy variable equal to one if the respondent reports to have attended a community meeting during 
the past year; zero otherwise (‘don’t know’/’can’t remember’ responses coded as missing values). 

Resource variables 
Education (based on question of what is the respondent’s highest level of education):  

No-school: Dummy variable equal to one if the respondent has no formal schooling; zero otherwise (used 
as reference category in estimation). Education_Primary: Dummy variable equal to one if the 
respondent’s highest level of education is at primary school level (including those with incomplete 
primary); zero otherwise. Education_Secondary: Dummy variable equal to one if the respondent’s highest 
level of education is at secondary school level (including those with incomplete secondary); zero 
otherwise. Education_Post-secondary: Dummy variable equal to one if the respondent’s highest level of 
education is at post-secondary school level (including those with incomplete post-secondary); zero 
otherwise. 

Full-time: Dummy variable equal to one if the respondent has full-time paid employment; zero otherwise (if no 
employment or part-time employment). 

Information: An index with mean zero and standard deviation one, higher values meaning that the person has 
greater access to information. Constructed as the first principal component of the responses to, ‘How 
often do you get news from the following sources: (a) radio, (b) television and (c) newspapers?’ with 
response categories ranging from 0 for ’never’ to 4 for ‘every day’.   

Poverty: A poverty index with mean zero and standard deviation one, higher values meaning that you are poorer. 
Constructed as the first principal component of the answers to, 'Over the past year, how often, if ever, 
have you or anyone in your family gone without: (a) enough food to eat, (b) enough clean water for home 
use, (c) medicines or medical treatment, (d) enough fuel to cook your food?’, with response categories 
ranging from 0 for ’never’ to 4 for ’always’ for each item. 

Socio-demographic group affiliations 
Female: Dummy variable equal to one if the respondent is female; zero otherwise. 
Rural: Dummy variable equal to one if the respondent lives in a rural area; zero otherwise. 
Age variables: Age in years and age squared. 
Additional individual controls 
Politically relevant social capital: Dummy variable equal to one if the respondent reports to occasionally or 

frequently discuss politics with friends/family; zero if reporting to never do so. 
Political interest: Dummy variable equal to one if the respondent claims to be somewhat or very interested in 

public affairs; zero if not at all or not very interested. 
Clientelism: Dummy variable equal to one if in the choice between statement (a) ‘since leaders represent 

everyone, they should not favour their own family or group’, and (b) ‘once in office, leaders are obliged 
to help their home community’, the respondents agrees/strongly agrees with statement (b). The dummy 
variable takes the value zero if instead the respondent agrees/strongly agrees with (a), agrees with neither 
statement or chooses the 'don't know' response category.  

Distributional policy preferences: Three dummies based on the question ‘how well or badly would you say the 
current government is handling narrowing gaps between rich and poor?’. Bad inc. gap: Dummy equal to 
one if the respondent thinks the government handles narrowing gap between rich and poor very badly or 
fairly badly. Good inc. gap: Dummy equal to one if the respondents think the government handles 
narrowing gap between rich and poor very well or fairly well. Undecided: Dummy equal to one if the 
respondent is undecided with respect to the above question (used as reference category in estimation).  

Regional controls 
Region dummies: 246 sub-national regions referring to the first-order administrative division in a country, in the 
survey manual denoted ‘region/province’   
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Table A3: Summary statistics 
Variable Observations Mean Std. Dev. Min Max 
Political participation 
Voting 24621 0.77 0.42 0 1 
Meeting 27521 0.64 0.48 0 1 
Resources 
Poverty 27417 0.00 1.00 -1.99 4.24 
Full-time 27613 0.18 0.39 0 1 
No-school 27669 0.16 0.36 0 1 
Education_Primary 27669 0.37 0.48 0 1 
Education_Secondary 27669 0.37 0.48 0 1 
Education_Post-secondary 27669 0.11 0.31 0 1 
Information 27562 0.00 1.00 -1.57 1.79 
Socio-demographic group affiliations 
Rural 27713 0.62 0.49 0 1 
Female 27713 0.50 0.50 0 1 
Age 27379 36.33 14.50 18 100 
Age squared 27379 1529.91 1282.53 324 10000 
Additional individual controls 
Pol. relevant social capital 27492 0.69 0.46 0 1 
Political interest 27446 0.63 0.48 0 1 
Clientelism 27696 0.36 0.48 0 1 
Bad inc. gap 27689 0.73 0.45 0 1 
Good inc. gap 27689 0.21 0.41 0 1 
Undecided inc. gap 27689 0.06 0.23 0 1 
 
 
Table A4: Official turnout versus self-reported voting  

Country 
Official turnout (% of voting age population)  
in last national election prior to the survey1 

% share of respondents 
reporting to have voted in 

last national election2 
Benin 2007 Parliamentary: 62 92 
Botswana 2004 Parliamentary: 44 67 
Burkina Faso 2007 Parliamentary: 40 75 
Cape Verde 2006 Presidential: 79; 2006 Parliamentary: 80 85 
Ghana 2004 Presidential: 80; 2004 Parliamentary: 80 90 
Kenya 2007 Presidential: 55; 2007 Parliamentary: 55 83 
Lesotho 2007 Parliamentary: 39 65 
Liberia 2005 Presidential: 59; 2005 Parliamentary: 71 82 
Madagascar  2007 Parliamentary: n.a. 69 
Malawi 2004 Presidential: 58; 2004 Parliamentary: 55 82 
Mali 2007 Presidential: 48; 2007 Parliamentary: 39 79 
Mozambique 2004 Presidential: 36; 2004 Parliamentary: 36 80 
Namibia 2004 Presidential: 81; 2004 Parliamentary: 80 79 
Nigeria 2007 Presidential: n.a.; 2007 Parliamentary: n.a. 65 
Senegal 2007 Presidential: 55; 2007 Parliamentary: 28 80 
South Africa 2004 Parliamentary: 57 74 
Tanzania 2005 Presidential: 68; 2005 Parliamentary: 65 90 
Uganda 2006 Presidential: 61; 2006 Parliamentary: 60 73 
Zambia 2006 Presidential: 56; 2006 Parliamentary: 56 64 
Zimbabwe 2008 Presidential: 47; 2008 Parliamentary: 45 65 
1Source of official turnout figures: International Institute for Democracy and Electoral Assistance (2010); 2Refers to 
those of voting age at the year of the election; The correlation between official and self-reported turnout (18 
observations) is 0.57 and statistically significant (where presidential and parliamentary elections are held 
concurrently, the higher official turnout rate of the two is used). 
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Table A5: Using alternative poverty and information measures (probit marginal effects)    
Dependent var. is: (1) Vote (2) Vote (3) Vote (4) Vote (5) Meet (6) Meet (7) Meet (8) Meet  
Resources 
Education_Primary 0.014 0.013 0.012 0.014 0.029** 0.030** 0.030*** 0.030*** 
 (0.012) (0.012) (0.012) (0.012) (0.012) (0.012) (0.012) (0.012) 
Education_Secondary 0.014 0.011 0.015 0.017 0.049*** 0.047*** 0.059*** 0.057*** 
 (0.014) (0.014) (0.013) (0.013) (0.016) (0.016) (0.016) (0.016) 
Education_Post-sec. 0.001 -0.005 0.006 0.009 0.067*** 0.063*** 0.083*** 0.084*** 
 (0.017) (0.017) (0.017) (0.017) (0.018) (0.018) (0.017) (0.017) 
Full-time 0.015* 0.012 0.014 0.016* 0.005 0.006 0.006 0.010 
 (0.009) (0.009) (0.009) (0.009) (0.012) (0.012) (0.012) (0.012) 
Information 0.017*** 0.014***   0.032*** 0.031***   
 (0.005) (0.005)   (0.007) (0.007)   
Poverty   0.004 0.004   0.016*** 0.017*** 
   (0.004) (0.004)   (0.005) (0.005) 
Alternative poverty measures 
Somewhat poor 0.014*    0.028***    
 (0.008)    (0.009)    
Very poor 0.025**    0.024*    
 (0.011)    (0.013)    
Very bad  -0.015    0.019   
  (0.015)    (0.016)   
Fairly bad  -0.012    0.019*   
  (0.011)    (0.011)   
Fairly good  0.003    0.018   
  (0.011)    (0.011)   
Very good  -0.006    -0.009   
  (0.020)    (0.020)   
Alternative information measures 
Own radio   0.040***    0.063***  
   (0.008)    (0.010)  
Medium radio    0.008    0.064*** 
    (0.014)    (0.017) 
Often radio    0.034***    0.090*** 
    (0.011)    (0.013) 
Socio-demographic yes yes yes yes yes yes yes yes 
Region dummies yes yes yes yes yes yes yes yes  
Observations 23070 22974 23039 23070 25893 25772 25861 25893  
Notes: Standard errors (clustered by the 246 regions) in parentheses; *significant at 10%, **significant at 5%, 
***significant at 1%. Observations are weighted using combined within×across country weights (see description 
in Table 1). With respect to the alternative poverty measures, in Regressions 1 and 5 ‘non-poor’ is the reference 
category, and in Regressions 2 and 6 ‘neither good nor bad’ is the reference category. With respect to the 
alternative information measures, in Regressions 4 and 8 ‘Seldom radio’ is the reference category.  
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Table A6: Altering the sample and dependent variables       
Columns 1-7 Probit marginal effects, Column 8 OLS regression coefficients     
 (1) (2) (3) (4) (5) (6) (7) (8) 
Dependent var. is: Vote Meet Alt. vote Vote Vote Vote Vote Alt. meet  
Resources 
Poverty 0.004 0.016*** 0.005 0.002 0.006 0.005 0.002 0.056*** 
 (0.004) (0.005) (0.004) (0.006) (0.004) (0.005) (0.004) (0.010) 
Full-time 0.014 -0.000 0.014 0.001 0.014 0.017 0.020** 0.043* 
 (0.009) (0.012) (0.009) (0.016) (0.009) (0.012) (0.009) (0.023) 
Education_Primary 0.015 0.023** 0.015 0.024 0.013 0.015 0.010 0.095*** 
 (0.012) (0.012) (0.012) (0.023) (0.013) (0.015) (0.012) (0.022) 
Education_Secondary 0.014 0.050*** 0.014 0.040 0.012 -0.008 0.002 0.174*** 
 (0.014) (0.016) (0.014) (0.026) (0.015) (0.017) (0.015) (0.031) 
Education_Post-sec. 0.001 0.065*** -0.000 -0.008 0.008 0.004 -0.002 0.292*** 
 (0.017) (0.018) (0.017) (0.033) (0.018) (0.019) (0.019) (0.038) 
Information 0.016*** 0.033*** 0.018*** 0.027*** 0.012** 0.020*** 0.014*** 0.119*** 
 (0.005) (0.007) (0.005) (0.007) (0.006) (0.007) (0.005) (0.013) 
Socio-demographic yes yes yes yes yes yes yes yes 
Region dummies yes yes yes yes yes yes yes yes  
Observations 22949 23019 23156 4921 18166 9272 16088 24964  
Notes: Standard errors (clustered by region) in parentheses; *significant at 10%, **at 5%, ***at 1%; 
Observations are weighted using combined within×across country weights; Regressions 1-2 restrict the sample 
to observations that have missing values on neither the voting nor the meeting indicator (the samples 
nevertheless differ slightly due to having to drop observations in regions where all respondents have the same 
value on the outcome variable); Regression 3 uses an alternative voting dummy coding ‘don’t know’ responses 
as zeros instead of missing values; Regression 4 restricts the sample to include only respondents from the five 
countries with the smallest discrepancy between self-reported voting share and official turnout; Regression 5 
restricts the sample to only include observations where the interviewer judges the respondent as honest; 
Regressions 6-7 restrict the sample to countries judged as ‘free’ by Freedom House and countries with Polity IV 
democracy scores higher than five, respectively; Regression 8 uses an inter-electoral participation index as 
dependent variable.  
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Institution building with limited resources: 

Establishing a supreme audit institution in Rwanda 

 

Ann-Sofie Isaksson and Arne Bigsten
 

 

Abstract: This study is about institution building with limited resources. Through a case study of 

the establishment of a supreme audit institution (SAI) in Rwanda, we examine the tensions 

between institutional first-best benchmarks and local operational constraints in a developing 

country institution-building process. More specifically, our aim is to investigate the potential 

tradeoffs between the programmatic ideal of SAI independence and operational constraints in 

terms of staff capacity in the development of a supreme audit oversight function in Rwanda. 

Drawing on data from document studies and key informant interviews, the empirical results 

suggest that capacity constraints – within the institution as well as among its major stakeholders – 

negatively affect important aspects of SAI functional independence, but also that there are 

arguments for compromising the programmatic ideal of SAI independence in order to effectively 

tackle operational constraints in terms of staff capacity.  
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1 Introduction 

 

Weak institutions are a severe development constraint that poor countries urgently need to 

address.
1
 At the same time, these countries have limited resources available for institutional 

development. Does this call for alternative institutional solutions? While we know that 

„institutions matter‟, we have little insight as to what can be done to build institutional 

capacity. In the present study, we try to understand the mechanisms of effective institution 

building in a developing country with great needs in terms of institution building but with 

limited resources available for this purpose. In particular, we are interested in the possible 

tensions between institutional first-best benchmarks, or „programmatic ideals‟, and local 

operational constraints in the institution-building process.  
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Drawing on data from document studies and key informant interviews, our aim is to 

investigate the potential tradeoffs between the programmatic ideal of supreme audit institution 

(SAI) independence and operational constraints in terms of staff capacity in the development 

of a supreme audit oversight function in Rwanda. The empirical results suggest that capacity 

constraints – within the institution as well as among its major stakeholders – negatively 

impact important aspects of SAI functional independence, but also that there are arguments 

for compromising the programmatic ideal of SAI independence in order to effectively tackle 

operational constraints in terms of staff capacity. In more general terms, our findings highlight 

that institution building bounded by operational constraints requires careful sequencing of 

reform, an awareness of institutional interdependencies, and efforts in terms of translating the 

legal institutional framework into practice.  

One can distinguish between the programmatic and operational elements of an 

institutional practice, the former relating to the ideas and concepts that shape the institutional 

mission and the latter to the tasks, routines and practicalities facing its practitioners (Power, 

1997). An operational constraint could hinder the realisation of the programmatic ideal, or it 

may be necessary to compromise a programmatic ideal to address an operational constraint. 

The nature of binding constraints may vary across settings or change over time, meaning that 

different priorities may be required at different stages of the reform process. And focusing on 

non-contextual best-practice institutional solutions without consideration of local constraints 

may create distortions and lead reformers to overlook solutions that can achieve the desired 

ends at lower costs (Rodrik, 2008). 

Tensions between programmatic ideals and operational constraints in the institution-

building process are particularly pertinent in developing countries, where institutional needs 

are great but resources limited. Whether sought out by national governments or advocated by 

the donor community, the programmatic ideals will be manifest in advice on first-best 

institutional practices. At the same time, in the early stages of the institution-building process, 

developing countries are likely to face operational constraints in terms of funding, capacity, 

infrastructure etc., possibly calling for alternative priorities.  

A number of recent studies emphasise the context specificity of institutions, and suggest 

that developing countries may require institutional arrangements that differ from those in rich 

countries. Djankov et al. (2003) argue that institutional design involves a trade-off between 

controlling „disorder‟ (private infringements of property rights) and „dictatorship‟ (state 

infringements of property rights), and stress that the appropriate balance between the two 

depends on country circumstances and thus that institutional reforms must be evaluated 
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relative to a country‟s „own institutional opportunities, rather than some idealized benchmark‟ 

(Djankov et al., 2003, p. 615). Dixit (2004) suggests that given the large costs of setting up 

formal institutions, informal self-enforcing governance arrangements can be more efficient in 

the early stages of economic development.
2
 Acemoglu et al. (2006) argue that countries at 

early stages of development, where the main economic challenge lies in stimulating 

investment rather than innovation, may benefit from institutions shielding incumbent firms 

from competition. Rodrik (2008), finally, proposes that dealing with institution building in 

developing economies requires a second-best mindset; focusing on first-best solutions is not 

necessarily ideal in a second-best environment. Still, however, we have little knowledge of 

the specific tradeoffs between first-best benchmarks and second-best solutions that face 

developing country institutions in their start-up phase.  

The present case study of a developing country institution building process focuses on the 

establishment of an SAI in Rwanda.
3
 An SAI is a national agency responsible for overseeing 

the management of public funds and the quality and credibility of governments‟ reported 

financial data (World Bank, 2002). Being a mechanism for monitoring the government, and 

for information transmission to voters, it has an important role in promoting government 

transparency and accountability (see e.g. Ferraz and Finan, 2008, on the effects of publicly 

released audits on electoral outcomes in Brazil).
4
 Also, by acting as a deterrent to waste and 

abuse of public funds it promotes sound financial management, which in a developing country 

is an issue that ultimately has to do with whether public funds will reach the poor.   

Being interested in the interplay between programmatic ideals and operational constraints 

in a developing country institution building process, it is interesting to study the development 

of an SAI, and to do so in the Rwandan context. A firmly established programmatic ideal of 

SAIs is that of independence (see Section 2.1), without which practitioners and theorists agree 

that it will not be able to perform its government oversight function effectively (Ahlbäck, 

1999; Chowdhury and Innes, 1998; INTOSAI, 1998; World Bank, 2002). At the same time, 

                                                 
2
 For a study illustrating effective informal institutional arrangements, see Greif‟s (1993) paper on relational 

contracting among the 11
th

-century Maghribi traders. 
3
 North (1990) distinguishes between institutions and organisations, defining institutions as the overarching 

framework of rules and constraints – formal as well as informal – and organisations as groups of individuals that 

operate within the framework of institutions and implement the rules and norms of the institutions. Others, 

however, do not make a distinction between the two. Greif (2000, p. 257) defines institutions as „a system of 

social factors – such as rules, beliefs, norms, and organizations – that guide, enable and constrain the actions of 

individuals‟. According to North‟s definition, an SAI would be an organisation upholding public financial 

regulations. In the present paper, however, we think of institution building in the latter and wider sense, i.e. 

incorporating both developing the rules of the game and establishing the players upholding the rules of the game.  
4
For studies demonstrating the importance of monitoring and information transmission mechanisms, see also 

Besley and Burgess (2002), Nagin et al. (2002), Adsèra et al. (2003), Di Tella and Schargrodsky (2003), and 

Olken (2007). 
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SAIs operating in developing countries face severe operational constraints, one of the most 

important being the lack of qualified staff (Dorotinsky and Floyd, 2004; Dye and Stapenhurst, 

1998; Levy, 2007). In Rwanda, this is very much the case. After the genocide in 1994, which 

apart from being a human tragedy also led to vast destruction of economic and institutional 

infrastructure, Rwanda faced massive challenges in terms of institution building. Many 

government institutions, including their SAI, are now being developed simultaneously – 

basically from scratch – greatly straining human and financial resources. Do staff capacity 

constraints get in the way of achieving the programmatic ideal of SAI independence? Could 

compromising the independence ideal be necessary to handle operational constraints in terms 

of staff capacity? In short, is there a trade-off between the programmatic ideal of SAI 

independence and operational constraint in terms of staff capacity in the development of an 

effective SAI oversight function? 

To our knowledge, this is the first study focusing explicitly on the interplay between a 

first-best institutional ideal and a local operational constraint for effective institution building 

in a developing country context. As such, it should add to our understanding of the tradeoffs 

facing developing country institutions in their start-up phase. Moreover, despite the important 

function of supreme audit institutions, the literature on the development of effective SAI 

oversight is very meagre, in particular for developing countries.  

 

2 Programmatic ideals and operational constraints 

 

In this section we discuss the role of SAIs and the concept of SAI independence, the 

implications of operational constraints in terms of capacity, and how these may relate to the 

independence ideal.  

 

2.1 SAI government oversight and the programmatic ideal of independence 

 

Supreme audit institutions have a central role in promoting government transparency and 

accountability. Accountability requires information to hold policy makers answerable as well 

as incentives to encourage compliance (Highton, 2008). A credible threat of losing office in 

the next period should compel policy makers to respond to voter interests. However, for the 

electorate to be able to discipline incumbents, there have to be effective institutions for 

information transmission to voters (Persson and Tabellini, 2000; Besley and Burgess, 2002; 
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Adsèra et al 2003). Here the SAI has an important function, especially considering the 

complexity of the main object under scrutiny – the government financial accounts. The role of 

the SAI is to scrutinise state finances and detect potential mismanagement, but also to 

communicate its findings – to the parliament, to the media, and ultimately to the voters. 

Against this background, an effective SAI is an institution that offers a true and fair view on 

government financial conduct and that communicates this to concerned stakeholders. 

As noted, theorists and practitioners agree on the centrality of independence for effective 

SAI oversight. The basic idea is simple; to be able to carry out oversight of the government, 

the SAI cannot be aligned with the same. It must be able to do its job without threat of 

retaliation. SAI independence can be defined as not having a relationship that could interfere 

with the exercise of independent judgement (Goodwin and Yeow Yeo, 2001), or more 

narrowly as the absence of unjustified subordination to, and direction and interference from, 

government (INTOSAI, 2001). SAI independence is closely linked to objectivity or 

impartiality, in turn necessary for the institution to be able to express a „true and fair view‟. 

A principal agent approach can help us understand the role of an SAI and considerations 

important for its independence. Principal agent theory depicts a relation between two actors 

where the authority is held by one part – the principal – and the informational advantage with 

the other – the agent (Hawkins et al., 2005).
5
 In a democracy, the ultimate principal is the 

electorate delegating authority to their agent – the government. Unfortunately, the electorate 

principal has both a significant informational disadvantage and problems in terms of 

collective action, a fact that can be exploited by a government agent wishing to pursue its own 

agenda or appropriate rents. The more precise information citizens have about adopted 

policies and their implementation, the more powerful the threat to the government of being 

voted out of office, leaving less room to divert resources or to push for their own agenda 

(Adsèra et al., 2003). The need for the informationally disadvantaged electorate principal to 

monitor its government agent creates a demand for an SAI (Power, 1997).  

However, principal-agent relations are not clear-cut in practice. In the public sector there 

are several other relationships that could also be referred to in principal-agent terms, e.g. that 

between the electorate and the executive, but also that between the legislature and the 

executive and that between the executive and the bureaucracy (Streim, 1994). Moreover, in a 

developing country that relies heavily on foreign aid, one could argue that the government is 

held accountable to donors rather than the electorate, and thus that the donor community acts 

                                                 
5
 For a discussion of principal-agent theory in the context of democratic governance, see e.g. Batley (2004), 

Hawkins et al. (2005) and Miller (2005). 
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as a second principal to the government agent. Acknowledging that there is a chain of 

sometimes overlapping agency relationships, when a principal hires an auditor to monitor its 

agent, one could of course claim that an additional agency relationship arises, where those 

wanting the audit service still constitute the principal and the auditor is the agent (Antle, 

1984; Streim, 1994). A relevant question then becomes, what body constitutes the SAI‟s 

effective principal?  

The electorate is not a well-defined group that can easily organise and act collectively as 

a principal. In reality, the SAI works closely with the parliament – i.e. the legislative branch 

of government, which depends on the audit reports for its government oversight. Government 

spending must be approved by parliament and through the audit reports the parliament can 

ensure that the executive has operated within the financial limits permitted by parliament 

(Funell, 1994). In practice, it may thus be more realistic to see the legislative branch of 

government as the principal demanding the monitoring service supplied by the SAI. The 

parliament is a political body, and as such it can exert a political influence on the audit 

process. However, in a democratic system a fully autonomous SAI without organisational ties 

to the elected bodies is arguably not feasible. Being tied to the legislative branch of 

government is then seen as the preferable alternative. With the electorate as the ultimate 

principal and the legislature as the acceptable effective principal, a clearly unacceptable 

principal to the SAI is the very object for audit, i.e. the executive branch of government.
6
 

The executive may want to exert an illegitimate influence on the SAI for two reasons, one 

obvious and one somewhat more subtle. First, it may want to avoid possible misconduct 

coming to public attention – if a breach is discovered it might seek to create an incentive for 

the auditor not to report it. There are a variety of instruments (like making cuts in the SAI 

budget or firing „uncooperative‟ auditors) that the executive, if in power to do so, could use to 

deter the SAI from revealing unpleasant information. The manipulations would have to be 

within certain confines, though, so as not to lose the appearance of having a well-functioning 

SAI. This brings us to the second point. The appearance of having a credible SAI is important 

for government organisational legitimacy. If the executive can induce the SAI not to be very 

confrontational, while still maintaining an image of it being a credible oversight institution, 

                                                 
6
 Again, one could argue that in a developing country like Rwanda, the donor community could function as an 

additional principal to the SAI. Although interesting, the nature of this potential agency relationship will not be 

investigated further in the present paper.  
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the SAI could function as a label for government credibility (Power, 1997).
7
 To sum up, since 

the executive branch of government is the very focus of the audit process, it would be highly 

inappropriate for the SAI to be in an agent position of the same. This would imply a lack of 

independence from the audited entity – a capital offense in auditing. 

In practice, SAI independence has to be judged in terms of degrees (Ahlbäck, 1999; 

Gendron and Cooper, 2001; Grasso and Sharkansky, 2001; Power, 1997). Since SAIs are part 

of the state apparatus, they can never be completely independent from government. 

Furthermore, a purely neutral audit process is difficult, if at all possible, to achieve 

considering that it is based on interaction and judgement and that the issues in focus are often 

politically sensitive. In line with this, INTOSAI (the International Organization of Supreme 

Audit Institutions) argues that SAIs shall have an adequate degree of independence from 

government and the functional and organisational independence required to accomplish their 

tasks (INTOSAI, 1995; INTOSAI, 1998).  

Evaluating the degree of SAI independence empirically, it is useful to distinguish 

between organisational and functional independence (Grasso and Sharkansky, 2001; Power, 

1997). Organisational independence has to do with the formal position of the SAI within the 

organisational framework and the institutional arrangements in place to insulate it from 

outside influence. As such, it deals with issues relating to the constitutional/statutory 

guarantees of independence in relation to the legislative and executive branches of 

government, funding arrangements, control over personnel, etc. Functional independence, on 

the other hand, relates to the audit process itself. Key issues include whether the SAI is 

allowed to access the required information and whether it can freely decide what to audit, 

what methods to use and what to base conclusions on. Evaluating an SAIs functional 

independence, one can in turn make a distinction between informational and epistemic 

independence (Power, 1997). Informational independence deals with the problem of 

information asymmetry between auditor and auditee. Auditors to some extent always have to 

trust internal sources of information about the auditee and can thus be said to be 

informationally dependent on the latter. Epistemic independence, next, deals with the extent 

to which there exist clear rules of auditee conduct and well-established techniques for 

determining compliance. Without clear standards and criteria for judging performance, there 

                                                 
7
 Similarly, with independence needed for SAI credibility and legitimacy, it has been suggested that SAIs often 

seek to defend and reinforce their image of independence (Pearson, 1987; Funell, 1994; Gendron and Cooper, 

2001; Sikka and Willmott, 1995).  
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is likely to be negotiation with the auditee with respect to what should count as a violation, 

something that would be problematic in terms of epistemic independence. 

The research on SAI independence is meagre, but there are a few interesting studies in 

the field. Ahlbäck (1999) evaluates the degree of independence of the Swedish SAI and finds 

important deficiencies in terms of organisational independence. Grasso and Sharkansky 

(2001) investigate the independence of the U.S. and Israeli SAIs and find that although both 

are well equipped in terms of organisational independence, their work is still highly 

politicised. Gendron and Cooper (2001) investigate the independence of a state auditor in 

Canada and find that an increase in power and mandate of the audit office has had a negative 

effect on its independence. Finally, INTOSAI (2001) evaluates the independence of their 

member SAIs and conclude that many SAIs are not independent enough to properly fulfil 

their mandates in accordance with INTOSAI recommendations.  

 

2.2 Operational constraints in terms of capacity and implications for independence 

 

Auditing is costly, in terms of staff, production technology and other inputs, and is thus 

necessarily bounded by economic constraints. This means that the audit process must involve 

prioritising – the SAI cannot audit everything. The natural question thus becomes how much 

and what to audit, and at what level of detail. There is inevitably a trade-off between scope 

and depth; fewer areas, as well as fewer transactions within each area, can be tested if the 

testing process is more detailed.  

With respect to what areas to audit, the standard today is to rely on risk-based sampling. 

Focusing on high-risk areas, where the need to produce assurance is high, rather than aiming 

for a representative sample of transactions is a strategy to increase the cost effectiveness of 

auditing. However, how to identify high-risk areas is not obvious,
8
 and the process involves a 

considerable degree of judgement on part of the auditor. Another issue is what type of audits 

to conduct – whether to stick to financial and compliance audits or move into 

performance/value-for-money (VFM) auditing. In financial auditing, the auditor verifies the 

accuracy of financial statements by comparing achieved results with planned results and by 

checking samples of transactions and balances. In compliance auditing, the auditor asks 

whether the government has collected or spent no more than the authorised amount of money 

                                                 
8
 One approach is to focus on government departments seen as risky; another is to do across-the-board 

evaluations of programmes (say, road construction, irrespective of the departments involved) that are seen as 

prone to abuse (Kellner, 2000).  
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and for the purposes intended by the government. Finally, performance auditing, which is the 

focus of many Western SAIs today, considers the implementation of government policy and 

evaluates whether taxpayers get value for their money (Dye and Stapenhurst, 1998).  

The cost constraints, and the prioritisations they call for, are of course even more 

pertinent in a developing country where the needs in terms of institution building are great but 

the means available are limited. In the present paper we focus on operational constraints in 

terms of staff capacity, referring to the number, training and experience of staff. Auditing is 

demanding in terms of staff capacity; auditors need skills in accounting, statistics, and 

evaluation techniques, but also knowledge of specific fields or industries (Power, 1997). 

Dorotinsky and Floyd (2004) point to severe capacity constraints in African SAIs. In a 1998 

survey covering 25 African SAIs, 11 had no qualified personnel and 9 were unsure about the 

qualifications of their staff. 

What more is, given the importance of institutional interdependence – the SAI works in 

close connection with other institutions – it is not enough to consider capacity constraints only 

within the SAI (Dorotinsky and Floyd, 2004; Dye and Stapenhurst, 1998; Levy, 2007). The 

impact of the SAI depends on what happens after it has produced its annual report, i.e. on the 

reception it gets from stakeholders. The parliament is in a position to put pressure on the 

executive to act on SAI recommendations. Hence, capacity constraints within the parliament 

will have negative consequences for SAI follow-up. Moreover, capacity constraints within the 

executive will affect the material that the SAI has to work with. In many developing 

countries, the financial accounts produced by the ministries are often inaccurate and only 

available after long delays (Levy, 2007), making auditing difficult and time consuming. 

How do operational constraints in terms of capacity relate to the programmatic ideal of 

SAI independence? Capacity constraints within the SAI mean that the audit process will have 

to involve tight prioritisation. A central dimension of functional independence is to what 

extent the SAI is open to influence in the choice of audit object. If open to such influence, the 

more selective the SAI has to be in choosing what to audit, the greater the threat to its 

functional independence. Another dimension relates to informational dependence. With 

capacity constraints within the SAI, the institution is likely to become more dependent on 

informational sources within the audited entity. Also, a lack of experience and training should 

make it more difficult for the auditor to critically evaluate the information obtained from the 

auditee, why it should pose a threat to informational independence. Moreover, if the auditor 

lacks the training and experience to be aware of, and interpret, existing performance criteria, 

he or she should face a greater risk of ending up in negotiation with the auditee with respect to 
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what should count as good conduct, which is problematic in terms of epistemic independence. 

With respect to the implications of capacity constraints in the institutions closely linked to the 

SAI, one concern is whether the quality of accounts obtained from the audited entities affects 

the choice of audit object. If the quality of record keeping in a unit is very poor, it could be 

seen as unauditable and thus potentially hide fraud. Another concern is that capacity 

constraints in the parliament and audited entities induce the SAI to take on an advisory role, 

and thereby lead to relationships that could jeopardise independent judgement. In the next 

section we will discuss how to evaluate these issues empirically.  

 

3 Method and data 

 

The mission of the SAI of Rwanda, the Office of the Auditor General (OAG), is to promote 

accountability, transparency and good governance, guided by values of integrity, objectivity 

and independence (Republic of Rwanda OAG, 2006b). As such, it has highly set ideals. At 

the same time, however, the institution is very young – it was established in 1998, became 

operative in 2000 and was formally appointed the SAI of Rwanda in 2003 – and operates 

within a public financial management (PFM) system that is also very much in its infancy. 

Following the events of 1994, the Government of Rwanda had to effectively re-build the PFM 

system from scratch, with very limited resources (Mapsec, 2006; Republic of Rwanda, 

2007c). The aim of the present study is to investigate the potential tradeoffs between the 

programmatic ideal of SAI independence and operational constraints in terms of staff capacity 

in the development of a supreme audit oversight function in Rwanda. 

To this end, we use a process tracing approach, which involves exploring relationships 

with reference to multiple features of individual cases and examining intervening processes 

that link the variables hypothesised to have a causal relationship (Bennett and George, 1997; 

Checkel, 2005; Tansey, 2007). This approach has two central features. First, it focuses on 

examining causal mechanisms – i.e. on questions of how and why – as opposed to causal 

effects. Second, it emphasises careful data triangulation – i.e. cross-checking multiple data 

sources against each other. In our case, the ultimate outcome variable is the quality of SAI 

oversight. Our focus variables, which are often suggested to individually affect the quality of 

SAI oversight, are the level of SAI independence and staff capacity constraints within the SAI 

and in institutions linked to the SAI. We want to investigate whether, on top of their 

individual influence, there are mechanisms through which these variables interact to affect our 
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outcome variable. For this purpose, we need to assess the degree of independence of the 

OAG, if there are binding operational constraints in terms of staff capacity, and the potential 

interface between the two in terms of influence on the quality of the OAG oversight function. 

 

3.1 Data 

 

We draw on data from document studies and key informant interviews. The former data 

source has the advantage that it is unobtrusive – the data has not been constructed for the 

purpose of the study – and that it provides official accounts of events (Tansey, 2007; Yin, 

2003). The interview material, on the other hand, helps shed light on information not revealed 

in the formal reports and has the great advantage that it allows us to get direct accounts from 

important first-hand participants of the institution building process under investigation.  

We consult the following documents: (1) legal documents establishing the mandate of the 

OAG, i.e. Rwanda‟s constitution and organic budget law (Republic of Rwanda, 2003 and 

2006), (2) OAG strategic documents, namely its financial audit manual, strategic plan, and 

code of ethics (Republic of Rwanda OAG, 2004, 2006b and 2007), and finally (3) OAG audit 

output, i.e. its annual reports (Republic of Rwanda OAG, 2003, 2004b, 2005, 2006, 2008, 

2009, 2009b). While the legal and strategic documents offer insight into the formal 

organisational structures and objectives of the OAG, the audit output provides information on 

the institutional practice. For the full list of documents analysed, see Appendix A1. 

Interviews were conducted during a field trip to Rwanda in 2008. Interview subjects were 

chosen based on occupational position as known important actors in the concerned 

organisations and according to the extent to which they were deemed influential in the area by 

their peers. As with any data based on subjective reporting, lapses of memory, slanted 

accounts etc. may lead to misrepresentation of the case under study. In order to get a balanced 

account, and considering the interconnectedness between the OAG and its major stakeholders, 

we interviewed representatives from the OAG as well as from a wide range of related 

government and non-government organisations. At the OAG we interviewed the Auditor 

General, the Deputy Auditor General and representatives at the director level. In the executive 

branch of government, on which the OAG reports, we interviewed the Chief Internal Auditor, 

the Accountant General and representatives of the ministry of finance committee on public 

finance management. In the legislative branch of government, to which the OAG reports, we 

interviewed the Chair of the budget committee of the parliament. Moreover, we interviewed 

representatives from Sida and the Swedish national audit office (the latter conducted in 
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Sweden), who have provided direct assistance in the development of the OAG. We also 

interviewed representatives of governance and PFM sections of influential donors and 

financial institutions in Rwanda (the World Bank, the IMF, Dfid and the EC). Finally, to get a 

picture of the framework of oversight institutions in which the OAG operates, we interviewed 

representatives from other important oversight bodies in Rwanda (the Office of the 

Ombudsman, the National Tender Board and Transparency Rwanda). Appendix A2 shows the 

full list of interview subjects.
9
 

Given the complexity of the subject matter and the different backgrounds of our 

interviewed key informants, we used a non-standardised interview framework allowing us to 

adapt the questions to the specific competences of each subject. Still, each interview focused 

on the same broad topics – the institutional role, development, audit scope and process, 

constraints, reception and impact of the OAG. The interview material, which was transcribed 

in immediate connection to the interviews, has helped us get a general understanding of the 

issue at hand as well as to answer the specific questions raised in the following section.  

  

3.2 Coding framework 

 

The interview transcripts and the listed documents are coded using directed content analysis.
10

 

How flexible we are in the coding process – i.e. the extent to which we classify the data into 

theoretically predetermined categories or try to build theory from recurrent ideas and themes 

in the data – varies depending on the data source and the existing knowledge of the question 

at hand.  

Assessing the degree of OAG independence, we distinguish between organisational and 

functional independence. With respect to the former, i.e. the formal organisational structures 

insulating SAIs from outside influences, the literature provides good guidance on what criteria 

to consider, allowing us to rely on predefined coding categories (see Table 1). To address 

these questions we rely primarily on the legal documents establishing its mandate (the 

constitution and the organic budget law) and the strategic documents relevant for its 

development (the strategic plan, code of ethics and financial audit manual).  

 

                                                 
9
 We do not disclose the identity of respondents behind individual responses, i.e. who said what. However, for 

the reader to be able to follow the sequence of responses given by different respondents, each interview subject 

is given a pseudonym, here a number between 1 and 27. 
10

 Coding is a way to organise qualitative data into categories – by explicit topic and by more abstract analytical 

themes (see e.g. Auberbach and Silverstein, 2003; Hsieh and Shannon, 2005; Richards, 2005). 
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Table 1: Coding frame to assess the organisational independence of the OAG  

A. Constitutional position of the OAG: 

a. Mandate: clarity, scope, established in the constitution? 

b. Accountable to the legislature or the executive?  

B. Financial independence:  

a. Guaranteed funds to carry out its work effectively? 

b. Budget established in the constitution, approved by legislature or executive? 

C. Administrative independence: 

a. In charge of internal structures such as job descriptions and recruitment and dismissal of 

personnel? 

 

With respect to A, the constitutional position of the SAI, independence can be strengthened if 

the mandate of the SAI, which needs to be clear and sufficiently broad for it to be able to 

carry out its work effectively, is established in the constitution. In particular, the SAI should 

be devoid of accountability to, and pressures from, the main object for audit, i.e. the 

executive. With respect to B, the financial autonomy of the SAI, the SAI should be 

guaranteed funds to carry out its work effectively, and to avoid a problem of not daring to bite 

the hand that feeds it, its budget should not be controlled by the executive. Finally, with 

respect to C, dealing with administrative autonomy, the executive should not be in control of 

incentive structures within the SAI, and the SAI staff should not be affected by a concern to 

remain in office when deciding what to audit and what to present to the public. 
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nature and thus need to go beyond the formal accounts and also consult the interview material 

and the audit output. Table 2 provides a guide to what issues to consider.  
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data with respect to this issue. We have stressed the institutional interdependence of the SAI 

and its major stakeholders, in particular the legislative and executive branches of government. 

Hence, we want to understand the extent and nature of capacity constraints within the OAG as 

well as within these closely connected government institutions. What are the implications of 

these capacity constraints for the independence of the OAG? And does striving for 

independence affect the ability to handle operational constraints in terms of capacity? These 

rough guidelines are summarised in Table 3. 

 

Table 3: Coding frame to assess the links between capacity constraints and independence 

A. Capacity constraints within the OAG + implications for OAG independence 

B. Capacity constraints among the OAG‟s major stakeholders (parliament + audited entities) + 

implications for OAG independence 

C. Consequences of the independence ideal for handling capacity constraints (a) within the OAG, (b) 

among the OAG‟s major stakeholders (parliament + audited entities) 

 

4 Results 

 

Drawing on data from document studies and key informant interviews, in this section we will 

first assess the organisational and functional independence of the OAG. We will then discuss 

how constraints in terms of staff capacity – within the OAG as well as among its major 

stakeholders – affect OAG independence, and potential tradeoffs between independence and 

capacity constraints affecting the OAG‟s ability to effectively carry out the supreme audit 

oversight function. 

 

4.1 OAG independence 

 

4.1.1 Organisational independence 

 

Assessing the organisational independence of the OAG, i.e. the institutional arrangements in 

place to insulate it from outside influence, we take as a point of departure the coding frame in 

Table 1. With respect to the constitutional/statutory position of the OAG (point A in Table 1), 

we can note that since 2003, the OAG‟s mandate has been formally established in the 

constitution. According to Article 183 (as amended to date, see Republic of Rwanda OAG, 

2003), the responsibilities of the OAG include auditing revenues and expenditures of the 
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state, local government agencies, public enterprises, parastatal organisations, and government 

projects, making sure that they are in accordance with the laws and regulations in force and in 

conformity with prescribed justifications. The OAG mandate is also established in the recently 

adopted Organic Budget Law (Republic of Rwanda, 2006), which in addition instructs the 

concerned public bodies to prepare accounts for submission to the Auditor General and to 

respect the instructions of the same. Furthermore, and as appropriate, the constitution (Article 

184) makes clear that the OAG shall report to the legislative rather than the executive branch 

of government. 

Based on Articles 183-184 in Rwanda‟s 2003 constitution, it seems fair to argue that the 

OAG has a sufficiently broad mandate to be able to carry out its work to promote 

accountability and transparency in government. In effect, the OAG argues that its mandate is 

too wide in view of the financial and human resource constraints facing the institution; it is far 

from being able to audit all the entities covered in its mandate as stated in the constitution 

(Republic of Rwanda OAG, 2006b).
11

 The work of the OAG is thus seemingly not restricted 

by a too narrow mandate, but rather by a lack of resources to fulfil this mandate.  

With respect to the financial and administrative autonomy of the OAG (points B and C in 

Table 1), again the constitutional guarantees are relatively well established. Article 183 in the 

constitution explicitly states that the OAG is an „independent national institution‟ and that it 

shall have „financial and administrative autonomy‟. Moreover, it is established that the OAG 

shall be „headed by the Auditor General assisted by a Deputy Auditor General and other 

necessary personnel‟, which seems to suggest that the OAG is free to hire the personnel 

required for its purposes, and that no one is „permitted to interfere in the functioning of the 

Office or to give instructions to its personnel or to cause them to change their methods of 

work‟. Furthermore, the constitution (Article 88) specifies that the parliament shall approve 

the appointment of the Auditor General. On the other hand, however, it does not contain any 

provisions for parliamentary involvement in a possible termination of the Auditor General‟s 

contract (see the discussion in Lienert, 2004). While the same person – Evelyn Kamagaju 

Rutagwenda – has had the position of Auditor General since 2004, organisational 

independence would be stronger if there were constitutional guarantees restricting the 

executive from unilaterally suspending her. Moreover, to avoid a problem of not daring to bite 

the hand that feeds you, the OAG budget should be approved by the legislative rather than the 

                                                 
11

 In fact, the mandate has recently been narrowed down in order to make full coverage more realistic; since 

2005, audits of privatised state enterprises and joint enterprises in which the state is participating have been 

removed and are instead sub-contracted to private audit firms (Republic of Rwanda OAG, 2006). 
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executive branch of government. While the constitution is silent on this point, the OAG 

Financial Audit Manual states that the legislature should provide the institution „with 

sufficient resources, for which the institution is accountable, as well as for the effective 

exercise of its mandate‟ (Republic of Rwanda OAG, 2004, p.35). 

Turning from the legal framework to the institutional practice, however, the OAG argues 

that full coverage of its mandate cannot be achieved until the Office obtains adequate 

financial and human resource capacity (Republic of Rwanda OAG, 2008, 2009, 2009b), and 

similarly, that insufficient flexibility to handle human resource concerns independently, 

especially wage setting, contributes to high staff turnover (Republic of Rwanda OAG, 2006b, 

p. 4). When it comes to job descriptions, however, it is our impression that the OAG in fact 

has a strong sense of ownership. Developing its strategic documents – the Strategic Plan, 

Code of Ethics, and Audit Manual – the OAG has followed international (INTOSAI) auditing 

guidelines and received technical support from donors, yet there are no indications that the 

Government has been involved in this process. Moreover, and in line with the constitutional 

guidelines, the interview material contains no reports of government obstructions of OAG‟s 

work. Rather, several respondents (no. 1, 2, 5, 9, 11, 12, 17, 18, 19) – both within the OAG 

and in government and non-government institutions surveyed – suggest that the OAG is met 

with positive attitudes and that there is political will for reform and to work against 

corruption. 

The fact that the constitutional guarantees of independence are relatively well established 

presumably has to do with that the OAG, just as Rwanda‟s constitution and budget law, was 

established very recently. As one interview respondent (no. 8) put it, building the legal 

framework basically from scratch, one could adopt international best-practice standards 

without having to worry about an „institutional legacy‟.
12

 As seen above, however, it is not 

evident that legal provisions translate into practice, and several interview respondents (no. 3, 

10, 12, 17, 20) suggest a disconnect between the two. In the next section we will explore 

independence as experienced in OAG‟s institutional practice.  

 

                                                 
12

 Rothstein (2010) argues that systemic corruption is best countered by „big-bang‟ institutional change, allowing 

the economy to escape a collective action trap and reach a new equilibrium. In light of this argument, Rwanda is 

an extremely interesting case; emerging from civil war and genocide the country is now in the process of 

establishing a wide range of state institutions simultaneously, basically from scratch. 
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4.1.2 Functional independence  

 

Turning to the OAG‟s functional independence, i.e. the effective independence from influence 

during the actual audit process, the OAG has highly set objectives. Its Code of Ethics 

establishes that the OAG stakeholders „should be fully assured of the fairness and impartiality 

of all OAG‟s work‟, and describes independence from the audited entity and other outside 

interest groups as „indispensible‟ (Republic of Rwanda OAG, 2007, Articles 9 and 14). 

Before every new assignment each auditor is required to sign an „individual team member 

independence confirmation‟, with instructions to avoid threats to independence, such as taking 

part in audits of entities where the auditor has been employed or where personal or financial 

involvement might cause conflicts of interest, accepting payment or gifts, or having any type 

of relationships with managers and staff in the audited entity (Republic of Rwanda OAG, 

2007, Articles 17-28). The Financial Audit Manual contains recommendations to the same 

effect: „The audit institution should discharge its mandate freely and impartially, taking 

management views into consideration in forming audit opinions, conclusions and 

recommendations, but owing no responsibility to the management of the audited entity for the 

scope or nature of the audits undertaken‟ (Republic of Rwanda OAG 2004, p. 36).  

It is important to note, however, that the OAG strategic documents formulate objectives – 

and highlight the institution‟s awareness of the programmatic ideal – rather than describe the 

realities of the institutional practice. Given the difficulty of balancing the expressed 

objectives, such as relying on information from the audited entity while not being influenced 

by the same, the audit process involves threats to independence that are difficult to get around 

by legislating. In line with this, the OAG Strategic Plan argues that the institution does not 

have sufficient „real independence‟ (Republic of Rwanda OAG, 2006b). To explore this 

further, we need to complement the information in the OAG strategic documents with 

accounts of the actual audit process.  

With respect to the choice of audit object (point A in Table 2), there are no reports – 

neither in the interview material nor in the documents consulted – of the government 

pressuring the OAG in its decision of what audit projects to take on or of what methods to 

use. According to an interview respondent with experience of working for the OAG (no. 11), 

the government can sometimes ask the OAG to look into certain projects, yet the OAG can 

always choose to neglect the invitation. On the other hand, the OAG choice of audit projects 

is seemingly affected by factors of a more subtle nature. First of all, a serious concern is that 

many audited entities fail to keep accounts, resulting in an incomplete audit trail for the OAG 
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to follow. With no accounts to audit, the OAG will have a hard time detecting fraud, and we 

cannot rule out the possibility that poor, or non-existent, recordkeeping is used to mask abuse 

of funds (we will get back to this issue in Section 4.2.2). Second, it seems likely that the 

extent to which there exist clear performance criteria in a field could affect the OAG choice of 

whether to conduct audits in the same (we will return to this below).  

Turning to the distribution of results (point B in Table 2), again there are no reports of the 

government interfering with the publication and dissemination of OAG findings. Rather, the 

OAG claims that it has good support from its major stakeholders (Republic of Rwanda OAG, 

2006b), and as noted, several interview respondents (no. 1, 2, 5, 9, 11, 12, 17, 18, 19) point to 

a political will for reform and for working against corruption. In fact, OAG‟s findings are 

widely distributed. When the yearly report is presented to the parliament, the media and 

donors are invited and tend to show up in great numbers (respondent no. 5, 11, 12, 15, 19, 

20). Moreover, the audit reports are publicly available on the OAG website (see Republic of 

Rwanda OAG, 2010). What is pointed out as a problem is rather how weak capacity among 

stakeholders – the media and the parliament – hinders effective follow up of OAG findings 

(respondent no. 2, 3, 11, 12, 18, 19).  

With respect to the informational independence of the OAG (point C in Table 2), there 

are two central questions to ask: 1) can the OAG access information freely, and 2) does the 

OAG have the internal competence required to interpret the information acquired? With 

respect to the first question, whereas there are no reports of the OAG having trouble accessing 

existing material available for audit, all audit reports (see Appendix A1.3) as well as several 

interview respondents (no. 1, 2, 5, 8, 11, 15, 16, 17) suggest that a serious problem lies in 

getting the audited institutions to actually keep accounts. Given the risk that poor, or non-

existent, record keeping is used to mask abuse of funds, this could be seen as a serious threat 

to OAG‟s informational independence (see Section 4.2.2). Regarding the second question, the 

auditor faces a difficult balancing act – while depending on information from the audited 

entity, the auditor‟s judgement should not be affected by it. Consider Article 21 in the OAG 

Code of Ethics (Republic of Rwanda OAG, 2007, p. 6): „Auditors should make use of 

information brought forward by the audited entity and other parties. This information is to be 

taken into account in the opinions expressed by the auditors in an impartial way. The auditor 

should also gather information about the views of the audited entity and other parties. 

However, the auditor‟s own conclusions should not be affected by such views.‟ An ability to 

critically judge the obtained information in an impartial manner is clearly demanding in terms 
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of staff capacity. As will be further discussed in Section 4.2.1, given the capacity constraints 

facing the OAG this is likely to be a problem.   

Finally, judging the epistemic independence of the OAG (point D in Table 2), we are 

interested in the extent to which audit judgements are based on clear performance criteria. It is 

our impression that when clear performance criteria exist, the OAG applies them. The later 

audit reports in particular include many formulations such as „law XX stipulates that […]. 

Contrary to law XX the audited entity […]‟. Pointing to specific law breaches in this way is of 

course ideal in terms of epistemic independence, since it allows little room for negotiation 

with the auditee on what should count as good conduct. It does, however, require a well 

established legal framework. In this respect, the implementation of the Organic Budget Law 

(Republic of Rwanda, 2006) has been important; the later OAG reports frequently refer to 

direct violations of the sort „Contrary to Article 46 of Organic law no. 37/2006 of 12 

September 2006 which assigns responsibility for execution of the budget to the Chief Budget 

Manager, there were cases where contracts with suppliers were wrongfully signed by 

individuals who were not Chief Budget Managers‟ (Republic of Rwanda OAG, 2009b). 

Furthermore, the fact that the OAG follows international (INTOSAI) auditing standards 

(Republic of Rwanda OAG, 2005) should be helpful in terms of epistemic independence. 

That said, clear performance criteria appear to be lacking in many areas, and in the audit 

reports the OAG repeatedly calls for improved guidelines. To mention a few examples, the 

OAG points to „a need for the government to come up with clear policy on transport‟ with 

‟clear guidelines on cost limits‟ (Republic of Rwanda OAG, 2008), and similarly suggests 

that „there  is  no  clear  guidance  to  budget  agencies  on  end  of  year closing  procedures‟ 

(Republic of Rwanda OAG, 2009). Unclear guidelines of this type are of course problematic 

in terms of epistemic independence.  

With performance criteria varying across fields and projects, it seems plausible that this 

could affect the choice of audit object; presumably, it is easier to focus audits in areas with 

well-defined rules. Two areas that receive considerable attention in the audit reports are 

procurement – where the OAG often points to direct regulations and clear non-compliance 

e.g. awarding tenders without approval by the National Tender Board and to suppliers whose 

bids were more expensive (see e.g. Republic of Rwanda OAG, 2005, 2008) – and non-

compliance with contractual terms, where the OAG notes cases where construction works 

have exceeded contract durations and/or have works have not been completed as per 

agreement (see e.g. Republic of Rwanda OAG, 2006). Both areas could be seen as high risk, 
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of staff capacity. As will be further discussed in Section 4.2.1, given the capacity constraints 

facing the OAG this is likely to be a problem.   
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and thus in great need of audit, but they also have in common that the performance criteria are 

relatively clear.  

The clarity of performance criteria also varies with type of audit. The OAG clearly enjoys 

stronger epistemic independence in the field of financial audits than with respect to 

performance (VFM) audits. For the former, the OAG has developed its own Financial Audit 

Manual (Republic of Rwanda OAG, 2004), with audit procedure guidelines in line with 

INTOSAI standards. For performance audits, on the other hand, it has yet to produce an audit 

manual. Moreover, whereas financial audits depend on compliance with financial regulations, 

performance audits should evaluate project implementation and thus depend on the clarity of 

objectives in the audited entities. According to the OAG, the majority of projects and 

development programmes lack specific and quantified objectives, thus making it difficult to 

conduct performance evaluation (Republic of Rwanda OAG, 2006b). Adding to the problem, 

the OAG auditors have limited skills in performance auditing, and the Office stresses the need 

for a performance audit manual as well as training and technical assistance in the field 

(Republic of Rwanda OAG, 2006b).   

Summing up, we can note that whereas the organisational independence of the OAG – the 

institutional arrangements in place to insulate it from outside influence – is relatively well 

established, the institution is not functionally independent to the same extent. The interview 

material as well as the OAG audit reports and strategic documents suggest deficiencies with 

respect to informational and epistemic independence and in the choice of audit object. Are 

these threats to independence linked to capacity constraints within the OAG and among its 

major stakeholders? In the next section we will discuss the relation between the independence 

ideal and operational constraints in terms of staff capacity. 

 

4.2 The independence ideal and operational constraint in terms of capacity 

 

4.2.1 OAG capacity constraints and their implications for independence 

 

The OAG clearly faces very high demands in terms of staff capacity; the task at hand is 

significant, both in terms of scope and skill requirements. On top of skills in terms of 

accounting and evaluation techniques, the OAG needs detailed knowledge about the specific 

fields or industries in which the audited entities operate. According to the Financial Audit 

Manual (Republic of Rwanda OAG 2004, p. 8): ‟The audit team should obtain knowledge of 

the entity‟s business/ operations sufficient to enable them to identify and understand the 
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events, transactions and practices that, in their judgment, may have a significant effect on the 

financial statements and on the audit report. The team should obtain a general knowledge of 

the environment (legal, political, economic and social) and the industry within which the 

entity operates. The audit team should obtain in particular knowledge of how the entity 

operates. In understanding the operations of an entity, the audit team should in addition 

consider goals, objectives, strategies and business processes put in place by management to 

attain the entity‟s goals and objectives.‟ 

Against this background it is not surprising that the documents consulted, as well as 

nearly all interview respondents, point to capacity as a binding constraint facing the OAG. It 

is suggested that full coverage of the OAG‟s mandate, and timely reports, cannot be achieved 

until „adequate financial and human resource capacity at the Office of the Auditor General‟ is 

achieved (Republic of Rwanda OAG, 2008, 2009, 2009b). There is an acute shortage of 

accountants, not only within the OAG but in the country as a whole, and with accountants 

being very sought after the OAG has problems retaining staff. High staff turnover is cited as a 

key constraint restricting the OAG in its work and draining the office of extensive experience 

(Republic of Rwanda OAG, 2006b, 2009, 2009b). Hence, the OAG stresses the need for 

training and technical assistance, but also the necessity of reducing staff turnover in order to 

ensure sustainability of capacity building efforts (Republic of Rwanda OAG, 2004b, 2006b, 

2009b). While the OAG staff is relatively well-paid for being public sector employees 

(respondent no. 5, 17), donor funded institutions such as the World Bank still pay 

significantly more, why interview respondents from both within and outside the OAG (no. 4, 

5, 13, 15) point to low wages as an explanation for the staff retention problem. Other reasons 

put forward are a heavy workload and a stressful working environment (respondent no. 4, 15, 

20).  

Turning to the implications of OAG capacity constraints for independence, a first concern 

lies in that with capacity restricting coverage (Republic of Rwanda OAG, 2008, 2009, 2009b), 

the audit process will have to involve tight prioritisation. If open to influence in the choice of 

audit object – and as already touched upon, factors like the quality of accounts and the clarity 

of rules in different fields might well affect this choice – the more selective the OAG has to 

be in choosing what to audit, the greater the threat to functional independence. Moreover, the 

fact that the OAG does not have enough resources to pay wages that keep their staff from 

leaving is not only problematic in terms of the staff capacity constraints it generates; by 

hindering the institution from effectively fulfilling its mandate, it is also problematic in terms 

of financial independence.  Although we have no reason to assume that this is the case here, 
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restricting the funds of an SAI could be a conscious strategy adopted by government to limit 

its influence. 

Yet another concern lies in the implications of OAG capacity constraints for its 

informational independence. With restricted capacity, the OAG is likely to become more 

dependent on informational sources within the audited entity and less able to critically 

evaluate the information obtained. In the Financial Audit Manual (Republic of Rwanda OAG, 

2004), the OAG stresses the importance of capacity for safeguarding independence, pointing 

to the educational, training and experience requirements for entry into the OAG, and to 

compliance with professional standards and implementation of monitoring and disciplinary 

processes. Similarly, in its Code of Ethics, the OAG explicitly states that „Auditors must not 

undertake work they are not competent to perform‟ (Republic of Rwanda OAG 2007, Articles 

31). Hence, the OAG is clearly aware of the concern that capacity constraints could have a 

negative effect on independent judgement. At the same time, however, given the emphasis 

placed on the OAG being restricted by capacity constraints, and the calls for training and 

technical assistance, it is clear that the institutional practice has yet to meet these highly set 

standards. 

A related issue concerns the implications of OAG capacity constraints for its epistemic 

independence. If the auditor lacks the training and experience to be fully aware of existing 

performance criteria, he or she faces a greater risk of ending up in negotiation with the auditee 

with respect to what should count as good conduct. In its Code of Ethics, the OAG states that 

auditors „must possess a good understanding of the constitutional, legal and institutional 

principles and standards governing the operations of the audited entity‟ (Republic of Rwanda 

OAG 2007, Articles 32). This clearly requires significant competence on part of the auditor. 

Moreover, and as we have seen, the performance criteria are not very clear in some areas. In 

particular in performance auditing, lack of training and established performance criteria seem 

to pose a threat to OAG epistemic independence.  

 

4.2.2 Capacity constraints among OAG stakeholders – implications for independence 

 

Turning to the OAG major stakeholders, the parliament and the audited entities – to and on 

which the OAG reports –the interview material and the consulted documents again point to 

severe capacity constraints. The OAG reports to parliament, whose role is to scrutinise the 

material and ensure follow up of audit recommendations. However, several interview 

respondents (no. 11, 12, 17, 18, 19) point to weak capacity negatively impacting the 
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parliament‟s oversight function, and the OAG argues for strengthening of the parliament‟s 

oversight role to ensure better follow-up of audit recommendations (Republic of Rwanda 

OAG, 2009b). Most focus, however, is on the capacity constraints in the audited entities – on 

which the OAG reports. Many interview respondents (no. 1, 2, 3, 4, 5, 8, 9, 11, 15, 16, 17, 18) 

stress the lack of an accounting tradition and the acute shortage of professional accountants in 

Rwanda, and the OAG points to an undeveloped public financial management and auditing 

environment as a key constraint facing the office (Republic of Rwanda OAG, 2006b).  

The earlier OAG reports suggest that most of the audited entities do not have internal 

audit functions, and where they are in place their work is described as „neither effective 

nor reliable‟ (Republic of Rwanda OAG, 2005, 2006). Later reports point to some 

improvements, suggesting that most of the audited entities now have internal audit functions, 

but their work is still referred to as ineffective and unreliable (Republic of Rwanda OAG, 

2008, 2009, 2009b). Hence, although there are signs of progress over the years covered in the 

OAG audit reports, the picture revealed in the reports is one of incomplete – in many cases 

non-existent – financial reporting. Many of the audited entities do no keep basic books of 

accounts, and not until the financial year 2006 (the audit of which was completed in 2008) 

was there a state-consolidated financial statement available for audit. In the most recent audit 

report considered here, the majority of auditees still did not submit financial statements to the 

OAG, and very few did so on time (Republic of Rwanda OAG, 2009b).  

Turning to the implications of capacity constraints in these institutions for OAG 

independence, a first concern lies in that working with incomplete, delayed and poor quality 

financial records takes time, and thus negatively affects OAG coverage and contributes to 

delays in submission of OAG reports (Republic of Rwanda OAG, 2008, 2009, 2009b). The 

lack of proper documentation means that the OAG has to increase its extent of testing in order 

to produce assurance (Republic of Rwanda OAG, 2004b). Considering the trade-off between 

scope and depth in the audit process, this means that they can take on fewer audits. If open to 

influence in the choice of audit object, the more selective the OAG has to be in choosing what 

to audit, the greater the threat to its functional independence.  

One pressing concern in this respect is that the quality of accounts obtained from the 

audited entities affects the choice of audit object. If the quality of record keeping in a unit is 

very poor, it could be seen as unauditable. And, of course, if no records are produced, there is 

no audit trail to follow. An incomplete audit trail – possibly hiding fraud – could have far-

reaching consequences. As simply stated in the OAG Strategic Plan: ‟In a poor economy like 

Rwanda, no entity should access public funds unless the use of such money can be audited. 
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But the money cannot be audited without an audit trail. If there is no accounting, there is no 

audit trail and possibly no money for the poor‟ (Republic of Rwanda OAG, 2006b, p. 7). 

When scrutinising the OAG reports, it is clear that an incomplete audit trail does affect the 

choice of audit object. As formulated in one of the reports: „Most of the public entities audited 

did not maintain proper books of account or prepare financial statements for the year ended 

2004. In the absence of books of account and financial statements, the audits covered only a 

review of bank statements and supporting documentation. To address this problem in the 

future, I propose that only public entities with financial statements will be audited‟ (Republic 

of Rwanda OAG, 2005). Similarly, the Auditor General declares that ‟For [XX], I was unable 

to carry out a full scope audit because of the poor state of books of account and supporting 

records‟ (Republic of Rwanda OAG, 2009). Given the risk that poor record keeping is used to 

mask abuse of funds, this threat to OAG functional independence is a serious concern.  

Another worry is whether by taking on an advisory role vis-à-vis the parliament and the 

audited entities, the OAG develops relationships that could jeopardise its independence. The 

parliament and the OAG are meant to work together; in effect, the parliament depends on the 

OAG to be able to carry out its government oversight effectively. Still, the parliament is a 

political body, why one might be concerned that if the two organisations become very closely 

involved with one another, the parliament could exert a political influence on the OAG. What 

is arguably more problematic from an independence perspective, however, is if the OAG 

becomes closely involved with the very object for audit – i.e. the spending units in the 

ministries. Nevertheless, faced with an incomplete audit trail possibly hiding fraud, and a 

parliament unable to enforce the recommendations put forward in the audit reports, the OAG 

might feel a need to lend a helping hand.  

In line with this, several of the interview respondents (no. 5, 8, 11, 15, 19, 20) pointed to 

the educational role of the OAG, arguing that it works closely with parliament and the 

spending units in the ministries. In its Code of Ethics (Republic of Rwanda OAG, 2007, 

Article 22) the OAG stresses the importance of remaining impartial when providing advice to 

the audited entity: „When auditors are permitted to provide advice or services other than audit 

to an audited entity, care should be taken that these services do not lead to a conflict of 

interest.‟ Similarly, the Financial Audit Manual establishes that: „When advising the 

executive in such matters as accounting standards and policies and the form of financial 

statements, the institution must ensure that it avoids any explicit or implied commitment that 

would impair the independent exercise of its audit mandate‟ (Republic of Rwanda OAG, 

2004, p. 35). In another passage of the manual, however, the message is that the OAG should 
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refrain from an advisory role with respect to the audited entity: „Audit personnel should not 

become involved in instructing personnel of an audited entity as to their duties‟ (p. 36). 

Evidently, the extent to which the OAG can and should take on an advisory role is not a clear-

cut matter. If functioning as a helping hand leads to close relationships that compromise 

OAG‟s role as a whistleblower, this could surely pose a threat to its functional independence.  

A closely related matter is the possibility that capacity constraints in the audited entities 

affect the nature of OAG judgements. Given the in many cases incomplete audit trail, the 

OAG is often forced to comment on the incompleteness rather than the content of records. 

Arguably, reports of „non preparation‟ of financial statements (see e.g. Republic of Rwanda 

OAG, 2005) are, although clear, not as confrontational as reports pinpointing specific units or 

individuals abusing funds. Similarly, the OAG often explains failures to meet standards by 

referring to capacity constraints in the audited entity. For example, commenting on a failure 

of embassies to follow public tendering procedures: „due to lack of sufficient staff embassies 

were not able to meet this requirement‟ (Republic of Rwanda OAG, 2008). And similarly, 

identifying errors in accounts, it proposes that this „could be an indicator that budget agencies 

may not have competent staff for the accounting function‟ (Republic of Rwanda OAG, 

2009b). Likewise, the OAG sometimes stresses the need for training rather than reprimands 

when audited entities fail to implement audit recommendations: ‟Continuous failure to 

implement audit recommendations should necessitate action by supervising authorities, such 

as training‟ (Republic of Rwanda OAG, 2008). Although in most cases probably fair – a 

number of interview respondents who do not themselves represent audited organisations (no. 

1, 3, 4, 5) argue to the same effect – pointing to capacity constraints and honest mistakes 

rather than possible fraud is not very confrontational. Again, we cannot rule out abuse of 

funds masked behind poor record keeping. That said, when having access to the necessary 

documentation to back up its claims, the OAG seemingly does not shy away from identifying 

cases of outright fraud, pinpointing the specific institutions and individuals involved.
13

  

Summing up, we can note that to the extent that the organisational independence of the 

OAG is legally established, capacity constraints – both within the OAG and among its major 

stakeholders – mainly affect its functional independence. Key issues involve the impact of 

capacity constraints on informational and epistemic independence, on choice of audit object, 

and on the relationship between the auditor and auditee. 
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4.2.3 Striving for independence while tackling capacity constraints – tradeoffs 

 

We have seen that capacity constraints – within the OAG as well as among its major 

stakeholders – negatively affect its functional independence. Correspondingly, could striving 

for independence have implications for the ability to effectively handle capacity constraints? 

Aiming for the programmatic ideal of independence, while struggling with operational 

constraints in terms of capacity, important trade-offs concern to what extent the OAG should 

be self-reliant or bring in outside help, how to sequence the institution building process, and 

the degree to which the OAG should take on an advisory role in relation to its stakeholders. 

To avoid a scenario where the OAG is informationally dependent on the auditee it might 

be justified to bring in outside help. The lack of accountants in Rwanda limits the possibility 

to outsource audits to private firms (Republic of Rwanda OAG, 2006b), yet the OAG has on 

several occasions brought in international consultants. The OAG Financial Audit Manual 

explicitly states that „in cases where appropriate skills are lacking, use of outside experts 

should be considered‟ (Republic of Rwanda OAG, 2004, p. 7). Hence, rather than basing 

judgements on insufficient knowledge, the OAG should rely on external support. In a way, 

this could be seen as trading informational dependence on the auditee for informational 

dependence on an external expert. From an SAI independence perspective, the latter is clearly 

preferable to the former. Importantly, however, and as the OAG itself emphasises when 

commenting on the use of external consultants in the audited entities (Republic of Rwanda 

OAG, 2008, 2009, 2009b), bringing in external assistance without mechanisms for proper 

skill transfer is not sustainable. To build institutional capacity, and not remain informationally 

dependent on external support, one must ensure knowledge transfer from the external 

consultants to the OAG staff. 

Another consideration, also relating to the capacity constraints within the OAG, concerns 

the sequencing of institutional reform. A key question in this respect is to what extent the 

OAG should move into performance auditing. Performance audits are the focus of many 

Western SAIs today, and can provide powerful tools for evaluating how effectively the 

government implements policy. At the same time, however, moving into performance 

auditing involves a risk of becoming increasingly politicised (Grasso and Sharkansky, 2001; 

Power, 1997). Financial and performance audits are based on different evaluation techniques; 

while the former is rooted in accounting procedures, the latter is based on social scientific 

enquiry (Power, 1997). Performance audits are supposed to comment on the implementation 

of government policies, not their content. The boundary between policy objectives and policy 
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implementation is not necessarily clear-cut, however. And reasonably, evaluating policy 

implementation without over-stepping this line should be particularly difficult for an auditor 

lacking experience and training.  

At the time of writing, there is only one publicly available OAG performance audit report 

(see Republic of Rwanda OAG, 2007b).
14

 More performance audits are underway, though, 

and while the goal at this stage is to undertake one per year, the longer-term ambition is to 

increasingly focus on this form of evaluation (respondent no. 5, 19). As we have seen, 

however, the OAG reports to have limited skills in performance auditing and stresses its need 

for training and technical assistance in the field (Republic of Rwanda OAG, 2006b). 

Moreover, the fact that the OAG has yet to produce a performance audit manual, coupled with 

reports of unclear project objectives in the audited entities, means that the OAG has limited 

access to established performance indicators in the field. Hence, it seems that at this stage, 

carrying out performance audits could be problematic in terms of informational and epistemic 

independence, with the auditor risking to become dependent on informational sources within 

the audited entity and to end up negotiating with the same about what should count as good 

conduct. At the least, it is clear that the OAG is in need of training in the field before further 

expanding its activity in the area. 

With respect to capacity constraints among the OAG stakeholders, above we put forward 

the concern that by taking on an advisory role vis-à-vis the parliament and the audited entities, 

the OAG might develop relationships that jeopardise its independence. We also noted, 

however, that in spite of being potentially problematic from an independence perspective, to 

what extent the OAG should take on an advisory role is not a clear-cut matter. The role of the 

OAG (according to our definition of effective SAI oversight, see Section 2.1) is to offer a true 

and fair view on government financial conduct and communicate this to the concerned 

stakeholders – the parliament, the media, and ultimately the voters. Importantly, however, the 

OAG can live up to these criteria without exerting much influence on political outcomes; the 

impact of the OAG depends on how its stakeholders use the information obtained. Arguably, 

one should thus take a wider approach when evaluating the establishment of an effective 

oversight function – not only considering to what extent the OAG honours its part of the 

agreement, but also the reception it gets from stakeholders and to what extent it helps 

contribute to conditions enabling future oversight.  

                                                 
14

 With such little input, we are ill-suited to evaluate OAG‟s activity in the field. However, we can note that the 

report – which focuses on the effectiveness of maternal health care delivery – points to a lack of performance 

indicators in the area (Republic of Rwanda OAG, 2007b).  
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If, as suggested above, the parliament lacks the capacity to scrutinise the OAG reports, 

this will have a negative effect on the extent to which OAG recommendations are followed 

up, in turn presumably impacting negatively on the status of the OAG. Moreover, if failing to 

address the capacity constraints in the audited entities, there is a risk that the OAG will 

continue to face an incomplete audit trail possibly hiding fraud. Against this background, it 

seems that at this stage in the institution-building process the educational role of the OAG is 

important, and in a longer term perspective working in favour of effective government 

oversight. Still, a valid question is whether the OAG is the appropriate institution to help 

alleviate capacity constraints among its stakeholders; presumably, just as the OAG could 

bring in external consultants, so could the parliament and the audited entities. Again, 

however, a limiting factor is the acute shortage of accountants in Rwanda (Republic of 

Rwanda OAG, 2006b), coupled with reports of low quality of consultant services and limited 

knowledge transfers from the external consultants to the local staff (Republic of Rwanda 

OAG, 2008, 2009, 2009b). Given these concerns, OAG guidance could play an important part 

in helping to improve the audit trail as well as follow up of audit recommendations. 

In fact, several interview respondents (no. 3, 4, 5, 9, 11, 14, 15, 16, 18, 19) – from the 

OAG and the audited entities, as well as from donors and other government oversight 

institutions – point to significant improvements in terms of financial reporting in the audited 

entities, and suggest that the OAG has contributed to this development. Comparing the yearly 

OAG reports over time points in the same direction – while there are clearly still serious 

deficiencies in terms of accounting procedures, it is now more common among the audited 

entities to actually keep books of accounts. Moreover, the number of OAG reports of outright 

fraud has increased over the years. While we cannot rule out the possibility that there has in 

fact been an increase in the number of fraudulent cases, it seems reasonable that part of this 

development could be due to a more effectively working OAG, and an improved audit trail 

increasing the chances of detecting abuse of funds. Perhaps what we are observing is a trend 

where the OAG goes from having to focus almost exclusively on the incompleteness of 

records to actually having records to audit and therefore being able to detect fraud. If so, this 

would suggest significant developments in Rwandan public financial management. Given the 

severe capacity constraints among OAG stakeholders, temporarily taking on an advisory role 

is, although potentially compromising independence, arguably necessary for the OAG to be 

able to exercise effective oversight in the future.  
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5 Conclusions 

 

Developing countries tend to have great needs in terms of institution building but limited 

resources available for building institutional capacity. Does this call for alternative 

institutional solutions? Several recent studies in fact suggest that institution building in 

developing countries requires a „second-best mind-set‟. Yet, we have little knowledge of the 

specific tradeoffs between first-best benchmarks and second-best solutions facing developing 

country institutions in their start-up phase.  

The present study considers the establishment of a supreme audit institution (SAI) in 

Rwanda. The government oversight role of an SAI is arguably particularly important in a 

developing country, where it ultimately helps to ensure that public funds reach the poor rather 

than end up in corrupt pockets. However, while operating with highly set ideals, developing 

country SAIs also tend to face severe operational constraints. We investigate the interplay 

between the programmatic ideal of SAI independence and operational constraints in terms of 

staff capacity in the development of a supreme audit oversight function in Rwanda. Doing so, 

we hope to shed light on institution building with limited resources, highlighting potential 

trade-offs between best-practice institutional benchmarks and local operational constraints in 

a developing country institution-building process.  

Drawing on data from document studies and key informant interviews, the results of the 

empirical analysis suggest that while the organisational independence of the OAG (Rwanda‟s 

SAI) is relatively well established, the institution is not functionally independent to the same 

extent. Threats to OAG‟s functional independence originate in severe capacity constraints, 

within the OAG as well as among its major stakeholders. Capacity constraints within the 

OAG threatens informational and epistemic independence, making the auditor more 

dependent on informational sources within the audited entity, as well as more likely to end up 

negotiating with the same about what should count as good conduct. With respect to capacity 

constraints among OAG stakeholders, one concern is that by taking on an advisory role, the 

OAG may develop relationships that could jeopardise its independent judgment. An equally 

pressing concern is that the poor quality of accounts obtained from the audited entities renders 

some fields unauditable and thereby affects the choice of audit object – potentially masking 

fraud behind poor record keeping. While capacity constraints negatively impact the functional 

independence of the OAG, our results also imply that striving for independence could have 

corresponding implications for the ability to effectively handle capacity constraints. Important 
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trade-offs exist in to what extent the OAG should be self-reliant or bring in external 

assistance, how to sequence the institutional reform, and the degree to which the OAG should 

take on an advisory role in relation to its stakeholders. In order to effectively tackle 

operational constraints in terms of capacity, there are seemingly good arguments for 

temporarily compromising the programmatic ideal of SAI independence.  

So what lessons can we draw from this? The present study considers the development of 

a specific institution in a specific country. Nevertheless, we believe that our findings shed 

light on circumstances and considerations relevant for many developing countries in need of 

significant institutional development but with very limited means available for institution 

building. In general terms, our findings highlight the importance of being aware of how 

operational constraints in the institutional practice affect the chances of achieving first-best 

institutional benchmarks, and the need for sometimes compromising the ideal in order to 

efficiently tackle operational constraints. In addition, however, our findings illustrate that 

institution building bounded by operational constraints requires careful sequencing of 

institutional reform – not taking on too much too fast. They also point to the importance of 

being aware of institutional interdependencies, i.e. ways in which different institutions 

interact and how they can reinforce each other. In particular, in areas where there are severe 

capacity constraints and staff retention problems (like in Rwandan public financial 

management), it is not enough to focus capacity building efforts to individual institutions (like 

the OAG); there is a need for nation-wide capacity building initiatives. Furthermore, and as 

illustrated by OAG‟s relatively well defined organisational independence but sometimes 

lacking functional independence, while having the appropriate legal framework in place might 

well be necessary, it is not sufficient to ensure a well functioning institutional practice. Our 

results indicate that effort needs to be put into translating the legal framework into practice – 

implementation needs further attention.  
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Republic of Rwanda Office of the Auditor General of State Finances (2006) “Report of the Auditor General of 
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Republic of Rwanda Office of the Auditor General of State Finances (2008) “Report of the Auditor General of 

State Finances for the year ended 31 December 2006”, Kigali. 

Republic of Rwanda Office of the Auditor General of State Finances (2009) “Report of the Auditor General of 

State Finances for the year ended 31 December 2007”, Kigali. 

Republic of Rwanda Office of the Auditor General of State Finances (2009b) “Report of the Auditor General of 

State Finances for the year ended 31 December 2008”, Kigali. 

 
A2. Interviews 

 

Mr. Armon, J., Senior Governance Advisor, Department for International Development (Dfid), Kigali. 

Ms. Berglund, I., International Advisor, The Swedish National Audit Office, Stockholm. 

Mr. Biraro, O. Deputy Auditor General, Office of the Auditor General of State Finances (OAG), Kigali. 
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(MIFOTRA), Civil Service Reform Programme, Kigali. 

Mr. De Boer, V., Economic Advisor, Delegation of the European Commission in Rwanda, Kigali. 

Mr. Emasu, S., PEFA Advisor, Ministry of Finance and Economic Planning (MINECOFIN), Kigali. 
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Ms. Ericsson, M., Second Secretary, Embassy of Sweden, Development Cooperation Section, Kigali.  
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Ms. Lourenco, M. Senior Programme Manager, The Swedish National Audit Office, Stockholm. 

Mr. Marara-Shyaka, P., Director of Quality Assurance, Office of the Auditor General of State Finances (OAG), 
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Mr. Masabo, O., Macroeconomist and Director of the Integrated Support Project, Ministry of Finance and 

Economic Planning (MINECOFIN), Kigali.  

Mr. Mbombo, M. Office of the Ombudsman, Kigali. 
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