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When statistical tests are applied it is often known before­

hand that the hypotheses would be rejected with sufficiently 

narge sample sizes. This happens whenever hypotheses is not ex­

actly true but only approximately true. Some attempts of solu­

tion of this dilemma are discussed and exemplified with test of 

bioequivalence. One of these, powerfunction analysis, is ap­

plied on preparatory tests. In that case the approximate agree­

ment with some condition (e.g. normal distribution) for the main 

"nalysis . (e.g., t -test) is tested. 
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1. Introducti on 

The classical theory of tests of statistical hypotheses, as 

formulated by e.g. Lehmann~ (1959) , ;s generally well accept­

ed among statisticians. However, the use of the theory for prac­

tical problems is often experienced as a logical dilemma. Ji1ar­

tin-Lof (l974} descri:bed it as: II ... with large sets of data 

our results are purely negative: no matter what model we try, we 

are sure to find significant deviatjons'which force us tOT:'ejeCt 

it". The above dilemma has been mentioned before (e.g. by Berk­

son 1938) but is still a problem. 

Both the formulation of a simple hypotheses, and the practical 

consequences in some use of the test methods are absurd in many 

applications. The formulation is not appealing in situations 

where there is no reason to believe that the null hypothesis HO 

is exactly true but instead its approximate validity is of inter­

est. Some e~amples of hypotheses where approximate validity might 

be of interest are given below: 

HOA Treatment with vitamin C has no effect on the 

incidence of the common cold. 

HOB Two alternative formulations of a drug are IIbio­

eCjuivalent" , that is equaLamounts of them produce 

equal therapeutic effects. 
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X is normally distributed. 

If the test is applied without any concern about the power it is 

easy to misuse the test and actually wrong conclusions because 

of a stereotype application are quite common in practice. Many 

statisticians have reacted to this misuse of statistical tests 

and some have advocated that tests should be avoided and advo­

cated other procedures. . Fi rst' some a lternati ve methods are di s­

cussed, then the strict use of the powerfunction in the context 

of tests is discussed and applied to several problems. 
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2. A REVIEW OF SOME ATTEMPTS TO SOLVE THE DILEMMA 

2.1. Confidence intervals 

Often a test can be replaced by a confidence intervall. 1hen 

there is the general information about the location of a para­

meter and the uncertainty, without special reference to some 

specific value. 

The close relation between test and confidence interval. usually 

makes transformation of one to the other easy. Sometimes confi­

dence intervals are used as a test e.g.: "f~ake the statement 

two formulations of a drug are not bioequivalent if a confidence 

interval for a measure of the differente does not contain zero". 

In those cases the procedures of test or confidence interval 

are equivalent and with the same need for care in the interpre­

tation. 

However, in their straightforward use tests and confidence in­

tervals do not give the same kind of inference and they are suit!"., 

able for different kinds of problems. The important difference 

is whether all values are of the same concern or not. ,EYen~h~n ~n 

exact value is of less importance but the same action would be 

taken as soon as the parameter is close to a specific value, 

,: there is a specific value of special concern. The criticism, 

of hypothesis testing that it puts unduly high stress on one 

"va 1 ue has a correspondence as the inference from a confi dence 
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interval is (sometimes unduly) symmetrical with respect to 

parameter values. 

2.2. Enlargement of the null-hypothesis 

Hodges and Lehmann (1954) suggest that the size of the 

test should be fixed on the limit of an enlargement H6 of 

HO' For the hypothesis HO: f.L= 0 the enlargement could be 

H6: 1f.L1 <m ,where m is a positive constant. At some hypoth­

eses, for example about the expectation in a normal distribu­

tion, with known variance, this is a trivial change. In other 

cases, for example the corresponding hypothesis when the vanenc:J 

ance is unknown, substantial changes are necessary. For the 

latter situation it is possible to perform the test as a combi­

nation of two tests, namely: 

against 

and 

against 

The original hypothesis is rejected if either of these separate 

tests leads to rejection and lIaccepted li if none of them does. 

This way of testing has the advantage that it is simple to per­

form and that only existing tables are used. A disadvantage is 

that when a test of the size cit i s P~-f~PJlJecJ~thepp0wefr;4.s:oQti\:l;Y 

that of a t -test of size a/2 if the variance is small. 

Hodges and Lehmann suggest therefore an unbiased, modified 
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t -test. They also give diagrams of the critical levels of this 

test. 

The boundary of the enlargement of HO would often be rather 

arbitrary and the gain could be small in knowing that the power 

at this border is at most exactly 5% (for example). A lower 

power at this border compared with an ordinary test would mean 

a lower power also for important alternatives. It is thus neces­

sary also for an enlarged hypothesis to judge the power function 

for several values and to adjust a and n to obtain an appro­

priate test procedure. 

For some applications this enlargement of the nullhypothesis has 

proved a successful way to facilate the interpretation. Such a 

case is Uie tests for bioequivalence (HOB above) which are 

made in order to get a new formula of a drug registered. The au­

thorittes sets 1 imits for an enl arged hypothes, s of equi va lence 

and the manufacturer has to investigate this approximate' 

equivalence. 

2.3 .... Interchange' between' the null and a lternati ve hypotheses 

Ofter tn.e desired and expected statement after an investigation 

is tnat a hypothesis is (approximatelyl valid. This is for 

example the case at control of bioequivalence of a new formula­

tion of a drug or at the control of side-effects of a drug. 
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Statements that a hypothesis, say IJ p. = 0" or II I f.!.1 < d" 

is true are often made on the base of a non-significant test of 

this hypothesis in spite of no control of the power of the test. 

To avoid this obvious misuse of statistical tests and to get a 

more appealing formu1ation~ it has been suggested that the null 

and alternative hypotheses change places. Instead of testing 

HO: If.!. 1< d against HA: If.!. I> d a significance test is made 

of HA against HO' Such tests are described by e.g. Lehmann 

(1959 , p.88) , Hauck and Andersson (1984) and Dah1bom and Holm 

(1986). Usually the same kind of limits of the same testcharac­

teristic is used as in an ordinary test of HO against HA · 

For this situation and with identical limits for the example with 

Ha: I f.!. 1 < d och !::LA: 1 f.!. 1 > d 

cribed: 

the difference will be des-

Let P { f.!.} = Pr (reject HO} be the powerfuncti on of an ordi n­

ary test of HO' The misuse mentioned in the beginning av this 

section was that the statement JlH va1id" was made when on­o 
1y tne size of this test, sup P{ f.!.) ,out nothing else of the 

jp../< d 
powerfunction was contro1ed. With the interchange of hypotheses 

the size of the test of HA , that is 1f.!.ls~PJ1 - P( !J.))~ is 

controled. This is an important improvement but the best must 

be not to control only one measure of the powerfunction but to 

know as much. as possible about the powerfunction. Manda11az and 

Mau (1981) have in a simulation study illustrated how large 

;. the probabi 1 i ty of fa 1 se.l~(\ re,Je,.cl;;\1l9 .~~ ... can be when methods with 

only control of 1 ~up (1 - P{ f.!. )) are used. Tihere are sever-
f.!. I>d . 

a1 equivalent formulations of methods. In fact in the paper of 
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Mandallaz and Mau mentioned above the hypotheses are formulated 

in the ordinary way but methods which are formulated as rules 

based on confidence intervals and which are equivalent to tests 

of the alternative hypotheses are examined. 

The size of the test of the interchanged hypothesis of e.g. 

H
A

: I p,l > d has caused some confusion. A clear derivation is 

found in Dah1bom and Holm (1986). According to Westlake (1981) 

the regulatory agencies mtght"suspectithat-the use of the true 

Si'z~- of "'a test of bio..,.equiVafence woul d appear as a too relaxed 

standard. Partly because of this pedagogical reason he suggests 
L_,,~~~~~--""'\"-""~-'-""~~~~~-"~"­

a rule oased on "symmetrica1 confidence intervals". The pro-

bability that such an interval covers the true value is not con-

stant but depends on the parameter value. 

2.4. Absolute index of deviation 

jlJarti n-Lof (1970, 1974) suggests "redundancy" as a measure of 

how good a model is. Redundancy is a measureus_edin information 

theory. Martin-Lof also presents a scale in which values of this 

characteristic correspond to livery bad", "bad", "good" and 

livery good" fit of the model. He has used this method in judge­

ments of models used in traffic research (Jonrup & Svensson 

1971) . 

Such an index would be very useful, but this method is contro-
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versial as is obvious by the discussion that followed the paper 

of 1974. It doesn't seem possible to state whether a model is 

"good enough" without considerations about the specific use of 

the model, i.e. what it is supposed to be good enough for. A nu­

merical deviation from a hypothesis can be negligible for one pur­

pose while it is of the greatest importance for another. 

2.5. Bayesian inference 

A comparison between posterior probabilities of HO and H, by 

the posterior odds depends on the sample size in quite a different 

way than in a significance test. For smaller sample sizes it 

gi ves smaller odds for i-: HO i'n cases where the si gnifi cance test 

would give the same evidence (e.g. just significant on the 5%­

-level). This coin~ides in many cases with the intuition. For 

large sample sizes we want smaller p -values to consider,the-dtffer~ 

ence to be important. However, the Baysian theory implies other 

difficulties and it is not generally accepted among applied statis­

ticians. 

Illuminating Bayes.ian formulations of some of the methods used for 

test of bloeq:uivalence;-~re~gfven by f\1anqallaz and Mall (198,1 ) and 

by th.e edi tor ina discussi on of the paper by Ki rkwood (1981 ) 
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2.6. Decision theory 

Sometimes you may have specified losses for actions based on HO 

and Rl fespectively. Then some decision rule, such as minimax, 

may be the appropriate solution. Often, however,; it is not pos~ 

sible to specifY' the losses. 

2.7. Powerfunction analysis 

The powerfunction of a test contains the information about the pro­

perties;of the test. Hiese°(:lroperties.should be adjusted to meet 

the requirements of the application. 

The powerfunction g,hould be examined before a test is performed 

to make sure that the test procedure has reasonable characteri s ... '. '0 

tics. The powerfunction contains all information about the proce­

dure. A few characteristics of the curve might be enough but at­

tempts to characterize the procedure by only one measure leeds to 

difficulties as was seella,o::oYe,oThe level and the slope of the 

power function are adjusted by the level of significance and the 

sample size. Too high power for alternatives close to HO can 

thus be avoided by letting Cl:' depend on n. Close alternatives 

to HO do often have nearly the same consequences as HO has. 

A low power is thus desirable for these alternatives. Construc­

tion of locally most powerful tests has the opposite aim, namely 

to maximize the power in the immediate surrounding of HO' How-
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In some cases, for instance when there are nuisance parameters, 

the examination of the power function can be complicated. But 

by approximations, estimates and examples it will generally be 

possible to illuminate the power to some extent. The desired 

power function is of course dependent on the application. A 

discussion with the expert on the application about the power 

for some relevant examples of situations both close and far 

from HO would thus be necessary. 

One kind of problem has a special status in these respects, 

namely those where the application is another statistical meth~ 

od. That is, a preparatory test is performed to decide about­

the main statistical analysis. This means that the statistician 

is the expert of the application and can settle the question of 

suitable power. There are thus possibilities of a unified and 

theoretical treatment of the problem. Some cases where prepara­

tory tests for different main methods are 'relevant VIi 11 be disc: 

cussed below. 

" 
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3. SOLUTIONS FOR PREPARATORY' TESTS 

3.1. General formulation 

Let the test characteristic of the main test be T and 

the rejection region for T at test on the desired level aT 

be RT • A preparatory test of some assumption of the main 

test is often performed. Often, the implicit aim of th1s preparato­

ry test is to make sure that the desired significance level·' aT 

is not much exeeded. Let Q be the test characteristic of the 

preparatory test and RQ the rejection region of Q. RQ 

is thus the region of Q corresponding to the decision that the 

assun;ption of the main test was npt a close enough approximation 

for the main test to be used on the nominal level: aT • 

Let a+ be a constant larger than aT and A 

models 

Let PQ be defined by 

supPr(Q£RQi a ) 
a fA 

a set of 

Let be the probability of rejection in the preparatory 

test when the assumption M about the main test is exactly ful-

filled, that is: 



13. 

a Q = P r (Q E RQ 1M) 

The risk of wrongly judging the assumption as not fulfilled is 

thus gi ven by a Q' The ri sk of wrongly judging the assump-

tion as approximately fulfilled is given by t - PQ . 

~dependi n9 on the set A.: However, it is not necessary to spec-

ify this set explicitlv in order to compute PQ The im-

plicit definition by the relation between aT and 0'+ will 

be sufficient. It is important that the main test and the pre­

paratory test correspond as ;s clear from the formulation above. 

3.2. Evaluation of a medical diagnostic method 

The problem to test whether a hypothesis is approximately 

true was present in an investigation of the visual field of the 

eye (Frisen 1974). This investigation was initiated by a hy­

pothesis that normal (healty) persons, in contrast to people 

with certain diseases, have elliptical isopters. An isopter is 

a representation of the locus of points on the retina with the 

same visual capacity. If the above hypothesis is true or approx-

imately true the ellipticity of isopters might be a diagnostic 

aid. As the isopters are observed with stochastic error, a sta-

tistical test, the main test, was constructed, on the basis of 

the characteristics of the ellipse, so that the power against 

those departures from elliptical shape which are present in dis-

eases was high. The test characteristic in this test was named 

T. The hypothesis that normal isopters satisfy elliptical shape 

well enough for T to be of diagnostic value was tested in a 



clinical trial by a preparatory test with the test characterist-

i c Q • 

RT is the rejection region for T at test at the significance 

level RQ is the region for Q corresponding to the 

decision that normal isopters differ too much from elliptical 

shape for T to be useful as a test characteristic. 

set of models for which 

where is a constant larger than aT 

A is the 

is the lower 

boundary of Pr (Q (RQ) ~ when the model is a member of A. 

a Q is the value of when the model is an ellipse. 

The term "elliptical enough" above can be specified by 

and The risk to wrongly judge the normal isopter ellip-

tical enough for T to be useful is then specified by 1 - PQ . 

The risk to wrongly judge the normal isopters not elliptical 

enough is specified by aQ' 

This means that any alternative to elliptical shape which has 

the probability of atl east-u'l- to be detectedi n future exam;­

nation of a patient~ by test on the significance level aT ~ 

has at least the probability PQ to be detected by the pre­

sent experiment. On the other hand~ the probability to reject 

the test characteristic TJ when normal isopters are exact el-

lipses except for stochastic variation} is a Q . By medical 



judgements numerical values were allotted to aT' a+ ' PQ 
and 

The resulting test procedure was examined by calculation of 

for several values of 

3.3. Test of homoscedasticity 

Analysis of variance requires homoscedasticity. It is 

sometimes recommended that one should begin with a preparatory 

test of homoscedasticity and proceed with the analysis of vari­

ance in unchanged form when - and only when - the first test does 

not lead to rejection. The usual test of homoscedasticity, 

Bartlett's test, is very sensitive for departures from the as­

sumtion of normality. The procedure has therefore been compa'i"­

ed-to & trip in a rowboat to check whether the sea, .:is . calm 

enough for a steam ship. However, there are other problems than 

the possible departures from normality. Even if a test demon­

strates that there are departures from homoscedasticity, this 

does not imply that analysis of variance should not be performed. 

The departure might still be so small that the effect of the ana-

lysis of variance is negligible for the practical purpose. On 

the other hand there might be departures which invalidate the an-

alysis in spite of no rejection in a testof.hompscedasticity. 

There are two possible consequences of an error in the condition 

(homoscedasticity) for the main test (analysis of variance). The 
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first is that the probability of rejection when HO is true 

might be larger than the nominal significance level. The second 

is that the power for alternatives in Hl might be less than 

what it had been if the Condition was fulfilled. 

The first consequence usually causes concern while the second 

one can be n'eglected. If this is the case, then the formulation 

given above can be used directly. T would be the test charac-

teristic in the main test (analysis of variance) while Q would 

be the test characteristic of the preparatory test (e.g. Bart­

lett's test). If also the second consequence is to be consider­

ed, the formulation is somewhat more complicated, but follows 

the same lines. 

3.4. Choice of parametric or non-parametric methods 

A widely accepted and used procedure is to use a test of 

goodness-of-fit (on a conventional level of significance). Par-

ametric methods are then thojen· according to whether 

accepted or rejected. 

An examined situation (Frise~ J982) , is the common one where a 

t -test is considered and chosen if a Kolmogorov-Smirnov test 

on the 5% level "accepts" the hypothesis of normal distri­

bution. 

It was demonstrated that with a fixed level of significance the 
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deviation will not be detected when the sample size is small, 

and~thus the effect is serious, but will be detected when the 

sample size is large, and the deviation doesn't matter. 

A more reasonable procedure in this respect was achieved with 

a constant critical value. 

3.5. Choice of prognosis model 

The choice of model for prognosis is often guided by a. 

preparatory test. The hypothesis that a tentative model is 

true is tested. If the hypothesis is "accepted ll the model 

is used for prognosis but if the hypothesis is rejected on some 

(often arbitrary) significance level another model is tried. 

This procedure of testing models is often done systematically 

on a large number of models. An example of this is the widely 

spread use of the standard programs of stepwise regression. 

The most commonly used versions of this method does not take into 

account the multiple test situation. Modifications to ensure 

that the test t'eally has the claimed significance level have 

been suggested e.g. by Mohn & Volden (1972). However 5 a cor­

rect specification of the size of the test does not solve the 

problems connected with the dilemma discussed in this paper. 

For a fixed level of significance tA~ complexity of the result­

ing mOdel will be strongly dependent on the size of the sample 

used for the preparatory test .. This is a warning:against ·the 

uncritical use of the procedure. 
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The problem could be approached as suggested in Section 2.6. 

by specifying the desired power for important alternatives. The 

"desired" power could be derived from a specification of the 

optimality criterion of the prognosis model. This specifica­

tion of what, exactly, is meant by a "good" prognosis wi 11 be 

a valuable step in all ccnstruction of methods for prognos~s, 

anyhow. A criterion which seems to be relevant for a vast 

number of applications is a minimum mean square deviation be­

tween the prognostic and tru~ vaJue. 

The problems of choosing variables in a linear regression model 
"!" " 

(Fris~n & Palm 1981) and of ~hoosing the order of an AR mod­

el (Frisen 1979) can be treated in this way. 

3.6. Preparatory test for estimation 

The estimator to be used in a specific application is de­

pendent on the conditions. Often a preparatory test on some 

condition (e.g. normality) is made. 

There is an interesting case of how a condition has influence 

on the choice of estimator in the theory of aggregation. Chip­

man (1976) has derived a criterion for the choice between two 

estimators. This criterion is of the type where the estimator f3 

is preferred ever f3* when and only when a parameter ~ of 

the model exceeds a numerical value, say ~k' A statistical 

test of the null hypothesis that ~ = ~k is also given by 



19. 

Chipman (1976). In order to take full advantage of Chipmans 

new result, it is of value to analyse the relation between the 

preparatory test (of A.= A. k) and the statistical features 

of tne estimators. Conditionally on the result of the test 

these features are not tne same as unconditionally. Also, the 

sample size will strongly influence the symmetry of the proce-

* dure with respect to the two estimators {3 and {3 This 

dilemma is again solved fly a proper ch.oice of the power of the 

preparatory test. These considerations are very similar to 

tnose descrifled for prognoses in Section 3.5. 
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