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Abstract 

Methods for on-line monitoring of business cycles are compared with respect to the ability 
of early prediction of the next turn by an alarm for a turn in a leading index. Three 
likelihood based methods for turning point detection are compared in detail by using the 
theory of statistical surveillance and by simulations. One of the methods is based on a 
Hidden Markov Model. Another includes a non-parametric estimation procedure. 
Evaluations are made of several features such as knowledge of shape and parameters of 
the curve, types and probabilities of transitions and smoothing. Results on the expected 
delay time to a correct alarm and the predictive value of an alarm are discussed. The 
three methods are also used to analyze an actual data set of a period of the Swedish 
industrial production. The relative merits of evaluation of methods by one real data set or 
by simulations are discussed. 

Key Words: Business cycle; Early warning; Monitoring; Optimal; Likelihood ratio; 
Bayes; Markov; HMM; Switching regime; Turning point; Non-parametric 

JEL Classification: C14, C15, C44, E32 



1 Introduction 

Leading economic indicators can be used to predict the turns of the business 
cycles. The turning point time of the general business cycle can be predicted by timely 
detection of the turns in a leading indicator. In this paper, predictions of the actual value 
of the business cycle are not discussed. Instead the methods discussed here are 
concerns with detecting the turning point time, i.e. a change from a recession phase to 
an expansion phase (or vice versa). Predictions of the turning point times can be made 
by using information from one or several time series, which are leading in relation to the 
actual business cycle. By applying a system for detecting turning pOints in a leading 
indicator we can receive early signals about the future behavior of the business cycle. 
For reviews and general discussions see e.g. Neftci (1982), Zarnowitz and Moore 
(1982), Westlund and Zackrisson (1986), Hackl and Westlund (1989), Zellner et al. 
(1991), Jun and Joo (1993), Lahiri and Wang (1994), Li and Dorfman (1996) and 
Birchenhall et al. (1999). 

Methods based on likelihood or posterior distributions have been in focus in 
recent years. In the general theory on statistical surveillance there are proofs for their 
optimality properties (see e.g. Shiryaev (1963) and Frisen and de Mare (1991 )). Many 
of the suggested methods are based on a hidden Markov model (HMM). 

In a surveillance situation repeated decisions are made, which is important to 
consider when the inference is made. Continual observation is made of a time series 
with the goal of detecting the turning point in the underlying process as soon as 
possible. For general reviews on statistical surveillance, see Shiryaev (1963), Frisen 
and de Mare (1991), Wetherhill and Brown (1991), Srivastava and Wu (1993), Lai 
(1995), Frisen and Wessman (1999) and Frisen (2002). 

In this paper some differences and similarities between suggested likelihood 
based methods for turning point detection in cyclical, economic processes are shortly 
described. Furthermore, there is a short description of how the methods perform when 
used to analyze an actual data set of a period of the Swedish industrial production. For 
details see Andersson et al. (2002a) and Andersson et al. (2002b). 

The paper is organized as follows. Section 2 contains a description of different 
likelihood based approaches. In Section 3 the results of the Monte Carlo study 
conducted in Andersson et al. (2002b) in order to compare the performance of three 
different likelihood based methods are briefly summarized. In Section 4 the three 
methods are used to analyze a period of the Swedish industrial production and the pros 
and cons of this way to evaluate methods is discussed. Section 5 contains a 
summarizing discussion. 
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2 Likelihood based surveillance for detection of turning points 

2.1 Model for each state 

The variable under surveillance, X, is a leading economic indicator. By monitoring 
X we want to detect a regime shift (a turning point) as soon as possible. The model for 
X discussed here is: 

X(Q = fl(Q + t:(Q, (1 ) 

where t:(t) -iid N[O; (Y2] and fl(Q is a stochastic process. 

The aim is to detect the change in fl, from expansion state to recession state (or 
vice versa). The definition of a turning point is that the regression of fl on time is 
monotonic within each regime: 

E[X]= = {fl(1) ::; fl(2) ::; ... ::; fl(t), t < r 
t flt fl(1) ::; ... ::; fl(r -1) and fl(r -Ire. ... ~ fl(t), t ~ r (2) 

where t=1 is in a period of expansion and ris the turning point from the expansion to a 
recession. The turning point time, 't, is stochastic and hence J.l is stochastic. 

Often a parametric assumption is used, for example that the regression is linear 
within each phase 

{

R +P ·t 
E[X(t)]=fl(t) = PO l' 

Po + PI . (r-l) - P2 . (t-r+ 1), 

t<r 

t'?r' 
(3) 

where t ={1, 2, ... }. A consequence is that the expected value of the differentiated 
process is assumed to be constant, conditional on the state: 

E[X(t)-X(t-1)] = {pfJp t < r , 
2' t ~r 

(4) 

where ~1 and ~2 often are assumed known. 

In addition to the assumption of linearity within phases it is sometimes assumed 
that the slopes are symmetrical for the two phases (~1=~2). 

The standard deviation (Y can be assumed to be different for recession and 
expansion. Here, the variance is assumed equal, as also in Andersson (2001). 
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2.2 Specifications of the events to be detected 

The unknown time when the underlying process fl changes from expansion to 
recession (a peak), or vice versa is denotedr. At decision time s an alarm statistic is 
used to discriminate between O(s) = {'Z" > s} and C(s) = {'Z" ::; s}. Knowledge of whether 
the next turn will be a trough or a peak is assumed. For a method that relies only on the 
assumption of monotonicity restrictions, the aim is to discriminate between the following 
two events: 

o (s): fl(1) ::; ... ::; fl(S) (5) 

C (s): fl( 1) ::; ... ::; fl( 'Z"-1) and fl( 'Z"-1) ~ fl( i) ~ .. ~ fl( s) 

where 'Z"={1, 2, ... , s} and at least one inequality is strict in the second part. 

If an additional assumption is made, namely that the regression consist of linear 
functions where the slopes are symmetrical for the two phases, then the aim is to 
discriminate between 0 and C, such that 

o (s): fl(S) = flo + /ks (6) 

C(s) = {u C( i)}, 

where C(i): fl(S) = Po + Pd'Z"-1) - Pds-'Z"+1) and where 'Z"={1, 2, ... , s} and Po and P1 are 
known constants. 

If a HMM is assumed, the situation is such that at decision time s an alarm 
statistic is used to discriminate between 

o (s): fl(s-1) ::; fl(S), 

C(s): fl(s-1) > fl(S). 

(7) 

When comparing (5) and (6) the difference between D and C is only the 
assumptions on fl(t). However, when a HMM is used, as in (7), the events are different 
also in another aspect. The apparently simpler event in the HMM approach is combined 
with a more complicated situation for the information of previous states. No knowledge 
of previous states is utilized in a HMM approach. Thus the events in (7) correspond to 
families of histories of states. Because of Markov dependence, the earlier observations 
carry information of the history of states. 

3 



2.3 Assumptions regarding transition probabilities 

The common assumption of a time invariant transition probabilities between the 
states is made for all three methods investigated here. 

When the information about the time and type (peak or trough) of the last turning 
point is utilized, as in (5) and (6) and Neftci (1982), it is sufficient with the single 
transition probability 

v = P(C(t)ID(t -1)) = P(r = tlr ~ t). (8) 

When the information about the time and type of the last turning point cannot be 
used, it is necessary to make a probability statement regarding the type of the next 
turning point as well as inference about whether the turning point has occurred. For this 
purpose, it is necessary to consider all previous possible turns. Therefore, two 
intensities are needed. The intensity parameters can be given as transition probabilities 
from expansion state to recession state and vice versa. 

One approach which will be described below is to use a non-informative prior for 
the turning point time. 

2.4 Alarm statistics and alarm limits 

The full likelihood ratio method (LR) has several optimality properties, see Frisen 
and de Mare (1991). The likelihood ratio method yields a minimum expected delay of 
an alarm for a fixed probability of false alarm. The full likelihood ratio method signals 
an alarm for the first time s for which 

(9) 

where fis the likelihood function and ks =(k/(1-k) . (P(O(s))/P(C(s))). 

For the situation where C is the complement of D, Frisen and de Mare (1991) 
demonstrated that the posterior probability approach is equivalent to the likelihood ratio 
approach. All methods considered here use a likelihood ratio based alarm statistic. 

The full likelihood ratio requires an assumption about 'to When no reliable 
information is available a non-informative prior can be used. This is sometimes named 
the Shiryaev-Roberts (SR) approach. 

4 



For the situation where Il(t) is modeled using linear functions with a symmetric 
turning point (see (6)) and where the SR approach is used, the alarm rule for the 
likelihood ratio at time s is written as 

(10) 

where k1 is a constant alarm limit. This method is hereafter referred to as the SRlin 
method. 

Frisen (1994) suggested a method where no knowledge of 11 is assumed, other 
than the monotonicity restrictions in (5), and where the SR approach regarding the 
intensity is used. This method was evaluated by Andersson (2002) and Andersson et 
al. (2002b). The alarm rule is 

s I(xslft = jiCt) 
L >k2, 
t=1 I(xslft = jiD) 

(11 ) 

where k2 is a constant alarm limit, jiD is the maximum likelihood estimator of the vector 

ft under the monotonicity restriction 0 (see e.g. Robertson et al. (1988)) and jiCt is the 

maximum likelihood estimator of the vector ft under the monotonicity restriction Ct (see 
Frisen (1986)). This method is hereafter referred to as the MSR method. 

In Hidden Markov Modeling (HMM) approaches, e.g. Neftci (1982), Hamilton 
(1989), Layton (1996), Koskinen and Oller (1998) and Kim and Nelson (1998) the 
posterior probability is used as the alarm statistic. Thus the method signals an alarm as 
soon as 

(12) 

where c often is choosen to 0.5. The method where this alarm rule is used and where 
the expected value of the differentiated series is assumed to be constant, conditional 
on the regime, is hereafter referred to as the PHM method. 

In the literature on surveillance the constants are often set so that the false alarms 
are under control. The most common way is to control the ARLO, (the Average Run 
Length to the first false alarm). Another way, which is used here, is to control the MRLo, 
which is the median run length. 

In much of the theoretical work, e.g. Shiryaev (1963) and Frisen and de Mare 
(1991) and especially where optimality theorems are available, the false alarms are 
measured by the total probability of false alarm 

00 

P(tA< '0= L P( r = i) . pet A < ilD) . 
i=l 

(13) 
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For this measure it is necessary to specify the distribution of't. 

3 Evaluation of likelihood based methods by a Monte Carlo study 

Andersson et al. (2002b) report a Monte Carlo study of the performance of the 
SRlin, MSR and PHM methods. The comparison was made with respect to the delay of 
motivated alarms and the predictive value of an alarm. The methods were made 
comparable by adjusting the alarm limit so that a false alarm property (MRLo) is 
comparable. Two situations were investigated: i) when the correct parameter values 
were used and ii) when the regression is miss-specified. In this section a brief summary 
of the results from the study is made. 

3.1 Correct parametric specifications 

If the parametric model and the parameter values used by the SRlin and PHM 
methods are completely known then it is an advantage to use this information. As 
expected the SRlin method has a shorter expected delay than the MSR method. 

The PHM method does not use known information on earlier turns and thus have 
worse properties than the SRlin method (and in some respects also than the MSR 
method). The conditional expected delay of a motivated alarm is highest for MSR, for 
very small values of r. The MSR method needs more observations to have enough 
evidence of a turn. After that, the delay is slightly shorter for MSR, compared to PHM. 
For PHM, the effect of T is very small. The SRlin method has the shortest delay for 
every r. 

The PHM method has more frequent false alarms at early time points, but low 
alarm probability later compared with that of the SRlin and especially MSR. The total 
probability of a false alarm, P(tA < T), is investigated for a geometriC distribution with 
intensity v. When comparing the methods, MSR has the smallest false alarm 
probability, whereas PHM has the largest for every value of the intensity, v. As a result 
of the assumption of a geometric distribution for To the alarms at the beginning have a 
great influence on P(tA < 1). The large false alarm probability for PHM for all v is a result 
of the error-spending curve of PHM, with many early alarms. 

The predictive value of an alarm at time t, PV(~ = P( T~ tl tA = t) reflects the trust 
you should have in an alarm. Under the assumption of a geometric distribution with 
intensity v =0.1, it is shown that the price for the high alarm probability in the first point 
for the PHM method is that those alarms are of little value. PV(1) is very high for MSR, 
as a result of the very low false alarm rate at t=1. The MSR method places no 
parametric restrictions on the turning point curve. All information about the curve comes 
from data. For small values of t the number of observed data is very small and thus the 
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data have to be very extreme in order to call an alarm. However, as t increases (and 
the number of observations increases) the information about the curve is improved. 

3.2 Parameters miss-specified 

In practice neither the regression model nor the values of the parameters are 
known. If the slopes (expansion- and recession-) are estimated from a short period, 
then the parameters might be very wrongly specified. Both the SRlin method and the 
PHM method use information from previous expansion and recession phases in the 
alarm statistic and for parameter estimation. We have determined (by simulations) the 
95% confidence limits for the parameters when estimated by a procedure used in 
practice. We have then examined the effect of errors in parameters when using the 
confidence limit instead of the true value. 

If only the slope after the turning point (the post-peak slope) is wrongly specified, 
then there are only minor effects on the false alarms, the delay of a motivated alarm 
and the predictive value of an alarm. The predictive value is very similar between the 
correctly specified post-peak slope and the miss-specified post-peak slope, except at 
t=1. The difference is due to the difference in the error-spending curve. When the post­
peak slope is specified as being too flat, then the alarm statistic is optimized to detect a 
smaller change (flatter post-peak slope) and therefore the alarms are located later on. 
The result is few alarms at early time pOints, which results in a high predictive value for 
t=1. The opposite holds for a too steep post-peak slope. 

However, wrong specification of also the pre-peak slope has a major influence. 
For incorrect specification with both slopes being too steep, the false alarm probability 
is very low for small t. This is due to the increasing difference between the true and 
specified states. For small t this difference is small. However, as t increases, so does 
the difference. Thus, the likelihood for the specified D-state decreases and therefore, 
the alarm probability increases. The low false alarm probability is a result of the error­
spending curve with few early alarms, in contrast to using correctly specified slopes that 
result in many early alarms. 

For small and intermediate values of 1; the delay conditional on r is longer if both 
slopes are incorrectly specified so that both slopes are too steep. As r increases, the 
conditional delay decreases towards an asymptote, zero. Thus for the situation where 
both slopes are miss-specified, the resulting delay is large unless the turning point 
occurs very late. In contrast, the non-parametric approach, MSR, has a long delay time 
for extremely early turns, but quickly reaches a reasonable asymptotic value. 

The conclusion is that wrong assumptions about slopes do have a major effect on 
the properties and that the MSR method gives a safe way to avoid this. 
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4 Using methods for turning point detection on real data 

When suggesting a new statistical method, one often wants to evaluate the 
method and establish its strong and weak sides. If the evaluation is made by a Monte 
Carlo study, it is possible to make statements about, for example, the standard errors of 
the evaluation measures. However, ultimately the method will be used on real data, 
which presents some additional problems, such as seasonal variation, presence of 
trend, autocorrelation and noise, how to handle the situation with several cyclical 
processes. In the paper by Andersson et al. (2002a), these problems are also 
discussed and here a brief description is given. 

4.1 Special data problems 

4.1.1 Smoothing 

The smoothing of observations reduces the variance and hence reduces the false 
alarm probability. The alarm limit 0.5 is often used for the posterior probability. This will 
not correspond to a desired false alarm rate. Therefore one suggestion for reducing the 
false alarm rate is to smooth the observations. Oller (1986) and Koskinen and Oller 
(1998) use exponential weights. Hall et al. (1995) use smoothing by kernel estimators. 
However, there are also disadvantages. The smoothing will introduce an auto­
correlation and reduce the distinctness of the turning point. The surveillance method 
EWMA (see e.g. Crowder (1987), Domangue and Patch (1991) and Frisen and 
Sonesson (2001)), which is designed for a controlled false alarm rate at the same time 
as the variability is reduced by smoothing, might be an alternative. 

In a Monte Carlo study (Andersson et al. (2002a)), the effect of smoothing is 
investigated for the PHM method. The skewness of the density of the time of the alarm 
is different depending on whether the data is smoothed or not. It was shown that the 
reduced distinctness of the turning point, due to smoothing, decreases the probability of 
successful detection. 

4.1.2 Seasonality 

Leading economic indicators are often measured monthly or quarterly and thus 
often contain seasonal variation, which could complicate the monitoring. The seasonal 
variation can be considerable. Seasonality cannot be neglected in the monitoring 
without the risk of seriously wrong conclusions. However, when adjusting for 
seasonality, it is important that the structure of the original series is not disturbed and 
that the time of the turning point is preserved (see e.g. Ghysel and Perron (1996) and 
Franses and Paap (1999) ). 

8 



It is demonstrated, in Andersson and Bock (2001), that in a surveillance situation 
the detection is delayed when a data transformation such as differentiating or moving 
average is used. 

4.1.3 Autocorrelation 

Lahiri and Wang (1994) evaluate the performance of models with autocorrelation 
of order r={O, 1, 2, 3, 4}. They find that the introduction of autocorrelation in the errors 
increases the risk of wrong inference concerning turning points. If the assumption of a 
time dependent stochastic term is used, when the process is in fact autocorrelated, the 
result is an increased false alarm probability. This effect of autocorrelation can be dealt 
with by adjusting the alarm limit. It is sometimes argued (see Ivanova et al. (2000)) that 
the effect of the autoregressive parameters will largely be captured by the probabilities 
of remaining in the current state. Most suggested approaches for the detection of turns 
in business cycles assume independent observations conditionally on the state. 

4.1.4 Trend 

Many macroeconomic variables can be characterized as cyclical movements 
around a trend and sometimes it is useful to adjust for the trend. Adjusting for trend 
implies a data transformation, which may result in a distortion of the characteristics of 
the original series. Gordon (1997) warns against using other information from the data 
than that which is directly associated with the business cycle turning points. Trend 
removal is discussed by Canova (1998) and Canova (1999) and one conclusion is that 
statements concerning the turning points are not independent of the statistical 
assumptions needed to extract trends. 

In most HMM approaches and also the one considered here (PHM), differentiation 
is used as a way of adjusting for the trend. In the HMM approaches a long series is 
used in order to extract information about all earlier turns. However for the SRlin and 
MSR methods the knowledge on the last turn is utilized and thus the need for trend 
adjustment is less since only a short time series is analyzed. 

4.1.5 Several leading indicators 

By the common movement approach (Stock and Watson (1991) and Stock and 
Watson (1993)), a business cycle is characterized as the cyclical movement of many 
economical activities. Important information is contained in the relation between the 
turns of different indices. The common movements of coincident variables arise from an 
unobservable common factor (the overall state of the economy). Diebold and 
Rudebusch (1996) consider the common movements of coincident variables where the 
common factor depends on a hidden Markov chain with two states. Birchenhall et al. 
(1999) extract a business-cycle index from a vector of time series. 

In Koskinen and Oller (1998) a joint vector of leading indicators with a common 
time of turn is monitored. When several variables have the same change point (or a 
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known lag) Wessman (1998) demonstrates that the minimal sufficient alarm statistic is 
univariate. Thus a reduction to a univariate statistic is possible. For reviews on 
multivariate surveillance, see Wessman (1999) and Frisen (2002). 

4.2 Evaluation by data on the Swedish industrial production 

A common way to evaluate a method for turning point detection is to apply it on a 
set of real data. This is done in Andersson et al. (2002a) and here a brief summary of 
the results is given. 

Seasonally adjusted quarterly data on the (logarithm of the) Swedish industrial 
production is used, from the period 198702:199202. For this period, according to 
official records (National Institute of Economic Research (1992)), the transition from 
expansion to recession occurs after 11 quarters (almost 3 years). All three methods 
(MSR, PHM and SRI in) give alarms earlier than the official times for this set of data. 

SRlin and PHM use the assumption of a piecewise linear model, which fits less 
well since the slope is decreasing just before the turning point. McOueen and Thorley 
(1993) discuss this common phenomenon. If a plateau is an early indication of a 
coming recession, then the early alarms for the three methods can be considered to be 
an advantage, since they can be seen as warnings. 

The model in a simulation study might not be representative of the process we 
want to study, whereas an actual data set certainly is representative. However, the 
actual data set might deviate stochastically from the process of interest. One difficulty 
with evaluation of the properties of a method by one sample of real data is the definition 
of the turning point. Another difficulty is to know whether the sample is an extreme 
result or typical. By using several real data sets (instead of just one) in the evaluation, 
the stochastic variation in the measures of evaluation would be reduced. However, 
these analyses must be independent (for example regarding the estimates of the 
parameters), in order to reduce the variance of the stochastic components. 

5 Discussion 

Three likelihood based methods (MSR, PHM and SRlin) has been presented. 
Differences and similarities between the methods have been pointed out. 

The PHM method (contrary to the other two) does not assume knowledge of the 
type of the next turn, which has a major impact on the test statistic. Because this 
information is not used, there are frequent false alarms at early time points, but low 
alarm probability later. The results of this allocation of the alarm probability are short 
delay for alarm for early changes, but long delays for changes that occur late. 

The intensity of a turning point is an important parameter. The most common 
assumption is that the intensity is constant and that the transition probabilities are 
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constant over the cycles. A constant transition probability implies that the time of the 
turn has a geometric distribution, with the highest values at the early times, which is not 
in accordance with reality for business cycles. If the intensity is estimated from 
historical data, then the impact of the actual data would be reduced. It is very important 
that the monitoring system has the ability to detect a turning point also when this 
happens at an unexpected time. Thus, here we prefer to use a non-informative prior for 
the time of the turn (the SR approach). 

Using a parametric model improves the performance of a method if the parameter 
information is reliable. But a wrongly specified parametric model has serious effects. 
The non-parametric approach, which only uses the change in monotonicity, has the 
advantage that it works also when reliable information on the parametric function is not 
available. Also important is that the non-parametric method does not assume that all 
expansion phases (or recession phases) have the same level and parametric shape. 
Thus, the very bad properties demonstrated for wrong specification of the slope give a 
warning. The safe way by the MSR method might be preferred. 

A period of the Swedish industrial production is analyzed in Section 4, in order to 
compare the three methods. For this data set all three methods call an alarm before the 
turn, largely due to the fact that the slope is decreasing just before the transition. This is 
not necessarily a disadvantage. The drawback of evaluation by real data is that one is 
limited to one or a few replicates. Thereby it is hard to make inference about the 
certainty of the results. 
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