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Abstract 

A statistical surveillance situation which involves the simultaneous 
surveillance of several processes is treated. Some recently suggested 
multivariate methods are discussed together with a new method based 
on the likelihood ratio. The emphasis in the discussion is put on differ­
ent ways to combine information from each time point. The methods 
treated represent different approaches in this aspect to the construc­
tion of multivariate surveillance methods. Shewhart type methods 
are used to handle the information over time. Comparisons of these 
methods are made when two processes, which are observed through bi­
variate normal variables, are surveilled for sudden shifts in the means 
with known and constant covariance structure. Also, the effects of dif­
ferent change points for the variables are considered. Generalisations 
to the multivariate case of the ARL and the probability of a successful 
detection are suggested. The main difference in performance between 
the compared methods is shown to be between methods based on the 
marginal and joint distributions of the variables. It is also shown 
how the choice of method depends on both on the correlation between 
the variables and when the time when a second change point can be 
expected. 

Acknowledgement 1 I am grateful to Prof. M. Frisen for her sug­
gestions and encouragement at all stages in the preparation of this 
work. 
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1 Introduction 

Statistical surveillance considers a problem that appears in most fields of 
application; a random process 8 (t) in time must be monitored to detect an 
important change as quickly as possible and with a minimum of false alarms. 

A variable X (t) with some distribution Pe(t) dependent on this process 
is therefore observed sequentially over time. After each new observation a 
decision based on these observations is made on whether or not a change has 
occurred. As the interest in the underlying process is entirely on the change 
point 7, we may write the underlying process of interest as 8 (t) = {I{T::;t}}. 
This paper is restricted to cases when a change occurs in the distribution of 
the variables from a known in-control distribution pO to a distribution pI, 
the latter belonging to a finite family of known out-of-control distributions. 

Many surveillance situations involve several, often dependent, variables, 
X (t) = (Xl (t) , ... ,Xp (t)). If, in such multivariate situations, we expect 
a single change point 7 where all the variables change simultaneously, the 
problem can be transformed into a univariate surveillance problem, see Wess­
man (1998). However, a multivariate surveillance situation typically involves 
surveillance of several processes where each component process may change 
at a different point. The multivariate surveillance problem thus generally 
involves several change points. 

Consider for example the surveillance of product quality in a manufac­
turing process. The quality of a product is usually defined by numerous 
variables such as dimensions, breaking strength, numbers of flaws in the fin­
ish of the product etc. depending on the product. It is common to surveil 
several such variables. Depending on the manufacturing process conserned 
it may be suitable to assume that a change will occur simultaneously in all 
the variables or that it may occur only in one of several possible subsets of 
the surveilled variables. 

Here the case where each variable is restricted to one change during the 
surveillance, is considered. Thus up to p change points, (71, ... ,7 p), are 
possible. For a specific surveillance situation some structural order of the 
occurrence of these changes might exist. Hawkins (1993) for example consid­
ers what he calls a cascade type process where a natural order in which the 
variables change exists. This case will not be discussed here. 

For situations with several change points a definition may be necessary of 
when the multivariate process e (t) = (81 (t) , ... ,8p (t)) is to be considered 
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out-of-control. In this paper the first change point occurring is considered 
as the change point of interest. That is, if any variable departs from its 
in-control distribution the process will be considered as out-of-control. Al­
though we are only interested in detecting the first change, any subsequent 
change will influence the distribution of the observation process and thus the 
properties of a surveillance method. It is therefore of interest to include the 
following changes when comparing surveillance methods. 

A number of multivariate surveillance methods based on well-known uni­
variate surveillance methods such as the Shewhart, CUSUM and EWMA 
methods have been suggested so far. The adoption of these univariate meth­
ods to multivariate surveillance usually runs along two lines. According to 
the first approach, (a) parallel univariate surveillance methods are applied 
separately to each observed variable and an alarm is given when the first 
of these gives a signals. Multivariate surveillance methods based on parallel 
Shewhart have, been suggested by e.g. Timm (1996) and parallel CUSUM 
methods by among others Woodall and Ncube (1985). According to the 
second approach (b) the information from the different variables is first com­
bined by a real-valued statistic. The statistic is then surveilled using some 
common univariate method. Examples of this type of surveillance method are 
the methods suggested by Hotelling (1947) and Crosier (1988) who suggested 
Shewhart and CUSUM methods respectively based on the T2-statistic. This 
classification of methods is based on technical aspects of the form of the 
alarm function and does not take into account the inferential aspects on 
which amount of information used. 

Another way to categorise multivariate surveillance methods is to con­
sider which information they use at each decision point, how the method 
combines available information over time as well as how the method combines 
information from one single observation point. The former is of interest in 
surveillance in general but the latter is specific for multivariate surveillance. 
This paper considers the latter. For this reason the multivariate methods 
considered in this paper are all of the Shewhart type, that is, they base their 
decision on information only from the last observation point. 

This simplifies the comparison between the two approaches (a) and (b) 
of combining information between variables. The methods considered here 
for combining information are the T2-statistic discussed by, a.o. Alt (1985), 
and two types of finite intersection statistics, suggested by Hayter and Tsui 
(1994) and Hawkins (1991), and a surveillance method derived from the LR­
procedure to construct surveillance methods described by Frisen and de Mare 
(1991). 
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The comparison is made for the case of simultaneous surveillance of two 
processes observed at discrete intervals through two correlated standard nor­
mal variables. The observations are independent over time and the covari­
ance structure between variables is considered to be known. Each process is 
allowed to experience up to one change during the surveillance period. 

In Section 2 the surveillance problem considered here is described. In 
Section 3 the surveillance methods considered are described. In Section 4 the 
results of the comparisons are presented and discussed. Finally, in Section 5, 
some concluding remarks are made. 

2 Specification of the process 

We consider a situation where the distribution of each observed variable, 
Xi = {Xi (t)}tET' i = 1, ... ,p, can only change once, from a known in­
control distribution, Ft, to a new known out-of-control distribution, FJe. 
The change points, Ti, i = I, ... ,p, where these changes occur, are unknown 
random time points with some joint distribution G and marginal densities 
gi defined on T = {I, 2, ... }. Given the change points, the observations are 
time independent observations, that is if Xi (Tz) = {Xi (t) : t E Tz}: 

Xl (Tz) I(Tl,·.· ,Tp) ..l X 2 (Tr) I(Tl, ... ,Tp) ,\lTz, Tr C N, Tz n Tr = 0, 
i = 1, ... ,p. 

Numerical comparisons are made for the bivariate case, p = 2, with vari­
ables that, given the change points (Tl' T2), are distributed (Xl (t), X 2 (t)) r-v 

N2 (J-L (t) , I;) , t = 1,2, ... with covariance 

p2 = E [(Xl (t) - P,l (t)) (X2 (t) - P,2 (t))] 

and unit variance (Jii = 1. The comparison is restricted to cases with positive 
correlation, p ~ 0, the effect of negative correlation is only briefly discussed. 
Let T(l) = min(Tl,T2) and T(2) = max (T1,T2). The family of joint densities 
possible for (Xl (t) ,X2 (t)) is in this case 

I 
FOO 

FlO 

F= FO l 

Fll 

t < T(l) 
Tl ::; t < T2 

T2 ::; t < T1 

T(2) ::; t 
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where all included distributions are known and let t j be the corresponding 
densities. The unobserved processes of interest can thus be defined as e (t) = 

(l{Tl2:t}, 1{T22:t})· 

The case when a sudden shift in the mean from a known in-control level 
J-L0o to known out of control levels, J-L 10, J-L01 or J-L 11 , is considered. Furthermore 
we write J-Li j = (lA, f.L~)' ,i, j = 0,1. When in the comparisons a specification 
of the distribution of the change points is necessary they are specified by 
a bivariate geometric distribution defined on {I, 2, ... } x {I, 2, ... } with 
intensities (VlO, VOl, V11). 

3 Methods 

The primary goal in surveillance is to, on-line, detect the change points as 
fast as possible and with a minimum of false alarms. To our aid we have the 
observations made so far, 

Xt=(X(l), ... ,X(t)) = ((Xd1), ... ,Xp(l))', ... ,(Xdt), ... ,Xp(t))') , 

and any knowledge about the distribution of the observed variables. In our 
bivariate case the possible distributions for X (t) given the change points are 
:F = {Fij;i,j = 0, I}, and any apriori information available on the distribu­
tion of the change points. 

To detect a change a surveillance method is used to signal an alarm 
whenever sufficient evidence of a change exists. The surveillance method can 
be defined through a stopping rule 

tA = min {t JXtEAt ~ VxJ 

where VXt is the set of all possible values of Xt and At, are the values of Xt 
for which alarms are made. Based on the observations made up to time s 
this stopping rule decides, after each new observation, if an alarm should be 
made or not. 

The alarm region, At, is usually defined through an alarm function p (. ) 
and a critical limit, k (t), so that the surveillance method may be defined by 

t A = min {t : p ( Xt) > k (t) } . 

The critical limit determines the size of the alarm region and is usually set 
to give a certain false alarm rate. The false alarm rate is usually measured 
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by the average time to an alarm when no change occurs, ARLo. This will be 
discussed further in Section 4. 

The alarm function determines the shape of the alarm region and by that 
the method's properties in different situations. In our case the ability to 
detect shifts occurring in only one or in both of the variables is of interest. 

The surveillance methods considered in this paper are all Shewhart type 
methods and can be defined by stopping rules of the form 

tA min {t : x (t) E A (t) ~ VX(t) } 

min{t: p(x(t)) > k}. 

Thus, they base their alarm functions only on the last observation made 
which give them alarm regions of a simple form. This makes them suitable 
for comparing different ways to combine the information from one observation 
time point. 

3.1 Methods based on the marginal distributions 

One approach to the construction of a multivariate surveillance method is 
to use the marginal distribution of the observed variables to construct the 
alarm function. The most common example of such a method is to apply 
separate surveillance methods for each variable and to signal an alarm when 
the first of these component methods signals. 

A multivariate surveillance method constructed in this way is a special 
case of a type of method which is defined by the stopping rule 

where tA,i = min {t : Pi (Xt ) > ki (tn, i = 1, ... ,r are the r > 1 component 
surveillance methods. These component surveillance methods are specified 
to detect specific changes in the multivariate variable, usually changes in the 
individual variables. The methods considered have r = p component meth­
ods, tA,i, each constructed to detect a change in the i:th variable. However, 
the set of component methods could also include other combinations of the 
surveilled variables such as for example some or all of the principal compo­
nents, as suggested by for example Jackson (1985). Reasons for applying 
this type of approach include of surveillance methods are usually simple to 
construct and that these methods have diagnostic properties regarding which 
of the component processes that has changed. 
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Recently multivariate surveillance methods based on the union intersec­
tion principle applied on the marginal distribution have been suggested by for 
example Hayter and Tsui (1994) and Timm (1996). They suggest methods 
based on separate parallel Shewhart methods where the component meth­
ods are based on the marginal distributions of the observed variables. Also, 
other multivariate surveillance methods of this type have been suggested. For 
example Woodall and Ncube (1985) suggested the use of parallel CUSUM 
methods. 

Hayter and Tsui (1994) suggested a multivariate method for detecting 
changes in the mean of a multivariate normally distributed random variable 
based on the component surveillance methods 

tA,i = min {t: IXi (;ii- fL?1 > k } 

where fL? is the in-control level and 0"7i is the variance for the Xi. An alarm 
is signalled as soon as 

tA = min {t I max [IXdt
) - fL?l] > k} 

l:St:Sp O"ii 

and the critical limit is set so that the false alarm rate is controlled exactly 
at a given level Poo. It is the exact control of Poo that distinguishes their 
method from earlier suggested methods of this type. This method will be 
referred to as the M (two) in the discussion below. 

Notice that the random variables are standardized in the alarm func­
tions and that the critical limits are equal. Thus, equal weights are given 
to all variables in t A. This choice of identical critical limits is appropri­
ate when we assume that all variables have the same intensity, v (t) = 

P (Ti = t ITi 2: t) ,i = 1, ... , P of a change and changes of the same mag­
nitude, IfL; I = 0, i = I, ... , p, are expected in all variables. 

Thus the alarm function excludes any knowledge of the correlation struc­
ture between observations made at the same time point and can be based on 
the marginal log likelihood ratios, 

log{lri(x(t))} = log {fl(xi(t))/fO(x;(t))},i = 1,2. (2) 

A one-sided version of this method to detect an increase in the mean 
values is also considered. Based on the statistic 

(3) 

7 



it signals at 

tA = min (t I max [lri (X (t))] > kt) . 
l::;,::;p 

(4) 

Note that also here the critical limit is identical for all component processes. 
This method will be referred to as M ( one) . 

Timm (1996) noted that this is approach is equivalent with a sequential 
use of the single step Finite Intersection Test (FIT) of Krishnaiah (1979) 
where the familywise error (FvVE) is controlled at a level.!.. Timm therefore 

'Y 
called this method the FIT-method. The FWE is the probability that at 
least one of the component surveillance methods signals a false alarm at a 
given time t. As, according to Hochberg and Tamhane (1987), any union 
intersection method on a finite set controlling familywise error (FWE) can 
be called an FIT method, this is not the only FIT method possible. For a 
more thorough discussion of FWE see a.o. Hochberg and Tamhane (1987). 

3.2 Methods based on the joint distribution 

A possible drawback of the method based on the marginal distributions is 
that the component methods, tA,i, i = 1, ... ,r, does not use the information 
of a change in variable Xi available in the other variables. Several multivari­
ate surveillance methods with alarm functions based on the joint distribution 
which combine information from all variables has also been considered. 

3.2.1 A parallel surveillance method 

Hawkins (1991) suggests a method technically similar to the M-method of 
Hayter and Tsui (1994) where the component methods are based on the 
scaled residuals from the regression of each variable on all others, that is, he 
surveilled the transformed variable 

Z (t) =LX (t) 

where L = V diag (I:-l )-1I:-1, I: as before the covariance matrix, instead of 

the original variables X (t). Thus, each component alarm function is based 
on the joint distribution of the observed variables. Hawkins (1991) noted 
that this is the same as to base the component surveillance methods on the 
likelihood ratios. 
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For P = 2 these are 

10 flO (x (t)) 01 f Ol (x (t)) 
lr (x (t)) = fOO (x (t)) and lr (x (t)) = fOO (x (t))" (5) 

If the observed variables are distributed X(t) d N2 (/-L00, 2:,), when the 
processes are in control, then the transformation becomes 

Z (t) = 1 [ Xl (t) - pX2 (t) 1 
J1- p2 X 2 (t)-pXl (t) . 

Hawkins (1991) suggests surveillance methods based on either parallel She­
whart or CUSUM methods for each Zi' We shall consider a one-sided parallel 
Shewhart method based on Z. The surveillance method considered is based 
on the stopping rule t:4 = min (t:4,l' t:4,2) where 

t:4,l 

t:4,2 = 

mm t: > z 
. { Xl (t) - pX2 (t) k} 

}1- p2 

min {t : X 2 (t) - pX l (t) > kz} . 
}1- p2 

thus the stopping rule can alternatively be written t:4 = {t : max [Zi (t)] > kz} 
1:Si:S2 

or t:4 = {t : max [lrlO (x (t)), lrOl (x (t))] > kz }. This method will hereafter 
be referred to as Hawkins method or H(one). 

3.2.2 The T2-Method 

The first multivariate surveillance method based on the joint distribution was 
probably the T2-method of Hotelling (1947), which, for a known covariance 
matrix is based on the alarm statistic 

PT2 (x (t)) = (x (t) - /-L00 )' 2:,-1 (x (t) - /-L00 ) , 

see for example Alt (1985). A number of other methods, based on the T2_ 
statistic, have since then been suggested. For example Alwan (1986) and 
Crosier (1988) have suggested the use of a CUSUM method based on this 
function. 

The T2-method is based on the stopping rule 

tA = min {t jPT2 (X (t)) > X;,aJ (6) 
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where X~,a is the upper a percentile for the X2-distribution with p df. In 
contrast to the previous methods, no specification of type or size of the shift 
is necessary, the T 2-method being based on a pure significance test. As noted 
by Hawkins (1991) there is a relation between the H(one)-method and the 
T2-statistic. In the case considered we have 

PTl (X (t)) = t (Xd t ) - fl?) Zdt) 
i=1 jl - p2 

thus the alarm function of the T2-method can be written as a function of the 
likelihoods lr lO (x (t)) (5) and the marginal likelihood ratios lri (x (t)) (2). 

3.2.3 Likelihood ratio methods 

All the methods discussed here so far can be expressed by combinations 
of partial likelihoods. A method based on the full likelihood is the general 
likelihood ratio method discussed by Frisen and de Mare (1991) for univariate 
surveillance. It is based on the alarm function 

LR (X IC (t)) = dP (Xt IC (t)) . 
t dP (Xt I D (t) ) 

(7) 

where C (t) is the critical event of interest concerning (T1' T2) and D (t) = 

{T(l) > t}. The method signals an alarm when 

tA =min{tILR(XtIC(t)) > k(t)} 

where the critical limit may depend on time. Frisen and de Mare (1991) 
showed that a surveillance method constructed this way is optimal in the 
following sence: 

Theorem 1 For specified false alarm probability P (XtEAt ID (t)) the gen­
eral likelihood ratio method maximises the probability P (XtEAt IC (t)) 
of detecting the critical event C (t) of interest. 

In the univariate case the LR-method is equivalent to the ordinary 8he­
whart method when the critical event is specified as C (t) = {T = t}. If in 
the multivariate case the critical event is specified as C (t) = {T (1) = t}, the 
alarm statistic reduces to 

( 1 ) 
dP (X (t) IT(l) = t) 

L R X T ( ) = t = ---'-----'---'--'-----'-
t 1 dP (X (t) IT(l) > t) 
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and depends also here on the last observation only. The LR-method defined 
to detect {T(1) = t} is thus a Shewhart type method as defined here. 

As this alarm function can be written as 

dP (X (t) IT(l) = t) 
dP (X (t) IT(l) > t) 

the LR-method for detecting {T(l) = t} can be written as 

tA = min {t .. t Wij (t) lrij (x (t)) > k} 
t,J=O:(t,J )#(0,0) 

with the weights 

{ 
:~~ = ; ~ ~~ > ~: ~~ > ~ I~~~~ ~ 1 . 
Wll = P (T1 = T2 = t IT(1) = t) 

(8) 

The alarm function is thus a weighted sum of the possible likelihood ra­
tios, l r

ij (x (t)) = t j (x (t)) / fOO (x (t)) , (i, j) i=- (0, 0), and dependent on the 
distribution of the change points T1 and T2. 

In certain situations the critical limit for the alarm function is made de­
pendent on time, see Frisen and Wessman (1999), but it is here held constant 
over time, k (t) = k. The method (8) is in the following referred to as the 
LRw-method. 

Note that the weights, Wij (t), are proportional to the probability that a 
change occurring at time t is in that specific direction. Thus, WlO (t) > WOl (t) 
for example, indicates that a change in the first process is more likely at time 
t. The size of the third weight, Wu (t), can be seen as reflecting the correlation 
between the two change points at t for which the method is optimal. 

The LR-method is, if not otherwise stated, specified with the weights, 

w* = (w;o, w~l' W;l)' = ( v'2 - 1, v'2 - 1, ( v'2 - 1) 2) . (9) 
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These weights correspond to choosing the weights as Wu = wio. Two other 
choices are also briefly considered, w = 0, ~, ~) and w = U' L ~), corre­
sponding to specifying the weights as Wll = WlO and Wu = 2WlO· 

The weights w* also correspond to the case with uncorrelated change 
points and equal marginal intensities v ;:::::; 0.3. More generally, for given equal 
marginal densities, v, these weights correspond with a correlation between 
change points of 

(7rv - v2
) V 

w' 2 v - .:::.lQ V 
J2 

Thus, these weights also correspond to cases with other marginal inten­
sities. For example, if the marginal intensities are lower than 0.3 but still 
equal, then the weights correspond to a situation with positive correlation 
between the change points. 

4 Results and discussion 

4.1 The run length distribution 

As the Shewhart type method depend only on the distribution of the last 
observation the alarm probabilities at a given time point are 

where 
\ 

Poo t < T(l) 

P(tA = tltA 2: t) = PlO Tl::; t < T2 . 
POI T2::; t < Tl 

PH T (2) ::; t 

\ 

Poo = P (tA = t ItA 2: t, T(l) > t) 
PlO = P (tA = t ItA 2: t, Tl ::; t, T2 > t) 
POI = P (t A = tit A 2: t, T 1 > t, T 2 ::; t) 
PH = P (tA = t ItA 2: t,T(2) ::; t). 

Thus, the run length distribution for the Shewhart type method is: 

(1 - POO)t-l Poo t < T(l) 

(1 - Poof1
-

1 (1 - PlO)t-Tl PlO Tl ::; t < T2 
P (tA = t) = (1 - Poof2- 1 (1 - POl)t-T2 POI T2 ::; t < Tl 

(1- Poof1
-

1 (1 - PlOf2- T1 (1 - PU)t-T2 Pu Tl::; T2 ::; t 
(1 - Poof2- 1 (1 - POlf1- T2 (1 - PU)t-Tl Pu T2::; Tl ::; t 
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All comparisons between methods can therefore be based on the alarm 
probabilities, Pij. Note that the run length distribution is also dependent 
on the change points (71,72) and consequently on the distribution of these 
random variables. This is a difference from the univariate Shewhart method 
where the change points distribution does not influence the run length dis­
tribution. 

4.2 Critical limits for the alarm functions 

As mentioned in Section 2 the comparisons are made for the surveillance 
of, given (71,72), normally random distributed variables (Xl (t) ,X2 (t)) rv 

N2 (J-t (t) , ~) , t = 1,2, ... , to detect a sudden shift in the mean vector. In 
all numerical comparisons we consider the case 

I"(t)~l 
(0,0)' 
(1,0)' 
(0,1)' 
(1, 1)' 

t < 7(1) 

71 :s; t < 72 

72 :s; t < 71 

t :2: 7(2) 

(10) 

where the covariance matrix is known and fixed. Comparisons are made 
for unit variance and correlation p = 0.0,0.2,0.4,0.6 and 0.8. To make the 
methods comparable the critical limits are set so that the average run length 
until an alarm when no change occurs is 

with 'Y = 100. 

For the Shewhart type method this is equivalent to specifying the critical 
limits so that the false alarm probability is 

1 
Poo = P (X (t) E A ( t) I J-t (t) = J-t 00) :s; -. 

'Y 

In our case Poo = 1/100 = 0.01. 

4.2.1 Parallel methods 

One approach to determining the critical limits, k, is to use the Bonferroni in­
equality and to specify the critical limits so that the false alarm probabilities 
for the component processes, PO,i, satisfy PO,i = ;" i = 1, ... ,po This ap­
proach is conservative for all values of p. Another way is to control the false 
alarm probabilities so that the Slepian inequality Hochberg and Tamhane 
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(1987), or Dunn-Sidak inequality is satisfied, that is to specify k so that the 
component false alarm probabilities satisfy 

PO,i = 1 - (1 - ~ yIP, i = 1,. .. , p. 

Note that this means that in practice the critical limits are specified as if 
p = O. For all p > 0 both approaches yield ARLo greater than 'Y and thus 
a loss of efficiency. The difference between these two approaches is small in 
the case considered. The only conservative methods we consider are the one 
and two-sided marginal surveillance methods based on the Bonferroni limits 
such that PO,i = i{ = 0.005. These methods will be referred to as B (one) and 
B(two). 

To avoid the loss of efficiency the critical limit must be specified so that 
ARLo = 'Y for p > O. To achieve this the full knowledge of the distribution of 
the observed variables must be used. This is done by for example Hayter and 
Tsui (1994), M(one) and M(two), and Hawkins (1991), H(one). As noted 
by Hayter and Tsui (1994), the difference between the conservative limits 
and those where the correlation is utilised can be quite small but becomes 
more increased for high p and T This is confirmed in this case by the results 
in Table 1 and Figure 1. 

Critical limits controlling the false alarm probability exactly can be found 
for the parallel methods either by numerical integration or Monte Carlo meth­
ods, see for example Hayter and Tsui (1994). Tables are available for some 
values of p and Poo, see Timm (1996). Also, for the case P = 2, subrou­
tines exist for calculating percentiles for bivariate normal cumulative distri­
bution. One such subroutine, the PROBBNRML function in SAS, is used 
here both for the marginal methods, M ( one) and M (two), and Hawkins 
method, H(one), which is based on the joint distribution. 

For the one-sided marginal parallel method we have that the false alarm 
probability can be written as 

Poo Faa ( { Xl> k} U {X 2 > k}) 

1 - Faa ( { Xl::; k} n {X 2 ::; k}) . (11) 

and for the two-sided 

Poo Faa ( { I XII > k} U {I X 21 > k}) 

1 - Faa ( {I XII ::; k} n {I X 21 ::; k}) . 
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where 

POD ( {I XII ::; k} n {I x 21 ::; k}) = 

= POD (XI::; k, X 2 ::; k) + POD (Xl::; - k, X 2 ::; - k) -
POD (Xl::; -k, X 2 ::; k) - POD (X ::; k, X 2 ::; -k) . 

Thus, the critical limits in both cases can be determined by calculation of 
the cumulative distribution function of the bivariate standard normal distri­
bution. 

The transformed variable, Z (t), used by the H(one)-method of Hawkins, 

also follows the multinormal distribution, Z (t) .!!.- N (/100, B) with B = 

LV diag (~-1)-1 = {{1, -p}, {-p, 1}}, before any change, but with the cor­
relation pz = -Px· Thus, the same approach as above can be used. 

Calculations gave the following critical limits for POD = 0.01: 

Table 1. Critical limits for M (one) M (two) and H (one) such that 
ARLo = 100. 

I p = 0.0 p = 0.2 P = 0.4 P = 0.6 p = 0.8 p -7 1.0 

M(two) 2.8062 2.8049 2.7996 2.7860 2.7522 2,5758 
B(one) 2.5750 2.5750 2.5750 2.5750 2.5750 2.5750 
M(one) 2.5750 2.5722 2.5647 2.5476 2.5091 2,3263 
B(two) 2.8062 2.8062 2.8062 2.8062 2.8062 2.8062 
H(one) 2.5750 2.5757 2.5758 2.5758 2.5758 2.5758 

Note that when p = 0.0, f-L? = 0 and (Jii = 1 we have that 

Thus, H(one) is here identical to M(one) for p = 0.0. Also note that for 
p = 0.4 the critical limit of H (one) approximately equals, up to the fourth 
decimal, the Llimit for the univariate two-sided Shewhart method. For p < 0 

'Y 
we have that the critical limits for H(one) and H(two) are those of M(one) 
and M(two) for Ipl and vice versa. The critical limits for B(one) and B(two) 
being the as for all values of p ~ o. 
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4.2.2 Methods based on one combined statistic 

The T2-method has, when no change has occurred, a central chi-square dis­
tribution with p df. The critical limit can thus be determined by 

Poo (PT2 (X) > k) = 1 - Poo (X'I;-IX ::; x~,poJ = Poo· 

The critical limit for the T2-method is, in contrast to the parallel meth­
ods, not a function of the correlation between the observed variables and re­
gardless of p the critical limit for e.g. poo = 0.01 is XLl< ~ 9.2103. However, 
it should be noted that the alarm region for (Xl, X 2 ) is dependent on p. 

Since the alarm function of the LR-method is a weighted sum of lognormal 
variables, its distribution is not easily calculated. Therefore, estimates of k 
were made by Monte Carlo methods using SAS /IML. These simulations gave 

~r weights w* = (.J2 - 1,.J2 - 1, (.J2 - 1) 2) the following critical limits, 

k, for the alarm function 

Table 2. Simulations of the critical limit for the LRw-method. 

I p = 0.0 p = 0.2 p = 0.4 P = 0.6 p = 0.8 

kO.99 I 5.35 5.01 4.98 5.54 7.99 

The critical limits in Table 2 are based on 1,800,000 simulations for each 
p. Based on the asymptotic normality of the order statistic the confidence 
interval for each limit is less than kO.99 ± 0.03. This uncertainty in the de­
termination of k results in that all measurements considered being presented 
with two decimals accuracy for the LR-method. 

4.3 The alarm regions 

Figure 1 shows the alarm regions based on the critical limits determined in 
Section 3.1.1 and 3.1.2 for p = 0.0,0.2,0.4,0.6 and 0.8. The areas outside or 
above these contours being the alarm regions that give an ARLo of 100. 

As can be seen there is a difference, both in shape and size, between the 
methods' alarm regions for a specific p. This indicates that the methods have 
different alarm probabilities for detecting a change in different directions. 
Of special interest in our comparison are differences between the methods' 
alarm regions in the direction of the main axes and along the line Xl = X 2 
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as these directions represent the changes when only one process and both 
processes change respectively. The differences between the methods' alarm 
regions, showed in Figure 1 in these directions, correspond to differences in 
performances. 

There is a difference between methods regarding the dependence on p. All 
except the marginal method have alarm regions highly influenced by the value 
of p. The marginal methods have similar alarm probabilities for detecting 
a certain type of shift, regardless of p. The H(one)-method based on the 
joint distribution coincides with the marginal M(one)-method for p = O. For 
highly correlated data its alarm region is more close to the alarm region of 
the LR-method. 

17 



f '. r~ 
,.: 'J:\ 
!: h: 

---4-t----~i- 2 111-4---

\ f': :\:1 
" -2, ' : \ , '-, ./ :1 
"" .. :"'-."':_I-.c-// .... : I 

t- 1 . 

-41 i I , I 
1 I 

p=o 

p = 0.4 

10 

5 5 7.5 1 

p = 0.8 

-4 

H(one) 

M(one) 

M(two) 

LRw 
T2 

p = 0.2 

p = 0.6 

Figure 1. Alarm regions in the (Xl) X 2 ) -plane, ARLo = 100. 
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4.4 The probability to detect a change 

As described in Section 2 the aim is to detect a unit shift in the mean of 
one or both of the processes. Of interest is therefore the alarm probabilities 
PlO, POI and Pll for detecting these shifts at a given time t. As both processes 
are surveilled for equal (unit) sized shifts and have the same variance we have 
that PlO = POI. Note that, although these probabilities are constant over time 
for the Shewhart type method considered here, they are not so in general. 

The alarm probabilities, PlO and Pll, for the one and two-sided marginal 
methods, M(one) and M(two), are found by numerical calculations as de­
scribed above. For the Hawkins H(one)-method we can use the same rela­
tionship but with the difference that the shifts in the mean of the transformed 
variables, (Zl' Z2), is from J-L~o (t) = 0 to 

1 

~p l if J-L (t) = (1,0)' 
V(1-p2) 

J-Lz (t) = 
1 -p 

if J-L (t) = (0,1)' 
V(1_p2) 1 

1 1- P ) if J-L (t) = (1, 1)' 
V(1_p2) 1-p 

The alarm function of the T2-method follows a non-central chi-square 
distribution, X2 (82), with 2 df and the non-centrality parameter 

82 (J-L (t)) = J-L (t)' :B-1 
II. (t) = 1-1

2 
r r r 

{ 

1 ~f II. (t) E {/110, "D1} 

r l+p if J-L (t) = J-Lll 
, t = 1,2, .... 

The alarm probabilities of the T2-method are thus 

P(PT2 (x (t)) > k*) = PlO -=- X 2 1-t X
2
1-11! J-L

ll { 

_ p ( 2 (_1 ) > 2 I 10) 
Pll - P (X (l+P) > Xl-II! IJ-L ) 

For the LRw-method the alarm probabilities were determined by Monte 
Carlo methods. For each p, 106 simulations were made for each of PlO and 
Pll· 

Table 3 shows the probability for the methods to immediately detect a 
change when the critical limits are set to give ARLO = 100. 
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Table 3. The alarm probabilities, ARLo = 100. 

I p = 0.0 p = 0.2 p = 0.4 p = 0.6 p = 0.8 

B(one) PlO 0.0624 0.0619 0.0610 0.0598 0.0583 

Pu 0.1112 0.1086 0.1036 0.0965 0.0860 
H(one) PlO 0.0624 0.0626 0.0701 0.0929 0.1817 

Pll 0.1119 0.0780 0.0547 0.0379 0.0249 
M(one) PlO 0.0624 0.0622 0.0623 0.0631 0.0664 

Pll 0.1119 0.1092 0.1056 0.1016 0.0971 
M(two) PlO 0.0404 0.0403 0.0404 0.0410 0.0433 

Pu 0.0698 0.0683 0.0663 0.0638 0.0609 
B(two) PlO 0.0403 0.0402 0.0398 0.0392 0.0383 

Pu 0.0698 0.0681 0.0654 0.0612 0.0545 
T2 PlO 0.0404 0.0420 0.0478 0.0636 0.1268 

Pu 0.0845 0.0684 0.0577 0.0502 0.0446 
LRw PlO 0.06 0.06 0.07 0.09 0.18 

Pll 0.17 0.13 0.10 0.06 0.03 

Table 3 shows that if a change has occurred in both processes all meth­
ods have a lower probability to detect it if the observations are highly cor­
related. If only one process has experienced a change, the situation is the 
reverse; then the probability of immediately detecting a change is higher in 
situations with high correlations between variables. An explanation to this 
is that the available information of a shift occurring in both variables de­
creases for highly correlated data, while the reverse is true if a shift occurs 
in only one variable. In fact for p > 0.5, the Mahalanobis squared distance, 
d (x) = (x - /-l00)' 'E-1 (x - /-l00), of a unit shift in both processes is here 
smaller than for a unit shift occurring in only one process. This affects the 
likelihood ratios, lrij (x (t)) ,i,j = 0,1, but not the marginal likelihood ra­
tios, lri (Xi (t)) ,i = 0,1. For the marginal methods, the differences in the 
alarm probabilities are thus small but for the T2 and the LR-method this 
effect is major. For the Hawkins H(one)-method the effect of the correlation 
between the variables is even more pronounced. 

For p < 0 the alarm probabilities PlO and Pu increase as p decreases for all 
methods. This is specially so for the methods based on the joint distribution. 
The large decrease in Pu for these methods when p » 0 are substituted by 
a large increase when p < 0 decreases. The H, T2 and LRw-methods can 
therefore be expected to perform better than the marginal M-methods for 
negatively correlated variables. 
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Although the LRw-method, according to Theorem 1, maximizes the ex­
pected alarm probability, P (X (t) IT(l) = t), for fixed false alarm probability, 
this is not so for PlO and Pll as can be seen in Table 3. 

However, the LRw-method is also based on specifications of the distribu­
tion of the change points. These are reflected in the alarm functions weights 
which influence how the power is partitioned between the specified direc­
tion of interest. In Table 4a and 4b we consider LRw-methods giving more 
weight to the occurrence of a simultaneous change in both processes or larger 
intensity v (see Section 3.2.3). 

Table 4a. Alarm probabilities for the LR-method, p = 0.8. 

(WlO, W01, Wll) I PlO Pll 

w* 0.18 0.03 

f 1 1 1) 0.17 0.04 
l' l' i 0.16 0.06 
4' 4' 2 

Table 4b. Alarm probabilities for the LR-method, p = o. 

(WlO, WOl, Wll) I PlO Pll 

w* 0.06 0.17 

~ 1 1 1) 0.06 0.18 
1'1'i 0.06 0.18 4' 4' 2 

In Table 4a we see that specifying a larger wn-weight results in bet­
ter probability to detect a change occurring in both processes, Pll. In fact 
for Wn = 0.5 this alarm probability is approximately that of the one-sided 
marginal parallel method for p = 0.8. For the case with uncorrelated vari­
ables in Table 4b the effect of using different weights is much smaller, but 
the same pattern appears. 

Another way of measuring the alarm probability is to consider the prob­
ability to detect a specified critical event 

According to Theorem 1, the LR-method is, regardless of the value of p, the 
method that maximises this alarm probability, if the weights are correctly 
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specified. In our case the critical event is chosen as C (t) = {T(l) = t} which 
gIves 

Pw (t) = P (tA = t \T(I) = t) = 2:: WijPij' 

i,jE{O,l} 

Thus, Pw is an expected alarm probability that gives weight to the alarm 
probabilities, PlO, POI and Pll, according to how likely a specific change is. 
Table 5 gives these weighted alarm probabilities when the weights are w* = 
( J2 - I, J2 - I, (J2 - 1) 2). 

Table 5. Expected alarm probabilities when w = w* . 

\ p = 0.0 p = 0.2 p = 0.4 p = 0.6 p= 0.8 

H(one) 0.0709 0.0653 0.0675 0.0835 0.1548 
B (one) 0.0706 0.0699 0.0683 0.0661 0.0630 
M(one) 0.0709 0.0703 0.0697 0.0697 0.0717 
B(two) 0.0454 0.0450 0.0442 0.0430 0.0411 
M(two) 0.0454 0.0451 0.0448 0.0449 0.0463 
T2 0.0480 0.0465 0.0495 0.0613 0.1127 
LRw* 0.08 0.07 0.07 0.09 0.16 

LR(ll 1) 0.08 0.15 
3'3'3 

LR(ll 1) 0.08 0.14 
4'4'2 

The H(one), T2 and LRw' methods, based on the joint distribution, do 
not suffer the loss of performance for high positive correlations in Pw as they 
do on PlO and Pll. The LRw.-method has, as expected, the highest expected 
alarm probabilities, Pw" But note that, even though the LR(l 1 1) and 

3'3'3 

LR(l 1 1) have lower values, they still compare well with the other methods. 
4'4'2 

The dual nature of the H(one) method is once more visible in that it has 
the same value as the M(one) for p = 0, but as p increases it converges to 
the LRw.-method. Also, the difference between" one-sided" and undirected 
methods are more pronounced. 

The alarm probabilities discussed so far reflect the method's power to 
detect a change immediately; another interesting property is the ability to 
detect a change within a certain time. This is measured by the Probability of 
a Successful Detection, PSD, suggested by Frisen (1992). The PSD measures 
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the ability to detect a change within a certain time and can in our case be 
defined as 

ET (2) [tA E [t, t + d) ItA 2: t, T(l) = t, T(2) ] 

t+d-l 

~ ET (2) [tA = i ItA 2: t, T(l) = tJ . 
i=t 

Thus, in contrast to the univariate case, the PSD(T(l)' d) is dependent on 
the distributions of the second change point. For Shewhart type methods 
the PSD is dependent on d but not on t and we can write 

PSD (d) = ET (2) [tA E [1,1 + d) ItA 2: 1, T(l) = 1, T(2) ] 

d 

~ ET (2) [tA = i ItA 2: 1, T(l) = 1, T(2) ] 

i=l 

thus PSD(d) is still dependent on T(2). Alternatively, we can write PSD(d) 
as 

d-l 

PSD (d) LP (T(2) = i ItA 2: I,T(l) = 1) PSD(dli) + 
i=l 

P (T(2) 2: d ItA 2: 1, T(l) = 1) PSD (d Id) 

where PSD(dli) = P (tA E [I,d) ItA 2: I,T(l) = I,T(2) - T(l) = i). 

Figure 2 shows PSD( d IT(2) - T(l)) for T(2) - T(l) = 1,2, ... ,10. The 
graphs illustrate that for the marginal methods there is a lower probability 
to detect T(l) when the second change occurs late, regardless of p. This is 
also the case for the LRw. and T2-methods for variables with low correlation. 
For variables with high correlation there is instead an increase in probability 
for these methods. Notice that expected alarm probability Pw. in Table 5 
corresponds to PSD(d). 
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Figure 2. The probability of an successful detection within 10 units. 

4.5 Average run length 

The most commonly used measure of performance is the expected time to 
an alarm. The expected time to an alarm when a change occurs at the 
start is usually called ARU, in correspondence with ARLo. For a univariate 
Shew hart method the ARU is simply llpl, where PI is the probability to 
detect a change. When several change points are possible, the average run 
length to an alarm can be defined as 

ARLI = E [tA IT(I) = 1] . 

and, as for PSD, ARU is now dependent on the distribution of the change 
points. 
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{ 
ARL (1,1) = E [tA 17(1) = 7(2) = 1 ] 
ARL (1, (0) = E [tA 17(1) = 1,7(2) = 00] 

that is the average run length when both processes change at the start, and 
when only one experiences a change at the start, the other not changing at 
all. These are the measures used by Hawkins (1991) in his comparison. In 
the case considered here these are: 

Table 6. ARL(l, 1) and ARL(1, (0). 

ARL I p = 0.0 p = 0.2 p = 0.4 p = 0.6 p = 0.8 
H(one) (1,00) 16.04 15.96 14.26 10.77 5.50 

(1, 1) 8.93 12.81 18.29 26.38 40.11 
M(one) (1,00) 16.05 16.07 16.05 15.84 15.07 

(1,1) 8.93 9.16 9.47 9.84 10.29 
B(one) (1,00) 16.04 16.16 16.42 16.39 17.17 

(1,1) 8.93 9.21 9.65 10.36 11.63 
M(two) (1,00) 24.79 24.79 24.72 24.37 23.11 

(1, 1) 14.33 14.64 14.64 15.08 16.41 
B(two) (1,00) 24.79 24.86 25.10 25.52 26.09 

(1, 1) 14.33 14.68 15.30 16.35 18.35 
T2 (1,00) 24.76 23.83 20.93 15.72 7.89 

(1, 1) 11.84 14.62 17.33 19.92 22.40 
LR (1,00) 16.31 16.48 14.74 11.01 5.51 

(1,1) 6.01 7.79 10.51 16.38 32.36 

For the Shewhart type method ARL(l, 1) and ARL(l, (0) are geometri­
cally distributed with intensities PlO and Pll' The information found in Table 
6 are the same as in Table 3. Though the large differences in performance for 
methods based on the joint distribution, for different p, become even more 
visible. The use of exact critical limits in M (one) and M (two) compared 
to the conservative Bonferroni limits of B ( one) and B (two) gives marginally 
shorter ARL for weakly correlated data. For high positive correlations the 
gain is somewhat larger. 

A limitation by restricting the comparison to just ARL(l, 1) and ARL(l, (0) 
is that we do not consider the behavior of the methods when a second 
change point occurs. To measure this we can, as for the PSD, consider 
ARL1 (1,7(2)) ,7(2) = 1,2, ... , which starts at ARL(l, 1) and converges to 
ARL(l, (0) as 7(2) increases. 
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Figure 3. Average Run length to motivated alarm when T(l) = 1. 

Figure 3 shows ARL(l, T(2)), T(2) = I, ,10. For independent variables or 
variables with low correlation the ARL increases with T(2) for all methods. 
The same tendency as in Figure 2 emerges, for highly positive correlations 
with a very high average run length specially for the H(one) and LRw.­
methods when the change points occur close in time. The shift in power 
from 11-11 to 11-10 for the methods based on the joint distribution of X (t) as p 
increases is also visible. Thus, which of the methods that has the best ARL 
depends both on the correlation between variables and the time before the 
second change can be expected to occur. 

As seen above the ARU depends on the distribution of the change points 
and can, if G (tl' t2) = G (tl' t2) and ARL(tl' t2) =ARL(t2' td V (tl' t2) E N2

, 

be written 
00 

ARLl = E [tA IT(l) = 1] = L P (T(2) = i IT(l) = 1) ARL (I, i) . 
i=l 
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Another measure of performance is the expected delay until an alarm. 
Of interest are the conditional expected delay, E [tA - T* IT* = t, T* 2: tA], 

and the total expected delay, E [tA - T* IT* ~ tA], where T* is the change 
point in a univariate surveillance situation. For the multivariate surveil­
lance situation considered above where the first of several change points is of 
interest, these definitions generalise to E [tA - T(l) IT(l) = t, T(l) 2: t A ] and 
E [tA - T(l) IT(l) ~ tA]. For the Shewhart type method we have that the 
conditional expected delay is independent of T(l). Thus, we have that 

and 

E [tA - T(l) IT(l) = t, T(l) 2: tA] 

E [tA - 1IT(1) = 1, T(l) 2: t A ] ARL1 -1 

Thus, the expected delay for a Shewhart type method is, as in the univariate 
case, a function of ARU. 

5 Concluding remarks 

The major difference in the considered method's performance seems to be 
whether their alarm function is based on the joint distribution or the marginal 
distributions of X (t). The performance of methods using alarm functions 
based on the joint distribution are highly influenced by the size of the cor­
relation between the observed variables, p, whereas a method based on the 
marginal distribution has similar properties, regardless of the correlation be­
tween variables and the occurrence of a second change point. 

FUrthermore, for the methods based on the joint distribution the occur­
rence of the second change point, T(2), has for high correlations a major effect 
on both their alarm probabilities, PlO, Pll. In these situations, a simultane­
ous change or changes close together in time result in a bad performance for 
these methods in for example ARL(l, d), compared to the marginal methods. 
If the second change point occurs with some delay, large d, the performance 
of the joint distribution methods improves. This loss of alarm probability 
depending on when the second change occurs can be quite substantial. Thus 
substantial losses in performance are possible if available information of the 
distribution of the change points is not used. 
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This effect of high correlation is not reflected in the expected alarm prob­
ability. A method based on the joint distribution of X (t) performs better 
than the marginal methods, regardless of p. The method based on Hawkin's 
regression adjusted variables performs well for high p where it has nearly 
optimal expected alarm probabilities. 

As can be seen in the comparison between the marginal methods, M (one) 
and M (two), substantial gain in performance can be made by using one-sided 
surveillance methods in situations were change in only one direction for each 
variable is of interest. 

The choice of an appropriate method for combining information for a 
certain situation depends on the measure of optimality and the properties of 
the process. 
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