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THERMAL PROPERTIES OF CLUSTERS AND
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- Experiments on evaporation, thermionic emission, and radiative cooling

Erika Sundén

Department of Physics
University of Gothenburg
Göteborg, Sweden, 2012

ABSTRACT

This thesis presents experiments performed on clusters and molecules, where
the three channels of unimolecular decay have been studied. Evaporation
from protonated and negatively charged water cluster have yielded size de-
pendent heat capacities, where the smallest sizes with fewer than 21 molecules
show a heat capacity similar to bulk ice whereas clusters with molecules be-
tween 21 and 300 have a heat capacity in between that of ice and liquid water.
The increase in heat capacity per added molecule in the cluster indicates that
the intramolecular degrees of freedom are frozen at the temperatures in the
experiment (T≈160 K). Experiments on small mixed water-ammonia clusters
resulted in relative evaporation fractions for sizes between a total of three to
eleven molecules, and 16 molecules. The clusters were found to evaporate
predominantly water molecules except for clusters containing six or more am-
monia molecules. Relative evaporation rates for D2O, HDO, and H2O were
measured for NH+

4 (H2O)4 with zero to six deuteriums interchanged with the
hydrogens. The relative rates were found to be 1 : 0.71 : 0.56.
Absolute timedependent cooling rates for hot C−

60 were obtained in an electro-
static storage ring with single photon absorption experiment. The cooling of
the molecule could be divided into a thermionic emission part and a radiative
part, where the crossover between the two occurred at 5 ms, after which radi-
ation was shown to be the dominant cooling channel. The spontaneous decay
profiles were used to extract decay parameters of the large organic anion zink
phthalocyanine (ZnPc). Numerical simulations of the decay process show
good agreement with measurements, using parameters derived from an an-
alytical approximation also used for fullerenes. Photoabsorption experiments
were performed on the much smaller C−

5 , showing the presence of strong ra-
diative cooling. The cooling rate was determined by the dependence of the
photoinduced neutralization yield vs. photon energy and laser firing time.

Keywords: water clusters, fullerenes, unimolecular decay, evaporation, thermionic
emission, radiative decay, cooling rates, heat capacities
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CHAPTER 1

Introduction

Cluster and molecular research is a huge subject containing many interesting
and yet unexplored aspects. This thesis explores a small section of these as-
pects, applied to a handful of different clusters and molecules.

Cluster research is a fairly new branch of science and has attracted interest
from a variety of disciplines such as physics, chemistry, biology, and medicine.
The ability to study how collective properties develop from the smallest indi-
vidual constituent, an atom or molecule, to the bulk material have deepened
our understanding of matter. Yet there are many aspects left to discover and
phenomena that still lacks explanations.

Utilizing vacuum systems and the ability to introduce and manipulate indi-
vidual clusters and molecules inside them gives us the opportunity to study
these systems with minimum interaction with the environment, thus probing
the inherent properties of the clusters and molecules.

The focus of the work presented here is the study of the thermal properties of
these small systems. How do individual clusters and molecules cool down,
what happens to the energy? What can be revealed about the inherent prop-
erties of the clusters, molecules, or ensembles by measuring decay of different
sorts (evaporation, thermionic emission, or radiative cooling)?

This thesis is divided up into five main chapters. Chapter 2 gives an in-
troduction to the clusters and molecules studied here and what is known
about these systems. The chapter contains two parts; one deals with water
clusters (pure and mixed) and one introduces the different carbon containing
molecules studied.

The next chapter deals with the experimental equipment used in the different
experiments. The experiments performed on the three different water systems
were carried out at the University of Aarhus in Denmark, using an apparatus
called the Separator. For the carbon containing molecules we utilized an elec-
trostatic storage ring, the TMUe-ring, at the Tokyo Metropolitan University
in Japan. These two complex experimental setups are described from a user
point of view, i.e. many of the intricate details of these two machines that are
essential for their performance are left out from the descriptions herein.
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Chapter 1. Introduction

Chapter 4 is the theory chapter. This chapter is intended to bring the reader
up to speed on the terminology and the relations used in the following two
experimental chapters. It goes into details of some of the derivations to clarify
what assumptions are made behind the expressions and equations used later
on. It is however not a comprehensive guide to unimolecular decay or the
evaporative ensemble, for that I refer you to e.g. reference [1] which is the
source of a lot of the material in this chapter.

The two main chapters are Chapter 5 and 6, where the experiments and the
results are presented. Chapter 5 is about the evaporation experiments per-
formed on three different types of water clusters and starts with a common
introduction to the experimental procedure. Then the results from the three
different water cluster systems are discussed separately. The next chapter
deals with thermionic emission and radiative cooling from the carbon con-
taining molecules. In the first section the results from absolute cooling rates
from C−

60 are presented. The next section illustrates a different procedure for
extracting cooling rates for molecular ions, utilizing only spontaneous emis-
sion. Finally, cooling rates and energy distributions for the small carbon ion
C−

5 are presented.

The last chapter, Chapter 7, contains a brief summary of the most important
results.

2



CHAPTER 2

Clusters and molecules

Gases of free atoms and molecules as well as the bulk have been studied ex-
tensively for a century. The intermediate region between an atom and the bulk
is still to some extent unknown and the development of collective properties
of atoms, such that exist in and characterize liquids and solids, have not been
completely mapped out. Cluster research is here to bridge that gap. A cluster
consists of a number of atoms or molecules that are bound to each other in
some manner, ranging from just a couple of constituents up to several thou-
sands.

The distinction between clusters and molecules is not so easily made. If only
comparing certain selected species, one can say that a molecule is something
you can buy in a bottle whereas a cluster is something more unstable or short-
lived, although this is not true when including the vast number of shortlived
molecular radicals. Another can be that a cluster is a system that is not closed
in some sense, you can keep adding on or removing constituents from it. Phys-
ical and chemical properties of the cluster might however change as it grows
or shrinks. The fullerene C60 is an example of where the scientific community
has not agreed on the proper terminology, even in the first paper published
on the structure both terms, ’molecule’ and ’cluster’, were used [2].

Some examples of cluster types are the rare gas clusters, bound together by
van der Waals interactions. The relatively easy production method and their
low reactivity have contributed to making them among the most widely stud-
ied types of clusters. Another type is the metal cluster family where the atoms
are bound together via metallic bonds. They can be made up of a single ele-
ment or a mixture of metals. Yet another family is the semiconductor clusters
where typically covalent bonds holds the clusters together. We can also have
ionic clusters which are often made up of two types of elements, e.g. a metal
and a non-metal where the metal donates electrons to the non-metal and an
ionic bond is created. Molecular clusters have bonds depending on their con-
stituents, where often the polarizability of the molecules creates bonding be-
tween them. A form of this kind of bonding is called intermolecular hydrogen
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Chapter 2. Clusters and molecules

bonding, which exists in clusters made up of molecules containing hydrogen
and either oxygen, nitrogen, or fluoride, e.g. water clusters.

One reason for the study of clusters is to get a better understanding of proper-
ties associated with bulk volumes. These can be optical properties such as re-
fractive index, absorbance, reflectivity, and color; electrical conductivity; ther-
modynamic properties such as heat capacity and melting/freezing point; and
magnetic properties. In many cases it has been demonstrated that these types
of properties undergo changes as the size of the cluster decreases. A well
studied example is the case of gold clusters which have been observed to be-
come non-metallic, good catalysts and change their color when the size of the
particle is reduced to around 10 nm (see e.g. [3]).

The origin of these changes in physical properties can be attributed to the size
of the particles. The physical confinement a cluster leads to a quantization
of the energy levels. For metals, the confinement results in a type of ’super-
atom’ with the valence electrons of each atom making up a superimposed
cluster shell structure resembling that of an single atom. This shell structure
is often seen in abundance spectra where the number of atoms correspond-
ing to a shell closing generally has a higher abundance. This phenomenon
was first discovered for sodium clusters, where an increased abundance was
found for clusters containing N = 2, 8, 20, 40, 58, and 92 atoms [4]. Also geo-
metrical shell structure can contribute to higher abundances and more stable
clusters [5]. The increased ratio of surface to ’bulk’-atoms or the preferred
crystal structure (or lack thereof) of the cluster can also be the origin of size-
dependent properties.

There are two fundamental applications for cluster research. One is ’material’
applications, where clusters are made intentionally with a certain property
that can be used in some technology. An important application is the use of
nanoparticles or clusters as catalysts [6], and an example of a possible future
application is using clusters as quantum dots for quantum computing [7, 8].
Investigations into radiative cooling of clusters can be very important in this
context, where a study of C70 showed decoherence by radiation [9]. The other
application is not a material one, i.e. does not generate a physical product, but
instead furthers our knowledge of natural processes like particle formation
in the atmosphere [10]. The two reasons for studying clusters are however
not exclusive, and as in all science an application might appear that was not
intentional from the start.

This chapter will give a brief background to the clusters and molecules studied
in this work. It will not be a complete survey but instead highlight what is
already known about properties related to the work presented here.
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2.1. Water clusters

2.1 Water clusters

The study of water clusters can be used to map out the development from a
single water molecule to bulk water. The water dimer is for instance the sim-
plest system available for investigating the intermolecular hydrogen bonding
in water. The nature of the bonding in liquid water has been an ongoing field
of research for decades because of the many unique properties of water, like
the density maximum at 4◦C and the volume increase in the solid state. Some
of these features are still not fully understood and explained.

Solvation of other types of atoms, molecules, or ions in water is another im-
portant field which can be studied by incorporating them in a water cluster
of a well defined size. For instance, the properties of biomolecules may be
very different in solvation vs in vacuum and the transition can be studied by
attaching various numbers of water molecules to the biomolecule of interest.

Water clusters also carry an interest in themselves as they play a part in at-
mospheric processes. Although condensation on aerosol particles account for
most of the droplet formation, ion induced nucleation is also believed to be
a contributing factor, especially in the middle and upper troposphere where
temperature is low and ion concentrations are relatively large [11, 12]. A pos-
sible pathway to aerosol growth is ions produced through e.g. galactic cosmic
rays onto which water molecules attach [13]. Clustering of water molecules
around ions was observed already at the end of the 19th century by a series
of cloud chamber experiments carried out by Wilson, but at that time with the
purpose of studying ionizing radiation [14].

Clustering, nucleation, and growth of an aerosol particle is dependent on am-
bient temperature, vapor pressure, radius, and constituents of the particle.
A thorough derivation of the growth process can be found in reference [15].
Evaporation occurs mare easily from very small particles compared to a flat
surface since the curvature causes reduced forces to act on the outermost layer
of molecules. The partial vapor pressure needed for growth of a small particle
is thus larger than the vapor pressure for condensation on a flat surface. The
critical size of a particle is the size, which under a given vapor pressure and
ambient temperature, will neither grow nor shrink. The critical diameter dp

for a particle made up of only one type of constituent (like water) can be ex-
pressed in terms of σs, Mw, and ρ which are, respectively, the surface tension,
molecular weight, and density of the droplet liquid.

pd

ps

= exp

(
4σsMw

ρRTdp

)
, (2.1)

where pd/ps is the ratio between the current vapor pressure and the satura-
tion pressure. Particles larger than the critical size will grow whereas smaller

5



Chapter 2. Clusters and molecules

particles will evaporate and finally disappear. For growth to start on a single
water molecule a theoretical supersaturation ratio (pd/ps) of 220 is necessary
(i.e. the vapor pressure needs to be 220 times larger than the saturation va-
por pressure over a flat liquid surface). However, even in unsaturated vapor
molecular clusters can form due to attractive forces, such as van der Waals
forces and/or intramolecular hydrogen forces. In this setting the clusters are
not stable and will form and disintegrate continuously.

Ion induced nucleation and/or nucleation on another substance such as e.g.
sodium chloride (from sea salt) will lower the threshold and reduce the crit-
ical size for a given vapor pressure and temperature. In the case of a soluble
particle such as NaCl equation 2.1 is modified with a term on the right side
consisting of the molecular weight of the salt Ms, the mass of the salt m and
the number of ions produced in the solvation i (2 for NaCl) as

pd

ps

=

(
1 +

6imMw

Msρπd3
p

)−1

exp

(
4σsMw

ρRTdp

)
. (2.2)

The two factors in equation 2.2 are competing. For very small droplet sizes
the factor containing the salt will dominate and the particle will grow up to
the critical size as determined by equation 2.2. For larger dp the exponential
term will take over and the critical size will behave as pure water, as is ex-
pected when the salt becomes too dilute. See figure 2.1 for an illustration of
this process.

Another proposed nucleation route, pertaining more to landlocked areas, con-
tains water together with sulphuric acid and ammonia. This nucleation pro-
cess has been measured e.g. in CLOUD, the nucleation chamber at CERN [16].
This work showed that both ionizing radiation and ammonia served to in-
crease the nucleation rates. The necessity of ammonia in atmospheric nucle-
ation events has been debated in the literature but the study at CERN as well
as theoretical modeling (see e.g. [17]) have shown that it increases nucleation
considerably compared to the binary situation of only water and sulphuric
acid. Mixed ammonia and water clusters will be discussed more thoroughly
in section 2.1.2.

Under the name of ’water clusters’ fall both the neutral cluster (H2O)N and
some ionic species together with water molecules. The neutral clusters have,
because of their lack of charge and thus difficulty to control and size select
in an experimental setup, mainly been studied theoretically. Small neutral
water clusters (N = 2 − 10) have however been investigated by momentum
transfer experiments, where collisions with a rare gas beam were used for size
selection (see e.g. Buck et al. [18]).

Among the clusters containing ionic species, there are the negatively charged
water clusters which include both the hydroxide ions (H2O)NOH− and the

6



2.1. Water clusters
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Figure 2.1: The critical diameter of a droplet containing 10−17 g NaCl. The solid line
represents equation 2.2, the dotted line includes only the term pertaining to the salt
and the dot-dashed line is the pure water term. For a constant pressure the arrows
represent the evolution of a droplet. The particles labeled A will grow and the ones
labeled B will evaporate and shrink.

clusters where there is simply one extra electron attached, (H2O)−N . However,
the most experimentally studied type of water cluster is the protonated one.

2.1.1 Protonated water clusters

Protonated water clusters are the water cluster type that has received most at-
tention in experiments, probably in large due to the relatively simple produc-
tion methods. When experiments were conducted trying to condense water
around other types of ions such as O+, O+

2 , N+, N+
2 , or He+ charge transfer

quickly occurred creating (H2O)NH+ [19]. Molecules with a higher proton
affinity than water, e.g. ammonia, will however keep the extra proton and wa-
ter can cluster around it. Mixed ammonia and water clusters will be discussed
in the next section.

An early discovery and well studied feature of protonated water clusters is
the appearance of the so called magic numbers [19, 20]. These magic num-
ber clusters are clusters with a specific number of molecules that in an other-
wise smooth intensity mass distribution show up in higher abundance than
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Chapter 2. Clusters and molecules

their neighbors. For protonated water clusters the most apparent magic num-
bers show up at cluster sizes of N = 21, 28 and 55 molecules. It was early
shown that the magic numbers were not due to external factors such as pro-
duction method used [21] and that they did not appear if detection was close
enough in time to ionization [22, 23]. Detection up to 4 µs after ionization still
showed a smooth abundance distribution. The explanation of the time delay
given by the authors was the high temperature still present in the clusters at
short times after ionization. A particularly stable or unstable structure is not
reached due to the ’liquid’ state of the clusters. After enough time has passed
enough molecules have evaporated and the structures freeze out to create the
magic numbers detected. As a contrast they compare this behavior with other
cluster types, such as the nobel gas clusters. There a timescale of a couple of
atomic vibrations is enough to solidify the shell structure detected in abun-
dance spectra.

Since the characteristic intensity variations in the protonated water cluster
spectra were shown not to be due to the choice of production method, they
must be inherent to the clusters themselves. In [24] it was shown through a
determination of the dissociative activation energies deduced from abundance
spectra that there are two different factors contributing to the magic numbers
seen. The one at N = 21 falls under the shell closing category with both an
increase in dissociation energy at 21 molecules and an decrease in dissociation
energy for the cluster consisting of N = 22, whereas the magic numbers at
N = 28 and 55 are the result of mainly a decrease in dissociation energies at
the precursor of sizes N = 29 and 56.

The magic numbers are reproduced in our experiments as well and figure 2.2
shows a typical mass spectrum from a scan of the mass separating magnet
at the separator in Århus. The magic number at N = 21 shows an increased
abundance, but also the even number clusters at N = 26, 28, and 30 show
higher abundance than their neighbors.

In the experiment described in Chapter 5, spontaneous fragmentation of posi-
tively and negatively charged water clusters was studied. One could imagine
that a process such as radiative cooling could contribute to cooling of the clus-
ters, but this has been shown by Schindler et al. not to be the case within our
experimental timescales [25]. They used an electromagnetic ICR-ion trap to
study blackbody induced fragmentation of protonated cluster and found it to
go approximately as τ = 1/N s, i.e. much slower than our experimental times
(see Chapter 3.2).

8



2.1. Water clusters
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Figure 2.2: A typical mass spectrum in the small to medium size range of protonated
water clusters.

Proton mobility

Proton mobility is a topic of interest in e.g. liquid bulk water because it has
been found to be abnormally high. It is also of interest because it affects
solvation and reactivity of other species in a water environment. The Grot-
thuss mechanism [26] describes the possibility of proton hopping when there
is an excess proton in the mix. According to the theory the excess proton
sits initially on one water molecule, which is connected to three other water
molecules through hydrogen bonding. The extra proton then breaks its bond
with the oxygen and is transferred to a neighboring molecule which in turn
transfers a different proton to yet another molecule. The timescale for this
process in bulk water has been found through neutron scattering to be about
1 ps [27].

Many different cluster studies have been performed to investigate the mecha-
nism of proton exchange on a microscopic level. An advantage of using clus-
ters in the study of proton mobility and exchange is the easy selection methods
with complete control over the constituents in the experiment. In a typical ex-
periment, a cluster containing N water molecules is selected and allowed to
interact, at a well determined interaction energy, with heavy water molecules
(D2O). After a predetermined time, the extent of evaporation can be studied
or an additional collisional activation step via collisions with a rare gas atom
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Chapter 2. Clusters and molecules

can be carried out. The process studied is thus

H3O+(H2O)N + D2O → [H3O+(H2O)D2O]∗

→ loss of H2O, HDO, or D2O. (2.3)

Detection of a cluster of even mass is clear evidence of proton scrambling,
if one can exclude impurities in the experiment such as a mixture of HDO
and D2O in the collision cell. Experiments on proton exchange with clusters
without an extra proton have also been performed, e.g. collisions between
(H2O)−N and D2O [28] where no scrambling was detected. This supports the
idea of some sort of Grotthuss mechanism acting on the microscale as well as
the macroscale.

In the case of pure protonated water clusters reacting with heavy water the
verdicts on scrambling/non scrambling have been mixed. Smith et al. [29]
performed cross beam experiments with N = 0, 1, 2 and saw that the resulting
products were completely statistical, demonstrating a complete randomiza-
tion of protons within the timespan of the intermediate state. On the other
hand Honma and Armentrout [30] found the amount of proton exchange to
be dependent on collision energy and that the lifetime of the intermediate state
did not allow for complete H/D randomization.

Water systems with another ionic product have also been studied, such as the
already mentioned negatively charged water clusters, but also O−

2 and NH+
4 .

In the case of O−
2 no scrambling was found to take place [28], as expected on

the basis of the Grotthuss mechanism. In the case of NH+
4 (H2O)N the require-

ment of an extra proton is fulfilled but still no or very little scrambling was
observed [31]. This was explained by the lower inherent acidity of the NH+

4

ion, that means that transfer of a proton to a water molecule is a very energy
demanding process and that therefore no H/D swaps occur.

Another aspect of mixed regular and heavy water clusters lies in their respec-
tive evaporation and nucleation rates. An experiment with either heavy water
clusters picking up a light water molecule or vice versa and then colliding said
mixed cluster with Ar atoms showed a slight preference for the heavy water
to be in the neutral product [32], regardless of collision energy. The nucleation
rates of heavy water and regular water clusters were measured by Wölk and
Strey [33] finding a nucleation rate of a factor of 2500 higher for heavy water at
the same vapor pressure and temperature. Desorption rates for thin ices made
from either heavy or normal water were measured by Smith et al. [34] with the
conclusion that heavy water evaporates at a ≈ 50% slower rate compared to
normal water at temperatures in the range 170 − 190 K. These temperatures
are comparable to freely evaporating small clusters in mass spectrometry ex-
periments in vacuum, which will be shown in Chapter 5.

10



2.2. Carbon containing molecules and clusters

2.1.2 Mixed water and ammonia clusters

Many studies have revolved around mixed clusters containing water together
with other molecules or atoms. A strong motivation for this is the atmospheric
importance of such species, as discussed earlier in this chapter.

Another reason to study specifically ammonia and water mixed clusters is
of more fundamental character. Both water and ammonia interact via in-
termolecular hydrogen bonds. Water is a symmetric molecule in that sense,
with two donor sites on the two hydrogens and two acceptor sites on the oxy-
gen. Ammonia is asymmetric and has three donor sites in the three hydrogen
atoms and only one acceptor site. In an infinite network of hydrogen bonded
molecules the most stable one should be the one with the highest number of
symmetric constituents [35], but what happens in a system of finite size?

Of the mixed water and ammonia clusters H+(H2O)n(NH3)m, m = 1 is the
configuration most explored in the literature and much effort has been put to-
wards finding the most stable configuration of the cluster. Many theoretical
calculations [35–39] place the excess proton on the ammonia molecule creating
an hydrated ammonium ion. The proton affinity of ammonia is 853.6 kJ/mol
to be compared to 691 kJ/mol for water [40] which makes it energetically
favorable for ammonia to carry the extra proton. However, for n > 2 in-
frared spectroscopy [41] revealed several isomeric structures regarding the
other molecules in the clusters and high level calculations [41–43] have con-
firmed that the barrier separating these structures can be very low, around
2 kcal/mol corresponding to 0.1 eV/cluster.

Mixed clusters with more than one ammonia molecule have also been stud-
ied. For small mixed clusters the earliest proposed structure was four ammo-
nia molecules surrounding an ammonium ion with water and the remaining
ammonia molecules attached to an outer shell [44]. However, a later compu-
tational study [45] suggested that this was a too simple description and that
there is a competition between ammonia and water for the last two molecular
positions in the inner shell and for all the spaces in the second shell.

2.2 Carbon containing molecules and clusters

The field of carbon containing molecules and clusters is of course a nearly
endless subject containing an enormous amount of species. This thesis will
cover experiments made on four different molecules in four subgroups of car-
bon physics/chemistry; fullerenes, porphyrines, phtalocyanines, and small
carbon clusters. In the experiments they are all negatively charged ions.
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Chapter 2. Clusters and molecules

2.2.1 Fullerenes

Fullerenes (or Buckminsterfullerenes) are all-carbon based molecules with a
cage-like geometry. The most famous and stable type of fullerene consists of
60 carbon atoms arranged in a truncated icosahedral structure, like a football
with a carbon atom placed in each vertex of the 12 pentagons and 20 hexagons,
see figure 2.3 for a drawing of the molecule. This proposed structure and the
discovery of the great stability and abundance of C60 was made by Kroto, Curl,
and Smalley in 1985 [2] for which they received the Nobel Prize in Chemistry
eleven years later. All fullerenes contain 12 pentagons but can have various
numbers of hexagons depending on the total number of carbon atoms making
up the fullerene.

Figure 2.3: A drawing of the structure of C60. Figure copied from en.wikipedia, Wiki-
media Commons.

At the time of their discovery, fullerenes were created by pulsed laser vapor-
ization of graphite in a flow of high density helium gas. The carbon-helium
gas was expanded in a supersonic molecular beam into vacuum and then ion-
ized by an excimer laser for detection in a time of flight (TOF) setup. Five years
later Krätschmer et al. [46] found a way to produce bulk amounts of C60 and
C70 by placing two rods of graphite in an atmosphere of helium and evaporat-
ing them by burning an electric discharge between them. The graphite rods
are slowly consumed and fullerene-containing soot is formed. The fullerenes
can be separated out using chromatographic methods. The production meth-
ods have continued to develop and various sizes of purified fullerenes can
now be bought for a comparably low price.

Before the discovery of the fullerenes two types of pure carbon were known;
diamond and graphite. In the diamond structure carbon atoms are arranged
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in regular tetrahedrons which makes diamond a very hard but brittle material.
Graphite on the other hand consists of sheets of carbon atoms arranged in a
hexagonal structure within a sheet and with three of the four valence electrons
through sp2 hybridization making up strong covalent bonds. The remaining
valence electron is delocalized and free to wander between the sheets, which
are held together by weak forces. The individual sheets are very strong, but
the bonds between the sheets can be easily broken, e.g. when writing with a
graphite containing pencil.

The bonding in fullerenes is similar to the sp2 hybridization of the carbon
atoms in graphite, which makes the fullerenes stable but not entirely unre-
active. The cage-form of the fullerenes puts strain on the bonds which have
an energy minimum as a planar structure, i.e. as graphite. However, dangling
bonds at the edges that would be the result of flattening a fullerene of finite
size would increase the ground state energy too much to be a possible natu-
rally occurring isomer. At the present time we know of two additional types
of materials consisting of only carbon atoms; graphene and carbon nanotubes.
Graphene is the name of a single sheet making up graphite. The first practical
realization of producing this single sheet was made by Novoselov and Geim
et al. (see e.g. ref [47]) for which they received the Nobel Prize in Physics 2010.
The carbon nanotube consists of one or several walls of rolled up graphene
sheets with or without an end cap. The experimental discovery of this struc-
ture was made by Iijima in 1991 [48].

Fullerenes have positive electron affinities. Through laser photodetachment
in a storage ring experiment the electron affinity for C60 was measured to be
2.666±0.001 eV and for C70 to be 2.676±0.001 eV [49]. In 2005 the electron affin-
ity of C60 was revisited by Wang et al. [50] and was found to be slightly larger,
2.683 ± 0.008 eV, as determined by first cooling the ions in a cold trap and
then by performing vibrational resolved photoelectron spectroscopy. Their
positive electron affinity, their stability (the energy barrier for fragmentation
and carbon dimer emission is about 11 eV [51]), and the relative ease with
which they can be vaporized and injected into vacuum have all contributed
to making especially C60 a widely used ’test-molecule’ in experiments, apart
from the experiments concerned with revealing fundamental properties of the
molecule itself.

There have been numerous applications suggested for fullerenes, but only a
small fraction have yet been realized. Some of the suggested applications for
fullerenes include using them as a starting material for diamonds and nan-
otubes, or as precursors for chemical vapor deposition (CVD) diamond films,
in solar cells, as catalysts, as lubricants, and in medicine [52].
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2.2.2 Large carbon-containing molecules

Porphyrins are a group of organic compounds, many naturally occurring. The
common structure in all porphyrins is the central carbon ring consisting of 20
carbon atoms and four nitrogen atoms. Additional atoms and groups can then
be added on to this base. One of the best known types of porphyrin is heme,
the pigment in red blood cells. It contains an iron atom attached to the four
nitrogens in the center of the ring.

The type of porphyrin studied in this thesis is the anionic species of 5,10,15,20-
Tetrakis[4-(tert-butyl)phenyl]-21H,23H-porphine, molecular structure C60H62N4,
hereafter referred to as H2tBTPP.

Phthalocyanines are a group molecules closely related to the porphyrines.
They have the same type of central ring structure but have four of the carbon
molecules replaced by nitrogen atoms. Without substitutions the phthalocya-
nines absorb in the wavelength region of 600 − 700 nm and thus appear as
green or blue. The porphyrines are often used as dye molecules. Depending
on the type of central atom they can absorb in different regions of the visible
spectra. Because of this property thin films of various phthalocyanines are
studied for applications in organic solar cells (see e.g. [53]).

The type of phthalocyanin studied here is zinc phthalocyanine, molecular
structure C32H16N8Zn, hereafter referred to as ZnPc. A sketch of the two
molecules in their optimized zero energy geometry as calculated with Gaus-
sian [54] are shown in figure 2.4.

The electron affinity (Φ) for ZnPc has been measured in thin films yielding a
value of 3.34 eV [55] but the value for free molecules is predicted by molecu-
lar orbital calculations to be 3.8 eV [56] and it is this predicted value that has
been used in the calculations in Chapter 6.2.2. The vibrational levels of ZnPc
have been studied with high level density functional theory (DFT) [57] and
through a harmonic oscillator (h.o.) approach we deduce the caloric curve.
This was compared to a more automated and simpler approach of calculat-
ing the vibrational levels (Gaussian [54]). For medium temperatures the two
methods give very similar results for the heat capacity; 12.7 meV/K from the
DFT-method as compared to 13.0 meV/K from Gaussian (at T=1600 K, which
is the approximate emission temperature calculated in Chapter 6.2.2), corre-
sponding roughly to a dimensionless Cv of 150.

The electron affinity of H2tBTPP is estimated it to be the same as the electron
affinity of H2TPP, which has been found through experiments on the gas phase
molecule to be 1.69 eV [58]. H2TPP has the same central atomic structure as
H2tBTPP but is smaller and has four hydrogen atoms replacing the four ter-
tiary butyl substitution groups (the four C4H9) at the end of each benzene ring.
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Figure 2.4: The two types porphyrin molecules studied. To the left is a figure illustrat-
ing the optimized zero energy geometry as calculated with Gaussian [54] for H2tBTPP
and to the right is the same for ZnPc. Note that the length scales are different in the
two drawings.

The vibrational levels of this molecule were also calculated using Gaussian and
the caloric curved deduced. No literature values for the full vibrational struc-
ture of this molecule were found to compare this to. The heat capacity using
the same h.o. approach was found to be 22 meV/K at T = 800 K (the relevant
emission temperature was found through a similar calculation as for ZnPc)
which corresponds to a dimensionless Cv of 250.

2.2.3 Small carbon molecules

Small carbon clusters and molecules have attracted a lot of interest for sev-
eral decades because of their appearance in nature and their rich and varying
chemistry [59, 60]. Because of the flexibility of the carbon atom to create sta-
ble single, double, and triple bonds with its neighbors, a variety of structures
can spontaneously appear from hot sources. In experimental settings the pre-
ferred structure of the smallest carbon molecules Cn with n = 2− 9 appears to
be linear, although both calculations and some experiments indicate that the
even number species n = 4, 6, and 8 have both linear and cyclic configura-
tions [60].

Anionic carbon molecules are also well studied, motivated partly by their re-
cent detection in space. First out was C6H− in 2006 which was found in the
molecular shell of the evolved carbon star IRC +10216 and in the rich molec-
ular cloud TMC-1 in the Taurus complex of dark nebulae. The ion was identi-
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fied by the match between the detected signal and its rotational bands mapped
out in the laboratory [61]. Shortly thereafter detection of C4H− and C8H− fol-
lowed [62]. As yet, no pure anionic carbon species has been detected in outer
space as far as I know, but the knowledge of this field is rapidly growing as
laboratory experiments become better and better at providing spectra to be
compared to astrophysical data.

The small carbon molecule studied in this thesis is C−
5 . It is a linear molecule

with cumulenic bonding, giving bond lengths of 1.309 Å (inner) and 1.296 Å
(outer) [63], see figure 2.5 for a schematic illustration of the molecule. The an-
ion has an electronic ground state configuration of 2Πu and the neutral C5 has
an electron affinity of 2.839 eV, as determined experimentally by photoelec-
tron spectroscopy [64]. Small carbon molecules exhibit an odd-even effect in
electron affinity where the odd numbered molecules have considerably higher
affinity due to the ground electronic state (1Σ+

g ) of the neutrals.

Figure 2.5: A schematic drawing of C5. The double bonds in the cumulenic bonding
are illustrated by the two bars between the carbon atoms.
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CHAPTER 3

Experimental techniques and equipment

This chapter will give some information and background to the experiments
and the experimental equipments and techniques used in the experiments de-
scribed later in this thesis.

3.1 Cluster sources

The production method chosen depends highly on the type and size of the
cluster systems desired. Highly stable and non-reactive clusters, such as many
members of the fullerene-family, are often produced away from the analysis
equipment, and can be stored for a long period of time. The majority of clus-
ters however, will not survive a storage period in a jar or solution and must
be studied immediately after production.

3.1.1 Corona discharge

Water clusters are examples of shortlived clusters that cannot be stored or
moved around outside vacuum without changing their composition or falling
apart. The clusters must thus be produced inside a vacuum chamber or im-
mediately be led into one to be studied. The source used in the experiments
covered in this thesis is called a corona discharge cluster source. When a po-
tential gradient is large enough in a neutral medium (e.g. air) the medium will
become ionized and create a plasma around the electrode [65]. If the electrode
has a sharp point the potential does not have to be extremely high for the
gradient to become very large locally around the tip. This region of ionized
medium around the electrode is called a corona.

The source consists of a discharge needle and an optionally heated capillary
normally used as an interface for an electrospray source. The discharge needle
is placed in ambient air about 3− 5 mm from the capillary inlet, and raised to
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a potential of 2 − 4 kV relative to the capillary. Energy transferred to the ions
from the plasma when corona discharge is performed at atmospheric pressure
is only about 3 − 5 eV [65] and is thus a quite gentle method of ionization.
What type of ions are produced depends on the polarity and shape [66] of the
needle.

The ions are produced in ambient air and will encounter neutral molecules on
their way to the capillary. Charge exchange due to difference in electroneg-
ativity can occur here. Because of the polar nature of the water molecule, it
will feel an effect from the charge and cluster around the ions, and thus shield
the ions from further charge exchange. This clustering is more prominent for
positive ions [65], but occurs also for negative ones. The charge reduces the
critical size of the cluster, reducing the vapor pressure needed for supersat-
uration and clustering. The clusters will keep growing until they reach the
capillary, see figure 3.1 for a schematic drawing of the experimental setup.

The capillary is 10 cm long with an inner diameter of 0.4 mm and serves as
the gate into the first chamber of the vacuum system which has a pressure
of 1 mbar. When interest lies in investigating only the ions produced, the
temperature of the capillary is raised enough to evaporate all of the water
coverage (as in many electrospray experiments with e.g. biomolecules where
the temperature of the capillary in the apparatus used in the experiments in
this thesis is set to about T ≈ 150◦C), but one can also control the cluster
size distribution by tuning the temperature to keep an appropriate number of
water molecules, see figure 2 in Paper I. Temperatures used for the capillary
in these experiments were between 26− 60◦C, where the highest temperature
gives the smallest average cluster size.

In two of the experiments described in this thesis the objective was to cre-
ate mixed clusters containing water and ammonia, or water and heavy water.
When studying mixed ammonia and water clusters the ammonia molecules
are mixed in with the water molecules in the gas around the needle through a
setup where air is bubbled through a water and ammonia solution before en-
tering the corona discharge area. The ammonia is contained to a small volume
around the needle using a small cylindrical inclosure. The ammonia content
in the clusters is varied by regulating the fraction of air going through the
bubbling flask.

A slightly different setup was used in the experiment concerning mixing in
deuterated water with regular water. Water clusters are produced in the same
manner as the pure protonated water clusters but after passing through the
capillary the clusters go into an octopole which is flooded to ca 3 · 10−2 mbar
with deuterated water vapor pressure. Low energy collisions take place and
heavy water becomes incorporated in the clusters.
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3.2. Linear accelerator

3.1.2 Laser desorption

The cluster source used for the carbon anion experiments described in Chap-
ter 6 is of a quite different nature than for the production of water clusters.
Commercially produced fullerenes, ZnPc, and H2tBTPP are easily accessible
and can be stored in powder form. Laser desorption was used to evaporate
and ionize the molecules.

Already synthesized C60, ZnPc, and H2tBTPP-molecules are prepared as a film
on a substrate and placed on a sample holder connected to the storage ring.
The film is then irradiated with the fourth harmonic of a pulsed Nd:YAG laser
(5 ns duration; New Wave Research, MiniLase II-30) [67] while being rotated
slowly to maintain a fresh irradiation surface. The fast ions will immediately
escape from the surface. The slow desorbed ions are extracted after a few µs
using a pulse of ±1.0 kV and 8 µs duration applied to the sample holder. To
further accelerate them a DC voltage of ±14.1 kV is applied. The system is
designed to reduce the energy spread in the ions.

The laser desorption source was also used in the experiment on C−
5 . In the

case of the small carbon clusters a graphite rod is ablated by the Nd:YAG
laser without cooling gas and accelerated in the same manner as the above
mentioned molecules.

3.2 Linear accelerator

Equipment which lets the charged particles pass every section only once be-
fore detection are called linear analyzers. That means that the paths taken
by the particles do not overlap, and that the particles are in the experimental
chamber a relatively short time before they are detected or lost. The Separator
used in the experiments presented in this thesis is an example of such a sys-
tem where the clusters are drawn into the chamber by an electric field. The
beam is focused and accelerated, then mass selected in a magnetic field and
flies freely in vacuum for a fixed distance before reaching a final analyzing
section connected to a detector. A schematic drawing of the setup can be seen
in figure 3.1.

After the clusters have passed through the capillary and entered the first cham-
ber with a pressure of about 1 mbar they pass through a skimmer into the next
pumping region [68]. The pressure is further reduced to around 10−3 mbar
and the low-energy clusters are directed through the chamber via an octopole
beam guide into the next region where the pressure is reduced even further
to about 10−5 mbar. Electrostatic lenses and an Einzel-lens assembly guide
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Magnet

Electrostatic 
analyzer

Channeltron
detector

t5’

t4’

3.4 m

±50 kV

source t1’

t2’

t3’

Corona discharge cluster source

STM-needle Capillary Octopole Focusing lenses Acc. field

10 cm

1 atm 1 mbar 10-3 mbar 10-5 mbar 10-6 mbar

Figure 3.1: The experimental setup used for water cluster evaporation studies. The
inset shows a magnified view of the corona discharge source, rotated 90◦. See text for
details.

the clusters to the accelerating tube where the final pressure of 10−6 mbar is
reached. A particle with a diameter of 1 nm (in the case of water clusters this
corresponds to about 18 molecules) will collide on average with 0.13 restgas
molecules when traveling a distance of 3.4 m in this pressure if a geometric
cross section is assumed.

The entire cluster-production and beam guide-section is raised to the acceler-
ation energy potential (in our case Uacc = 50 kV) so the acceleration starts at
the high energy and after 70 cm the potential is zero. The beam proceeds for
106 cm before reaching the mass selection magnet. The magnet has a bending
angle of 72 degrees and a radius of 200 cm. The relation between the magnetic
field B and particle mass m can be extracted from the centripetal force acting
on the charged particle

mv2

r
= Bqv, (3.1)

where v is the speed of the particle, q is its charge, and r is the radius of the
magnet. Using the kinetic energy relation

Uacc =
Wkin

q
=

mv2

2q
, (3.2)

the speed can be eliminate from equation 3.1 and we obtain

m

q
=

(rB)2

2Uacc

. (3.3)
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The mass selection magnet used in these experiments has a mass resolution
of m/∆m = 1000. After running the experiments for a couple of hours the
magnet gets rather hot and the practical upper limit for the magnetic field
strength is about Bmax ≈ 1.2 T, which at Wkin = 50 keV gives an upper mass
limitation of about 5400 amu. By reducing the kinetic energy the mass can be
increased, but this has implications for the mass resolution.

The charged particles then proceed for 3.4 m of free flight before reaching the
hemispherical electrostatic analyzer [69] with a radius of 15 cm. The simplest
kind of electrostatic analyzers consist of two curved parallel conductors that,
when an electric field is applied between them, exert a radial force on the
particle. The particle path bends inwards and depending on the kinetic energy
either collides with the inner or outer wall, or has exactly the correct energy
needed to pass trough the analyzer. Hemispherical in this context means that
that there is also a field applied in the y-direction to focus the beam. Since the
electrostatic analyzer separates particles according to energy and not mass, it
does not have the same particle size limitations as a separation magnet and
this has come to great use in e.g. electrostatic storage rings.

Experimental timescales

The time since creation of a cluster is of importance for the determination
of temperatures, energies, rate constants and so on. In the separator there
is a continuous stream of charged particles being created, accelerated, and
detected. Figure 3.1 labels the different sections of the apparatus with t′1, t′2
etc. The times spent in the different sections are determined by the mass and
charge of the particle, the distances traveled and the electric field strength act-
ing on the charged particles. These are known quantities and the times are
calculated through the velocities using the kinetic energy relation E = mv2/2
together with the constant acceleration of the particles due to the electric fields
(s = v0t + 1

2
at2). The velocities scale mainly as

√
m except for a small contri-

bution due to the initial velocity of the clusters when entering the chamber.

The initial velocity is approximated with 330 m/s by estimating the velocity
air will have when expanding into vacuum through the following reasoning.
The thermal energy of a gas ’standing still’ is 3kBT/2 (only counting the trans-
lational degrees of freedom, i.e. an ideal gas). The additional energy from the
expansion (from 1 atm to perfect vacuum) is 1kBT per molecule, so the total
energy amounts to 5kBT/2. If we assume all this energy is transferred into
kinetic energy we get

5kBT

2
=

mv2
max

2
⇒ vmax =

√
5kBT

m
≈ 660 m/s, (3.4)
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with m = 28.8 amu (80% N2 and 20% O2) and T = 300 K. This is thus the
maximum velocity the gas can get and as an average we have used (vmax −
vmin(= 0))/2 = 330 m/s. In principle the maximum velocity can be higher
because of transformation between the rotational energy of the air molecules
to translational energy, but in this estimate we disregard this.

As an example of the timescales we have in the experiments, the times for a
water cluster of N = 50 molecules are t′1 = 68 µs (from entry into vacuum until
acceleration), t′2 = 10 µs (acceleration time), t′3 = 11 µs (free flight between
acceleration and mass selection in magnet), t′4 = 25 µs (magnet transit time),
and t′5 = 36 µs (free flight). These times scale approximately with

√
m, but not

exactly because of the small size-independent initial velocity.

3.3 Storage rings

Storage rings have proven to be a useful tool in investigating properties such
as relaxation processes of atoms, molecules and clusters. In contrast to linear
accelerators, storage rings lead the particles in turns through the apparatus
and a stable charged particle could in the ideal case, with perfect vacuum and
no other interactions, be kept in circulation forever.

Storage rings were first created in the 1930-40s in the subatomic community
to facilitate better acceleration of particles, mainly relatively light ones such as
protons or electrons. By circulating the particles several times through the ac-
celerating section of a ring, each revolution would increase the kinetic energy
of the particles. For bending the particle beam, magnets were used. When
the need for even higher kinetic energies developed, the circumference of the
rings had to be increased because of practical limitations in the magnetic field
strength (see equation 3.1). When interest developed into studying larger par-
ticles such as free flying molecular ions and clusters in an intermediate ki-
netic energy regime, magnetic bending was no longer as practical because of
power limitations of the magnets and the requirement of large facilities to con-
tain such large apparatus. Instead, electrostatic deflectors and quadrupoles
were put to use in the first electrostatic storage ring ELISA at the University
of Aarhus [70]. Since the ring beam path is independent of the mass of the
particles, quite large molecules (e.g. biomolecules and larger clusters) can be
studied in these types of rings.

The TMU E-ring at Tokyo Metropolitan University [67] was built after a design
similar to that of ELISA with a circumference of 7.7 m. A drawing of the TMU
E-ring can be seen in figure 3.2.

I will not describe the entire ring in detail, but instead give a more general
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Figure 3.2: The TMU E-ring at Tokyo Metropolitan University. Figure copied
from [67].

idea of what affects the circulating molecules and what is important for the
experiments described later in this thesis.

The ions are prepared as described in section 3.1.2 and the ion beam enters
the ring by passing through a 10◦ deflector (DEF-10). This deflector is run in
synchronized pulse mode intended to chop up the beam in short bunches.
Well inside the ring the ion-bunch follows the "race-track"-shaped path of
the ring due to several deflectors and focusing and defocusing electrostatic
quadrupole doublets. The ring also contains several diagnostic elements to
monitor that the ions follow the right trajectory.

When the ion-bunch enters the ring one would like for the ions to follow ex-
actly the same trajectory with the same velocity, and for the beam not to spread
out over time. All ions with the same kinetic energy will follow the same tra-
jectory in the ring, but if the mass is slightly different (i.e. isotopes) their veloc-
ities will be slightly higher or lower and the beam will spread out over time.
To mass-select the beam further and minimize the spreading of the ion-beam
kick-pulses can be applied. These are short high voltage pulses applied in-
between two passes of the ion-bunch. Slower or faster ions will be deflected
and not influence the rest of the measurements. In some cases several kick-
pulses are necessary to get a good and clean beam, free from impurities.

Every 100 ms a new bunch of ions is let into the ring and immediately before
that the old one is ejected. This is called dumping the beam and is done by
turning off one of the deflectors for a time corresponding to one revolution of
the ions in the ring.
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There are mainly three reasons for loss of intensity in an ion beam. The ions
can change their mass by losing an atom or molecule and consequently get a
change in kinetic energy. The trajectory for the lighter ion will be different and
the ions will eventually hit a wall. The ions can also collide with restgas inside
the ring which might change their trajectories or fragment the particle. The
final way, and the one exploited in the experiments reported here, is by losing
its charge. These neutral particles can be detected, which will be covered in
the following section.

3.4 Detection

The two setups described here use two different methods of particle detec-
tion. The storage ring at TMU is equipped with microchannel plate detectors
(MCP) at the end of both straight sections of the ring. MCP’s are arrays of
104 − 107 miniature electron multipliers oriented parallel to one another [71].
The resistance between the front and the back of a plate is several MΩs and
a voltage of typically around 1 kV is put over each plate. This setup allows
high electron multiplication factors, time resolution in the order of < 100 ps,
and a spatial resolution only limited by the channels’ dimensions and spac-
ing. When an energetic ion or particle hits the surface of the MCP it sputters
away electrons which in turn create more secondary electrons and the result-
ing avalanche of electrons is finally detected through an anode as a current
representing one particle count. For a higher multiplication factor, two or sev-
eral plates can be connected in a cascade manner. An advantage of this type
of detector is the ability to detect both neutral and charged particles, as long
as they have a high kinetic energy. A possible disadvantage is that it does not
discriminate against the detected fragments, i.e. we cannot tell if a molecular
ion has lost an electron or a larger charged fragment in the setup at the ring.

The separator in Aarhus is equipped with a channeltron detector located di-
rectly after the hemispherical electrostatic analyzer. A channeltron works in
a similar manner as one of the channels in an MCP but is larger in size. The
geometry of a channeltron is often like a twisting horn, where the ions en-
ter through the broad opening, hit the wall and create secondary electrons. A
voltage of typically 2−3 kV is applied over the channeltron, directing the elec-
trons down the tube, resulting in more electrons when the secondary electrons
hits the wall again and again. The resulting current of electrons is measured
and the ions are counted.
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3.5 Laser excitation

When studying cooling rates and relaxation processes in general it can be use-
ful to be able to transfer a well defined amount of energy to the particle. This
is often done with the help of lasers, as in the case of the carbon molecule-
experiments described in this thesis. When a photon is absorbed by a particle
the photon energy is taken up by the particle and it becomes internally excited.

By using pulsed lasers the fluence of photons can be concentrated to very
short times and a very high density of photons can be achieved during the
pulses but still keeping a low average power. There are laser systems that
can produce pulses as short as tens of attoseconds (10−18 s), but the pulses
used in the experiments presented here were several magnitudes longer, in
the nanosecond (10−9 s) regime. To control the number of photons absorbed
by the ions neutral density filters are used for laser pulse energy attenuation.

The laser system used in these experiments consists of an Optical Parametric
Oscillator (OPO) pumped by a Nd:YAG laser. The tunable range of the OPO
(Spectra-Physics, Quanta-Ray MOPO-HF) [67] is from 410 to 2200 nm (equiv-
alent to 3.0 − 0.56 eV). The photon energies used in the experiments in this
thesis were between 1.85 − 2.8 eV (visible light regime, 670 − 440 nm), with a
pulse energy of 0.5 − 5 mJ, depending on the wavelength of the laser and the
type of ion studied. The repetition rate of the laser is 10 Hz, set to coincide
with the particle beam in one of the straight sections as is shown in figure 3.2.
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CHAPTER 4

Theory of thermal decay

This chapter will give some theoretical background to the experimental re-
sults presented in the two following chapters. It will contain motivations and
derivations of (some of) the equations used, and describe and expand upon
the underlying assumptions that have been made. Its aim is also to connect
the papers and the other results, and hopefully serve as a guide to a bigger
picture of the evaporative ensemble and unimolecular decay. A lot of the ma-
terial in this chapter can be found in a book of notes by Hansen [1], where it is
described more rigourously and in more detail.

All systems tend to equilibrate with their environment. It is the ’zeroth’ law
of thermodynamics [72]. In a very small system, like an atom, the energy
levels are well defined and lifetimes of specific excited states can be measured
by tuning the excitation to the appropriate energy for excitation. In larger
systems like molecules and clusters, there are numerous possible states the
particle can be in with a given energy. Energy can transfer between different
states and decay can occur through different relaxation process. An excited (or
hot) molecule or cluster brought into a cold environment will eventually relax
to a lower energy state (or cool down) by releasing some of its excess energy.
In vacuum, equilibration through collisions is not an option for energy release.
Instead the particle will release energy by unimolecular decay.

Unimolecular decay is the generic term for different types of energy release
without interaction with an environment. Unimolecular decay consists of ei-
ther evaporative cooling (fragmentation by releasing an atom, molecule, or
larger moieties), thermionic emission (releasing one or several electrons), or
radiative decay (emitting one or several photons). In the same system more
than one of these unimolecular processes can occur at the same time, although
usually with different rates.
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Chapter 4. Theory of thermal decay

4.1 Statistical decay channels

If a moderate amount of energy is transferred to a particle under timescales
not too short, in terms of transition times between different states in the par-
ticle, the energy has time to couple to all degrees of freedom that are in the
system. Energy release occurs then as a thermal (or statistical) process. The
manner in which the energy is transferred to the particle; be it by photon ab-
sorption, from thermal contact to a hot surface, or through collisions with
more energetic particles, makes no difference for a subsequent statistical re-
lease of energy. The particle has no memory of the excitation method after the
energy has been dispersed amongst the degrees of freedom.

An often used theoretical description of the process of unimolecular decay
comes from the principal of detailed balance, originally developed by Weis-
skopf [73] for the statistical emission of nuclei from a nucleus. The derivation
now following is just one of many different ways of deducing decay constants
of unimolecular decay. Depending on the type and size of the system studied,
there might be better assumptions and approximations to be made.

The principle of detailed balance states that the rate for going from one state to
another is the same as the rate of going in the opposite direction [74]. The rate
is the rate constant times the population and the equality (when normalized)
takes the form

ρfinal(E)

ρfinal(E) + ρinitial(E)
kformation =

ρinitial(E)

ρfinal(E) + ρinitial(E)
kdecay, (4.1)

where ρfinal is the level density of the final products after the decay and ρinitial

is the level density of the starting system. The final level density contains both
the larger product particle and smaller emitted particle (or photon) and can be
expanded to

ρfinal = ρfragment(εi) ρt(εt) ρdaughter(E − Ea − εt − εi) dεi dεt, (4.2)

where εi is the internal energy of the smaller emitted particle (fragment) and
εt is its translational energy. Electron emission and particle evaporation is
treated quite similarly with mainly differences in semantics (and of course
numerical values).

If the fragment lost is an atom or a molecule, the larger particle is often referred
to as the daughter, and it has a remaining energy that is the initial energy E
minus the activation energy for emission Ea (often called the dissociation en-
ergy or activation barrier and referred to as D when specifically talking about
particle dissociation) and minus the internal εi and translational εt energy of
the fragment. The ρt(εt) is the translational level density of the emitted frag-
ment, usually just the kinetic energy.
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4.1. Statistical decay channels

When studying thermionic emission we have looked at the loss of an electron
from a negatively charged molecule and then the remaining particle is often
referred to as the neutral and the activation energy Ea is the electron affinity,
labeled here Φ. The fragment lost (the electron) has no internal energy and
consideration must only be given to its translational energy εt. In the case of
photon emission as a cooling process the experimental situation is a bit differ-
ent because it is very difficult to measure individual photons coming out of a
low density of particles. Instead the easiest way of detecting radiative cooling
in cluster science is by noting its effect on the other two types of unimolecular
decay.

The three cases of unimolecular decay investigated experimentally in this the-
sis will now be discussed separately in more detail.

4.1.1 Fragmentation

Fragmentation entails both the loss of an atom or molecule, or larger parts of
the cluster. In the case of water clusters spontaneous evaporation occurs one
molecule at a time and it is not energetically favorable to lose larger moieties.
For fullerenes the smallest unit of particle emission is the carbon dimer, C2.
Following a huge influx of energy during a short time, the cluster can explode
and break apart completely, but this process is not described by detailed bal-
ance and is not what has been studied here.

The aim of this section is to deduce a practically useful expression for the
decay constant kdecay to be able to relate it to experimental findings. We start
with the opposite situation of fragment capturing. Imagine a particle (cluster
or molecule) enclosed in a volume Ω. The mean rate constant for the particle
to capture a fragment with a translational energy between εt and εt + dεt is

kformation(E, εt) dεt =
σ(E − εt, εt) v

Ω
dεt, (4.3)

where σ(E − εt, εt) is the capture cross section for the particle with resulting
energy E and v is the velocity of the fragment, equal to v =

√
2εt/m. The rate

constant for the reverse process of emitting a particle kdecay dεt is then accord-
ing to equation 4.1 kformation divided by the level density of the parent particle
(ρparent) multiplied by the number of states into which the parent particle can
decay. This number is the level density of the daughter particle (ρdaughter) times
the number of states in volume Ω available for the fragment within the energy
interval between εt and εt + dεt, which is

ρfragment =
Ω mgd

2π2~2

√
2εtm dεt, (4.4)
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Chapter 4. Theory of thermal decay

where gd is a degeneracy factor of the electronic states with a value depending
on the specific kind of fragment. gd is typically on the order of unity, e.g. for
the carbon dimer it is either gd = 1 (ground state and some of the excited
states) or 3 (the other excited states) [75]. We get for kdecay

kdecay(E, εt) dεt = kformation
Ω mgd

2π2~2

√
2εtm

ρdaughter(E −D − εt)

ρparent(E)
dεt

=
gd m

π2~3
σ(E − εt, εt) εt

ρdaughter(E −D − εt)

ρparent(E)
dεt, (4.5)

where we see that the volume Ω disappears from the expression.

In the case of molecular evaporation, which is the case studied experimen-
tally in this thesis in the water cluster experiments, the expression becomes
somewhat more complicated due to the more complicated level density of the
emitted fragment. Molecules can have energy deposited in both rotations,
vibrations, and electronic excitations. Equation 4.2 can be divided into the
specific contributions of different internal excitations in the level density in
the following manner

ρfinal = ρr(εr) ρv,el(εv,el) ρt(εt) ρdaughter(E−D−εr−εv,el−εt) dεr dεv,el dεt, (4.6)

where the subscripts r, v, and el refer to the rotational, vibrational, and elec-
tronic level densities of the fragment respectively. The vibrational energy and
the energy deposited in electronic excitations for the fragment are combined
into one parameter. If the ratio of vibrational and electronic frequencies to
the daughter temperature is sufficiently high, which will be the case for wa-
ter, these states are not excited so this level density is set to unity. Here it is
assumed that we can in fact parameterize the level density in this way, which
may not always be the case. Including this parametrization of the final level
density from equation 4.6 in the expression for the decay constant we get

kdecay(E, εt, εr) dεt dεr =
gd m

π2~3
σ(E − εt, εt) εt ρr(εr)×

ρdaughter(E −D − εt − εr)

ρparent(E)
dεt dεr, (4.7)

where the fragment level density left is the one pertaining to the rotational en-
ergy. The energies εt and εr deposited into the level densities of the fragment
are subtracted from the level density of the daughter cluster.

Assuming that εt and εr are much smaller than the final internal energy of the
cluster or molecule lets us expand the logarithm of the level density in these
variables. This is not a huge assumption since for evaporation to occur at all
some amount of excess energy needs to be present in the cluster. εt and εr are
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4.1. Statistical decay channels

in the following derivation expressed as a generic εx

exp(ln [ρdaughter(E −D − εx)])

≈ exp

(
ln [ρdaughter(E −D)]− ∂ ln [ρdaughter(E −D − εx)]

∂εx

εx

)

= ρdaughter(E −D) e−
∂ ln[ρdaughter(E−D−εx)]

∂εx
εx

= ρdaughter(E −D) e−εx/kBTdaughter , (4.8)

where the definition of the microcanonical temperature Tdaughter (from now on
shortened to Td) has been used in the exponent in the final step of equation 4.8.

The expression for kdecay in equation 4.7 can now be integrated with respect to
εt and εr. Integration over a Boltzman factor times the level density is equal
to the canonical partition function Z and this is applied to the rotational level
density of the fragment.

The translational energy εt is treated separately. If we for simplicity assume
the capture cross section to be independent of the kinetic energy of the frag-
ment we can perform the integral over the factors in kdecay dependent on trans-
lational energy as

∫ E(∼∞)

0

εt e
− εt

kBTd dεt = (kBTd)
2

∫ E(∼∞)

0

εt

kBTd

e
− εt

kBTd d

(
εt

kBTd

)
= (kBTd)

2, (4.9)

where we again use the approximation that the final daughter energy is much
larger than εt. Putting the results together from equations 4.8 and 4.9, equa-
tion 4.7 becomes

kdecay(E) =
gd m

π2~3
σ(E) (kBTd)

2Zr(Td)
ρdaughter(E −D)

ρparent(E)
. (4.10)

The difference between the daughter and parent level density is equivalent to
the number of degrees of freedom that the fragment has [75], here labeled s,
so

ρdaughter(E −D)

ρparent(E)
≈

(
~ωD

Td

)s
ρparent(E −D)

ρparent(E)
(4.11)

where ωD is a typical frequency of the material around the bulk Debye tem-
perature [76]. The numerical value of s depends on the type of fragment evap-
orating and the temperature of the cluster. When dealing with unimolecular
decay not involving the loss of atoms or molecules (such as thermionic emis-
sion and radiative cooling) the level density of the parent and daughter can
be taken to be approximately the same but evaluated at different internal en-
ergies.
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Chapter 4. Theory of thermal decay

We continue with expanding the logarithm of the ratio of the level densities
(where the subscript is no longer necessary)

ln
ρ(E −D)

ρ(E)
= ln ρ (E −D)− ln ρ (E)

= ln ρ

(
E − D

2
− D

2

)
− ln ρ

(
E − D

2
+

D

2

)

= ln ρ(E−D
2 )−D

2

∂ ln ρ(E−D
2 )

∂E
+(−D

2 )
2 1

2!
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2 )
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≈− D/kB

(Tp −D/2Cv)
− D3/kB

12C2
v (Tp −D/2Cv)3

=− D

kB(Tp −D/2Cv)

(
1 +

D2

12C2
v (Tp −D/2Cv)2

)
, (4.12)

where Tp is the microcanonical temperature of the parent cluster at the initial
excitation energy E and Cv is the heat capacity of the cluster. The emission
temperature Te is identified with the last line in equation 4.12 as [77]

− 1

kBTe

= − D

kB(Tp −D/2Cv)

(
1 +

D2

12C2
v (Tp −D/2Cv)2

)

=⇒ Te ≈ Tp − D

2Cv

− D2

12C2
vTp

. (4.13)

If only the first two terms on the right side of equation 4.13 are included the
emission temperature is approximately the midpoint between the parent tem-
perature (Tp) and the daughter temperature (Td = Tp − D/Cv), if the heat
capacity Cv can be considered constant for the N and N − 1 clusters. This
approximation is in most cases sufficient.

With identifying ~ωD ≡ TD as the Debye temperature, everything in front of
the last exponential is combined into one variable ω, as

ω =
gd m

π2~3
σ(E)(kBTd)

2

(
TD

Td

)s

Zr(Td) (4.14)

which give us the familiar Arrhenius expression for the decay rate constant

k(E) = ωe−D/kBTe ≈ ω exp

[
− D

kB(Tp −D/2Cv)

]
(4.15)

were ω is the Arrhenius frequency factor with dimension 1/t. This factor is
sometimes also labeled A or ν in the literature. When the Arrhenius expression
is used hereafter the temperature in the exponent is the emission temperature,
unless otherwise stated.
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4.1. Statistical decay channels

4.1.2 Thermionic emission

Thermionic emission is very similar to fragmentation in the sense that both
cases involve particle emission. The rate constant can also be expressed with
the expression in equation 4.5. The difference between losing an atom or
molecule or losing an electron lies mostly in the difference in capture cross
section and mass of the emitted fragment. A geometrical cross section, such
as the one presented in equation 5.1, is often not a good measure of electron
emission cross sections because of the assumption of energy independence.

Direct measurements of absolute capture cross sections for clusters are very
difficult to obtain. Ideally one would want a size selected neutral beam of
clusters with control over both yield and thermal and kinetic energy. Collid-
ing this cluster beam with a beam of electrons of predetermined and variable
kinetic energy and the ability to measure all possible products would give an
accurate cross section. Instead one has to work around this. The attachment
cross section for several sizes of sodium clusters was measured by Scheide-
mann et al. [78] by colliding a neutral beam with a spread of cluster sizes
with an electron beam and ionizing the remaining clusters using a UV-laser
after the collision to detect the unaffected clusters. The cross sections mea-
sured for collision energies lower than the dissociation energy of one Na-atom
(Ecoll < 1 eV) fit well to the Langevin cross section, which is proportional to
the polarizability αp of the cluster. It can be expressed as [77]

σL = π

√
2αpe2

Ecoll

, (4.16)

and thus decreases as the energy increases. When the collision energy exceeds
1 eV the cross section levels out to a fairly constant value proportional to the
area of the cluster, but considerably larger than the purely geometrical cross
section.

The electron emission cross section for C−
60 has been determined experimen-

tally by a fitting procedure to neutralization spectra for several different ener-
gies [77] and an upper and lower limit was found to be σ = 20− 60 Å2. In the
specific case of C−

60 the cross section does not differ much from the geometrical
one, which falls within this region at about 50 Å2 (with a radius of 4 Å). The
Langevin cross section overestimates this value by a factor of ten and is calcu-
lated as σL ≈ 350 Å2 with Ecoll = 0.15 eV and αp = 82 Å3 by [77] (in Gaussian
units).

Another difference is the degeneracy factor gd which for electron emission is
2 due to the spin degeneracy. The dissociation energy (or activation energy)
for particle emission is in the case of electrons either the ionization energy (for
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Chapter 4. Theory of thermal decay

emission from neutrals) or the electron affinity (for emission from anions). The
decay rate constant k then becomes

k(E, ε) dε =
2me

π~2
σ(E − ε, ε) ε

ρdaughter(E − Φ− ε)

ρparent(E)
dε, (4.17)

but, as in the case of fragmentation, expansions and integrations can be made,
and the expression can be written in the same simple form as in equation 4.15.

4.1.3 Radiative cooling

When we consider radiative decay (or photon emission) from clusters we need
to treat the level density of the photon a little different from that of an electron
or atom. Photons are ’full-blown’ quantum species and can not be treated
semi-classically. The decay constant for radiative decay is [1]

k(E, ν) =
8πν2

c2
σmeas(ν)

ρ(E−hν)
ρ(E)

1− ρ(E−2hν)
ρ(E)

, (4.18)

where hν is the energy of the emitted photon. The cross section σmeas is the ef-
fective cross section, including both absorption and stimulated emission of ra-
diation. The expression in equation 4.18 can be simplified and approximated
further but for that I refer the reader to reference [1].

This decay constant k(E, ν) looks quite similar to the decay constants for elec-
tron and atomic emission, but with one important difference. It contains no
activation barrier for the emission of photons. This makes radiative decay
a competing channel for cluster cooling even if the cross section for photon
absorption might be quite small.

For clusters with large activation barrier for particle emission or alternatively
for quite cold clusters, radiative decay is the dominating process. The cross
over between for instance electron emission and radiative cooling depends on
the specific type of cluster.

As mentioned in the introduction to this chapter, direct measurements of pho-
ton emission are difficult in a low density of free particles and the experiments
described in this thesis will include indirect measurements of this process.
Three different ways of analyzing and interpreting data regarding thermionic
emission and radiative decay experiments will be presented in Chapter 6.
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4.2. Cluster abundances and energy distributions

4.2 Cluster abundances and energy distributions

Clusters and large molecules form a bridge between atoms and the bulk ma-
terial and investigations can be performed as to e.g. how collective properties
develop with size. Concepts such as temperature cannot simply be adapted
from the macroscopic definitions but need special attention.

When studying free flying clusters or molecular ions in vacuum in e.g. an
accelerator, a trap, or a storage ring the particles need to be vaporized. The
practical aspects of this is discussed in the experimental sections; here some
physical and energetic aspects will be examined. In many cases the clusters
are created and/or vaporized in a hot source of some kind and then brought
into vacuum. A buffer gas can be used to equilibrate the clusters to a certain
temperature before injection into vacuum, but even without the buffer gas the
clusters are likely to collide with each other. The ensemble of molecules or
clusters can then be described by canonical quantities since the particles have
access to a heat bath which allows a constant temperature to be kept. The
temperature is thus a well defined quantity. Once the particles are transferred
into the vacuum system they become effectively isolated and, if we disregard
the different unimolecular cooling mechanisms, they would retain the exci-
tation energy they had when entering the vacuum. The excitation energy is
thus well defined and the particles are now best described by microcanonical
quantities. The temperature to use is the microcanonical temperature already
used in the decay rate constant derivation above, the inverse of the deriva-
tive of the logarithm of the level density with respect to energy of the particle,
1/kBT ≡ d ln(ρ(E))/dE.

Another way of looking at the situation is that if you have a fairly large cluster,
the internal energy will be dispersed between many degrees of freedom. The
likelihood of the concentration of energy in a single degree of freedom is thus
small and the cluster can sustain a high internal excitation energy without a
reaction, such as the release of an electron or fragment, taking place. With the
other degrees of freedom as a heat bath, one can then define a canonical tem-
perature where the excitation energy of the cluster is considered as an average
energy [79]. However, as also stated by Andersen et al. [79], an isolated sys-
tem is fundamentally different from a system in thermal equilibrium with the
surroundings and the natural way of describing it is through microcanonical
quantities.

The concept of a microcanonical ensemble entails a conserved energy but a
free excited cluster or molecule has a means of getting rid of excess energy
through unimolecular decay. A modification of the microcanonical ensemble
often referred to as the evaporative ensemble is then the appropriate nomen-
clature to use because it describes both the accurate initial energy distribution
and its decay.
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Chapter 4. Theory of thermal decay

One aspect of the evaporative ensemble is that there exists a highest sustain-
able temperature of a cluster or molecule and this temperature is determined
by the experimental time (under the condition that the timescales are larger
than 1/ω, which normally is a very short time). Depending on what kind of
unimolecular decay we are studying and under which conditions the experi-
ments are performed, the energy distributions are different. If we for instance
have negative ions in a storage ring and study thermionic emission the ions
are lost from the experiment when they neutralize. If we study evaporation
of water clusters in a separator the clusters can lose molecules in a sequential
manner and still be detected. We will here look at the energetics of the clus-
ter distributions in three different settings; fragmentation in the small cluster
limit, fragmentation in the large cluster limit, and thermionic emission.

4.2.1 Fragmentation in the small cluster limit

We start with the Arrhenius expression of the rate constant. The upper limit
of the temperature containable within a cluster with N molecules and disso-
ciation energy for the loss of one molecule from this cluster size DN at time t
can be expressed as

ωe−DN/kBTe, max, N =
1

t
⇔ Te, max, N =

DN/kB

ln(ωt)
, (4.19)

where Te, max, N here refers to the emission temperature as discussed previ-
ously. The parent maximum temperature is then Tp, max, N = Te, max, N+DN/2Cv,N .
In the following derivation we will take differences between energies where
this finite heat bath correction will cancel.

If the clusters are created with sufficiently high energy a lower temperature
limit can also be defined. A sufficiently high energy means that the clusters
have undergone at least one evaporation and thus that all clusters of a certain
size N originate from evaporation from clusters of size N +1. Figure 4.1 shows
a schematic illustration of the process, where the abundance of clusters of size
N and N +1 as a function of energy is drawn. The hottest clusters in the N +1-
distribution will lose a molecule and thereby lose an energy of about DN+1.
If the clusters are still hot they will continue to lose energy and molecules,
but with a much decreasing rate. However, when clusters are small enough,
one evaporation of a molecule will take with it so much energy (and thus
also remove temperature) from the cluster that further evaporation will be
strongly suppressed. The rate constants for two consecutive decays are thus
very different in the small cluster limit [74].

The minimum temperature of a cluster of size N can thus be related to the
highest temperature of the clusters of size N + 1, and if expressed in energies
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Figure 4.1: Schematic illustration of the small cluster limit evaporation systemat-
ics. The arrows represent clusters decaying and where they end up. Figure adapted
from [1].

the relation is
Emin, N = Emax, N+1 −DN+1. (4.20)

If the heat capacity Cv,N can be regarded constant within a temperature inter-
val of ∆T = DN/2Cv so that the relation dT/dE = 1/Cv is valid, the maximum
energy of a cluster of size N is

Emax, N =
DNCv,N/kB

ln(ωt)
+ E0,N , (4.21)

under the same assumptions as before, that all clusters originate from evap-
oration of a larger cluster size. The offset in energy, E0,N , is due to a tem-
perature dependence of the heat capacity which makes the energy not simply
proportional to the temperature. This factor will approximately cancel in the
following derivation as we take differences between energies.

The energy distributions for each cluster size thus have an upper and lower
limit determined by the experimental time, dissociation energy, and heat ca-
pacity, with a width of approximately the dissociation energy DN . If we as-
sume that the difference in dissociation energy between two consecutive clus-
ter sizes is negligible the decay rate of a specific cluster size is dependent on
the heat capacity only. Measurements of spontaneous decay and survival frac-
tion for such a distribution during a well defined time thus yield this size de-
pendent heat capacity. The systematics of extracting these heat capacities will
now be presented. The experimental setup is described in Chapter 3.2, and
the results from measurements on heat capacity for protonated water clusters
are presented in Chapter 5.1.2.
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There are some different sections of the experiment with different times as-
sociated to them which are relevant to the heat capacity measurements. A
schematic drawing of the experimental apparatus can be seen in Chapter 3.2,
figure 3.1, and a discussion of how the times are calculated can also be found
therein. The times referring to a specific section are labeled in the figure with
a prime and the total times since creation are

tn =
n∑

i=1

t′i. (4.22)

The first time t1 is the time from creation of the clusters until mass selection.
During this time the decay of a cluster will feed the smaller sizes and the width
of the energy distribution remains unchanged. Mass selection takes place dur-
ing t4 − t1 where evaporation leads to depletion from the high energy side of
the distribution. After mass selection only a specific cluster size remains in the
beam and during the remaining time t′5 continues to evaporate. After time t5
the clusters and their daughters (the ones that have evaporated during time
t′5) are detected and the survival yield measured.

The measured decay takes place during t′5, and the decrease in the width of
the energy distribution is

∆E(t5) = Emax, N(t5)− Emax, N(t4) =
DNCv,N/kB

ln(ωt4)
− DNCv,N/kB

ln(ωt5)

≈ DNCv,N ln(t5/t4)/kB

ln(ωt4)2
. (4.23)

The depletion of the cluster beam during the mass-selection time needs to
be accounted for to get a correct normalization of the decay constant. The
decrease of energy width during this time is

∆E(t4) = Emax, N(t1)− Emax, N(t4) ≈ DNCv,N ln(t4/t1)/kB

ln(ωt4)2
. (4.24)

At the detector we measure the surviving fraction P of cluster of size N dur-
ing the time t′5, which is proportional to the width of the energy distribution
DN subtracted by the loss of energy ∆E(t5) and ∆E(t4). Normalization is
achieved by dividing with the loss of intensity during the mass selection time
t4 as

P ≈ DN −∆E(t5)−∆E(t4)

DN −∆E(t4)
=

1− Cv,N ln(t5/t1)/kB

ln(ωt4)2

1− Cv,N ln(t4/t1)/kB

ln(ωt4)2

, (4.25)

which can be used to extract the size-dependent heat capacities Cv,N from the
measurements of the survival fraction P , as

Cv,N/kB

ln(ωt4)2
≈ 1− P

ln(t5/t1)− P ln(t4/t1)
. (4.26)
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One should note that because of the assumption of constant dissociation en-
ergies for two consecutive cluster sizes (DN = DN+1), this method will not
describe features such as magic numbers in cluster abundances.

4.2.2 Fragmentation in the large cluster limit

The situation is different in the large cluster limit. When a cluster contains
more than a few hundred vibrational degrees of freedom the microcanonical
temperature change when losing one constituent is not large [80]. The as-
sumption of very different decay constants for consecutive decays as in the
case of small clusters is not valid. Instead, the temperature distribution for a
given cluster size is quite narrow with an approximately Gaussian shape and
the temperature can be estimated with a single TN , the ensemble mean temper-
ature. The energy distribution is instead wide as a consequence of the large
heat capacity. At a given experimental time clusters with the same internal
temperature can be observed containing a variable number of constituents.
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Figure 4.2: Schematic illustration of the small and large cluster temperature distribu-
tion after an experimental time of 1 ms. The figure is a drawn copy of a Monte Carlo
simulation displayed in figure 5 of reference [80].

A Monte Carlo simulation of the temperature distribution of clusters of size
N = 10, 100, and 1000 after a cooling time of 1 ms can be seen in figure 5 of
reference [80]. Because it is a good illustration of the difference between small
and large cluster systems a drawn copy of this figure is shown in figure 4.2.
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Chapter 4. Theory of thermal decay

Since the energy distribution is so wide for large clusters, we cannot define a
maximum energy through the dissociation energy for a specific size cluster.
The decay constant is thus not dependent on the dissociation energy. It is
instead a function of the size of the particle through the heat capacity and can
be written as

kN ≈ Cv,N/kB

ln(ωt)2

1

t
. (4.27)

Derivations leading up to this expression can be found in several sources, see
e.g. [1, 80, 81].

To relate the expression for the rate constant in equation 4.27 to the measure-
ments performed on water clusters we use the experimental times again re-
lated to the separator described in Chapter 3.2. The last time for non-destructive
decay is t1 and the decay measured takes place during t′5. The surviving clus-
ter fraction measured after t′5 is then

P = e−kN (t1)(t′5) = exp

(
−Cv,N/kB

ln(ωt1)2

t′5
t1

)
, (4.28)

and we can solve for the heat capacity Cv,N as

Cv,N/kB

ln(ωt1)2
=
− ln(P )

(t′5)/t1
. (4.29)

4.2.3 Thermionic emission and radiative cooling

Thermionic emission and radiative cooling was studied in an electrostatic
storage ring and here it will be shown how the theory of unimolecular de-
cay is applied to an ensemble of clusters or molecules. We go back to the
Arrhenius decay rate constant derived in section 4.1.2:

k = ωe−Φ/kBT (4.30)

where Φ is the electron affinity. The decay rate constant is highly dependent on
the temperature of the system and can essentially assume all values from k =
ω when T → ∞ to k = 0 when T → 0. The temperatures that can be probed
by decay are dependent on the timescales of the experiments, typical from a
couple of µs to in some storage ring and trap experiments several seconds.
The fraction of survived particles at time t can be expressed as

P = e−kt, (4.31)

and the decay rate at the same time is given by the integral of the surviving
fraction times the decay rate constant and the energy distribution of the parti-
cles g(E), as

R =

∫ ∞

0

g(E)k(E)e−k(E)t dE. (4.32)
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4.2. Cluster abundances and energy distributions

If a constant and energy independent distribution is assumed, g(E) = g, that
factor can be taken outside the integral. We proceed with substituting the rate
constant for the energy in the integral

R = g

∫ ∞

0

ke−kt

(
dk

dE

)−1

dk = g

∫ ∞

0

e−kt

(
d ln k

dE

)−1

dk. (4.33)

If the logarithmic derivative of the decay constant is a slowly varying function
of the energy this factor can be evaluated at k = 1/t where it peaks and taken
outside the integral which gives us

R ≈ g

(
d ln k

dE

)−1 ∣∣∣
k=1/t

∫ ∞

0

e−kt dk = g

(
d ln k

dE

)−1

|k=1/t
1

t

∫ ∞

0

e−kt dkt,

(4.34)
and after evaluating the integral we get

R ≈ g

(
d ln k

dE

)−1 ∣∣∣
k=1/t

1

t
. (4.35)

We continue by evaluating the energy derivative of ln k (and ignore the com-
parably weak energy dependence in ω)
(

d ln k

dE

)−1

=

(
d ln (ω exp[−Φ/kBT ])

dE

)−1

=

(
d (−Φ/kBT )

dE

)−1

=

(
Φ

kBT 2Cv

)−1

= [with k = 1/t = ω exp(−Φ/kBT ) ⇒ Φ/kBT = ln(ωt)]

=
CvΦ

kB ln(ωt)2
. (4.36)

Combining equations 4.35 and 4.36 renders R as

R ≈ g
Φ Cv/kB

ln(ωt)2

1

t
. (4.37)

The decay rate thus follows essentially a 1/t-decay curve with a minor loga-
rithmic correction. NB, this correction is not due to competing processes such
as radiative cooling. In Chapter 6.2.2 we will see a numerical example of sim-
ulated decay that fits well to this expression.

Usually there is a competition between radiative cooling and thermionic emis-
sion, where radiative cooling is seen in experiments as a quenching of the
thermionic emission rate and a deviation from the 1/t-decay. If the particle
is very small emission of a single photon can cool the particle enough to be
rendered inactive but in a larger system the emission can be considered as a
continuous cooling process. The rest of this section will describe one way of
extracting radiation properties by means of separating thermionic emission
from radiative cooling.
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Chapter 4. Theory of thermal decay

In an ensemble of hot clusters or molecules, the particles with the highest in-
ternal energy are most likely to release their extra electron the quickest and the
change in the maximum ensemble energy decreases due to this as dEm/dt ∝
1/[ln(ωt)2t]. When energy decrease simultaneously occurs through a second
channel (e.g. radiation) the thermionic emission will be quenched. This can be
expressed by deriving a modified expression for the rate constant k which in-
cludes a time dependent energy term. By investigating the time development
of the logarithm of the Arrhenius rate constant (k = ω exp(−Φ/kBT )) we get

d ln(k)

dt
=

d

dt

(
− Φ

kBT

)
= − Φ

kB

d

dT

(
1

T

)
dT

dE

dE

dt
= − Φ

kBT 2Cv

Ė ≡ −1

τ
, (4.38)

where τ is the radiative time, as defined by the expression above. Ė is the
radiative power, i.e. the change in internal energy with time due to radia-
tion, and we estimate that this change will follow a temperature dependence
resembling that of black body radiation:

Ė = αT n, (4.39)

where α is related to the emissivity ε, the Stefan-Boltzmann constant σSB ,
the radiative area of the molecule A, and the temperature T through α =
εσSBAT 4−n [82]. If the second derivative of ln k is also included we get an
expression of k to the second order in time as

k ≈ k0 exp

(
− t

τ
+

n− 2

2

T

Φ

t2

τ 2

)
, (4.40)

where k0 is the rate constant at time zero. A neutral spectrum I(t) can then be
fitted to an expression which also includes the radiative dependence in k

I(t) =
a0

t ln(ωt)2
ea1t+a2t2 , (4.41)

where we can make the identifications of a1 and a2 as

a1 = −ΦαT n−2

kBCv

≡ −1

τ
(4.42)

and

a2 =
n− 2

2

1

τ 2

T

Φ
=

n− 2

2

Φα2

k2
BC2

v

T 2n−3. (4.43)

From experimental fits to a1 and a2 the power n on the temperature depen-
dence in the radiative power can be extracted as

a2

a2
1

=
n− 2

2

T

Φ
, (4.44)
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4.2. Cluster abundances and energy distributions

where T/Φ is found from the relation 1/t = ω exp(−Φ/kBTe). Te is the emission
temperature as before so the parent maximum temperature (before electron
emission) is Tm = Te + Φ/2Cv.

From this, radiative cooling rates and emissivity can be extracted and practi-
cal examples of this will be given in Chapter 6.2.2. Parts of this description of
thermionic emission and radiative cooling were also used in Paper III regard-
ing cooling rates for C−

60 and in Paper IV where radiative cooling rates were
deduced for C−

5 .
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CHAPTER 5

Evaporation from water clusters

This chapter will present the experiments and some of the results from meta-
stable evaporation (spontaneous fragmentation) of water clusters. The experi-
mental setup of the Separator has been described in Chapter 3 and some back-
ground to the theory in Chapter 4.

All experiments on water covered by this thesis are carried out in a similar
way and a general description will be given first. Then the results from three
different experiments on three slightly different systems will be presented sep-
arately.

As already mentioned the charged clusters are created in a corona discharge
source, guided through a capillary into the first vacuum chamber, and then
successively enter chambers with lower and lower pressure. They are then
accelerated (in these experiments to 50 keV), mass selected in a magnet, fly for
3.4 m, and are then electrostatically analyzed according to their kinetic energy
and detected. The kinetic energy analysis serves as a mass analyzer in this
case.

Depending on the temperature of the capillary and the potentials on the cap-
illary, the needle, and the tube lens we can shift the cluster size distributions.
The temperature effect of the capillary is shown in figure 2 of Paper I. High
temperatures give small size clusters and vice versa. The capillary can only be
heated, not cooled below room temperature.

The separator can be run in two different modes. Either the magnet is scanned
and the analyzer is kept open to all clusters with the kinetic energy of 50 keV
(an example is shown in figure 2.2 in Chapter 2.1.1). If the magnet is fixed
on a magnetic field letting through a particular mass, the analyzer is scanned
to register possible changes to this specific cluster size during the free flight.
Figure 5.1 shows two analyzer scans of protonated water clusters of size N =
40 and N = 17.
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Chapter 5. Evaporation from water clusters

Data analysis and corrections

The metastable evaporation is studied by fixing the magnetic field to allow
the passage of a cluster of a certain m/q and then recording the difference in
kinetic energy of the clusters after the free flight region by scanning the elec-
trostatic analyzer. Figure 5.1 shows the evaporation spectra of two different
size clusters; N = 17 and N = 40, for the protonated clusters.
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Figure 5.1: Evaporation of H+(H2O)17 and H+(H2O)40. The large frame shows the
entire fragmentation chain on a linear scale for N = 40. Note that the y-axis is trun-
cated for display purposes. The detection efficiency correction (iv) is written out for
the first three daughter peaks but is applied to all of them. The inset to the left shows
the same spectrum in logarithmic scale, where the line shows the intensity of the ions
attributed to CID (correction i). The second inset shows the analyzer spectrum for
parent cluster with N = 17 where correction ii and iii are labeled. See text for details.

There are some corrections to be made to the data, illustrated by the labeling
(i)-(iv) in figure 5.1. The first one (i) is correcting for collision induced dissoci-
ation (CID), due to rest gas collisions in the free flight section. The dashed line
is an illustration of the process, in reality the peaks are integrated before the
subtraction is made. An exponential curve is fitted to the peaks originating
from CID and is subtracted from the spontaneous evaporation peaks. In the
case of N = 17 and N = 40 in figure 5.1 only the first daughter peak is at-
tributed to spontaneous evaporation. Up to N < 60 we see only one daughter
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peak originating from evaporation, for 60 < N < 160 there are two daughter
peaks, and for 160 < N < 300 there are three.

The second correction (ii) to the evaporation spectra is due to evaporation in
the first field free region, after acceleration but before mass selection by the
magnet [83]. As was shown in Chapter 3, what particles go through the mag-
net depends on both mass and kinetic energy. If the magnet is set to pass a
cluster with N water molecules then evaporation of a cluster of size N + 2 to
a cluster of size N + 1 in the first field free region can have approximately the
same apparent mass (m/q) as the desired cluster size N [83]. The kinetic en-
ergy is lower than for the cluster of size N and after the electrostatic analyzer,
the peak will show up close to, or merged with, clusters of size N − 1. How-
ever, in the size region 10 < N < 23 the two peaks are distinguishable and the
ratio of the contribution from H+(H2O)N+1 was determined to be ≈ 10% of
the first daughter peak. 10% of the counts in the first daughter peak are thus
subtracted for N > 23.

The third correction (iii) that must be performed is clearly seen in the inset
displaying N = 17 in figure 5.1. The relatively large peak between the par-
ent peak and the first daughter peak is due to secondary ions released from
the edge of the electrostatic analyzer when the parent ions are steered almost
straight through. This peak wanders through the spectra with increasing N
and is subtracted when merging with a daughter peak.

The fourth correction (iv) is due to the geometry and detection efficiency of the
analyzing section. The radial force acting on the clusters due to the potential
difference between the two plates in the analyzer is proportional to the kinetic
energy of the clusters. When a cluster has lost n molecules the kinetic energy
has been reduced to (N−n)/N times the initial kinetic energy and it will travel
with a reduced velocity. The potential difference between the two plates is
scanned linearly with time so the clusters with lower kinetic energy than the
initial one will be scanned faster than the parent by the factor N/(N − n). We
must therefor multiply the counts by N/(N − 1) for the first daughter peak,
N/(N − 2) for the second etc. to compensate for this effect.

In Paper I, figures 3 and 4, examples of spontaneous evaporation spectra with
both positive and negative clusters are shown for N = 20 and 225. There are
no substantial differences between positive and negative clusters.

Frequency factor for water evaporation

The Arrhenius frequency factor ω = gd m
π2~3 σ(E)(kBTd)

2
(

TD

Td

)s

Zr(Td) for water
molecule emission from a water cluster enters into many calculations for dif-
ferent water properties. Here it will be calculated for H2O, HDO, and D2O. In
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Chapter 5. Evaporation from water clusters

table 5.1 some useful properties of water are displayed. If not otherwise stated
they are collected from the CRC handbook of Chemistry and Physics [84].

Table 5.1: Physical constants for water at T = 0◦C (when applicable) [84]
Parameter Description Value

ρ density 999.8 kg/m3

K dielectric constant 87.90
σs surface tension 75.64 mJ/m2

mH2O mass of H2O 18.02 amu
mHDO mass of HDO 19.02 amu
mD2O mass of D2O 20.02 amu
TD Debye temperature 185 K [85]

From the density ρ and the mass of the water molecule m an equivalent spher-
ical radius r1 = 1.92 Å is extracted. We assume a geometrical cross section
independent of energy:

σ = σN = πr2
N + πr2

1 = πr2
1

(
(N − 1)1/3 − 1

)2 ≈ πr2
1N

2/3, (5.1)

where rN is the radius of a water cluster containing N molecules. The elec-
tronic degeneracy factor gd is unity since the two unpaired electrons from the
oxygen atom combine with the two electrons from the two hydrogen atoms
and form a closed electronic shell. The daughter temperature entering the
expression for ω depends on the cluster size and is here estimated with the
average value for daughter cluster with sizes between N = 5 − 300. It is cal-
culated in the next section to be (on average for the cluster sizes measured in
this thesis) Td = 163 K. The degrees of freedom lost when one water molecule
is evaporated from a cluster is approximately s = 6 (this will be shown in
section 5.1.2).

The rotational partition function for a water molecule is calculated using the
moment of inertia. The moment of inertia differs for the three isotopologues
of water, with the values [86]

H2O





Ix = 1.0220 · 10−40 g cm2

Iy = 2.9376 · 10−40 g cm2

Iz = 1.9187 · 10−40 g cm2

(5.2)

HDO





Ix = 1.2092 · 10−40 g cm2

Iy = 4.2715 · 10−40 g cm2

Iz = 3.0654 · 10−40 g cm2

(5.3)

D2O





Ix = 1.8384 · 10−40 g cm2

Iy = 5.6698 · 10−40 g cm2

Iz = 3.8340 · 10−40 g cm2

(5.4)
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From the moments of inertia of the respective molecules the rotational tem-
perature is calculated as

Trot =
~2

2IkB

. (5.5)

This gives rotational temperatures for the three molecules as

H2O





Tx = 39.4 K
Ty = 13.7 K
Tz = 21.0 K

(5.6)

HDO





Tx = 33.3 K
Ty = 9.43 K
Tz = 13.1 K

(5.7)

D2O





Tx = 21.9 K
Ty = 7.10 K
Tz = 10.5 K.

(5.8)

If the molecule is symmetric in some direction the rotational partition function
must be divided with a so called symmetry number to avoid over-counting of
the number of states. The symmetry number, denoted by σS , for H2O and D2O
is equal to 2 whereas for HDO it is 1 (i.e. not symmetric). The expression for
the rotational partition function as a function of rotational temperatures is

Zr =
π2

σS

(
Td

Tx

Td

Ty

Td

Tz

)1/2

. (5.9)

A daughter temperature of Td = 163 K renders the rotational partition func-
tion for the three molecules (H2O, HDO, and D2O) 96, 320, and 254. When
including the mass and the rotational partition function this gives the follow-
ing frequency factors

ωH2O = 3.1 · 1017N2/3 s−1 (5.10)
ωHDO = 1.1 · 1018N2/3 s−1 (5.11)
ωD2O = 9.1 · 1017N2/3 s−1 (5.12)

An experiment on water evaporation from a cluster consisting of one ammo-
nium ion and three water molecules of various degrees of deuteration will be
discussed in section 5.3. Treating the ammonium ion in these clusters as a
water molecule by using N = 4 in the expressions 5.10 to 5.12 gives the three
frequency factors shown in figure 5.2, where they are plotted as a function of
the daughter temperature Td.
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Figure 5.2: Frequency factor for loss of H2O, HDO, or D2O from a cluster containing
initially N = 4 molecules, as a function of daughter temperature Td.

Liquid drop model estimation of binding energies and temperatures

The maximum temperature of a cluster depends on the time and evaporation
rate as has been shown above. The evaporation rate in turn depends on the
activation energy for the process, i.e. the dissociation energy when no reverse
activation barrier is present. To get an estimate of this energy we turn to the
Gibbs-Thomson liquid drop model. In the case of water and other molecular
clusters it has been used to calculate Gibbs free energy differences, enthalpy
differences, and entropy differences [87–89]. Here it is used to estimate the
dissociation energy of a monomer from the cluster.

The liquid drop binding energy of a neutral cluster is

−Eb(N) = AN −BN2/3 (5.13)

where A is the bulk binding energy per molecule and B is related to the surface
tension as B = 4πr2

1σs where r1 is the radius of one molecule and σs is the
surface tension (see table 5.1). The derivative of the binding energy gives the
dissociation energy

DN = −dEb

dN
= A− 2

3
BN−1/3. (5.14)

The effect on the dissociation energy from the charge of the cluster is calcu-
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lated from the polarization energy it creates and can be estimated with [76]

Dpol,N =
1

2

e2

4πε0

(
1− 1

K

)
1

r1

1

3N4/3
= CN−4/3, (5.15)

where K is a temperature dependent relative dielectric constant.

The total dissociation energy can thus be expressed in the bulk cohesive en-
ergy A, the surface tension term B, and the charge induced polarizable term
C as

DN = A− 2

3
BN−1/3 + CN−4/3. (5.16)

The bulk cohesive energy A is calculated using enthalpy differences ∆H and
heat capacities Cp. The enthalpy differences used are given in table 5.2.

Table 5.2: Enthalpy differences at T = 0◦C [84]
Parameter Description Value

∆vapH liquid - vapor 45 054 J/mol = 0.47 eV/molecule
∆subH solid - vapor 51 084 J/mol = 0.53 eV/molecule
∆fusH solid - liquid 6 005 J/mol = 0.06 eV/molecule
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Figure 5.3: Illustration of how the enthalpy difference between ice and vapor at T =
0 K is extracted.

Figure 5.3 illustrates the process of extracting the enthalpy difference between
ice and vapor at 0 K. The heat capacities for ice and vapor from 0 to 273 K are
integrated to find the value of A. The heat capacities for ice at temperatures
ranging from −250◦C to 0◦C are found in reference [90] and result in an ap-
proximately linear function of temperature from zero at 0 K to 2.11 J/gK at
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273 K. The integrated value then becomes

∫ 273 K

0

Cp,s dT ≈ 2.11× 273

2
= 288 J/g = 0.054 eV. (5.17)

When integrating Cp,g for the gas-phase a value of Cp,g = 4R is used (3R/2
from translations, 3R/2 from rotations and 1R from Cp,g − Cv = 1 (vibrational
degrees of freedom are not active at these temperatures)), which translates to
1.847 J/gK. The integrated value becomes

∫ 273 K

0

Cp,g dT = 1.847× 273 = 504 J/g = 0.094 eV, (5.18)

and A in figure 5.3 is extracted to be equal to 0.49 eV.

The calculated values of the three parameters A, B, and C are displayed in
table 5.3. The resulting dissociation energies (equation 5.16) can be seen in the

Table 5.3: Parameters included in the liquid drop model
Parameter Value

A 0.49 eV/molecule
B 0.22 eV/molecule
C 1.25 eV/molecule

inset of figure 5.4 as a function of cluster size N . The dotted line excludes the
charge effect. The maximum emission temperature of a cluster when entering
the mass selection is

Te,max =
DN

ln(ωt)
, (5.19)

corresponding to a maximum parent temperature of Tp,max = Te,max+DN/2Cv,N

and t is the time from creation to mass selection (t = t1) as described in sec-
tion 3.2. The emission temperature, the emission temperature without the
charging effect, the maximum sustainable parent temperature, and the result-
ing minimum daughter temperature are all shown in the large frame of fig-
ure 5.4. The ω used is the one calculated for H2O in the previous section using
an average Td = 163 K. For heat capacity in the expression for parent temper-
ature the microcanonical heat capacity is used, where Cv,N = 6N − 6. As we
will see in the next section, this is a good approximation.

Noteworthy is that the dissociation energies and maximum temperatures ex-
tracted from the liquid drop model do not include any size-to-size variations
such as shell closings or other unusual stabilities of instabilities (i.e. magic
numbers).
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Figure 5.4: The liquid drop temperatures for emission with and without the charging
parameter included in the dissociation energy (solid and dotted lines) and the parent
and daughter temperature (dashed and dot-dashed lines). The inset shows the disso-
ciation energies with and without the charging parameter included (solid and dotted
lines).

For very small clusters (N < 5) the finite heat bath correction becomes larger
than the emission temperature and the daughter temperature becomes nega-
tive. This is not physical and shows that the finite heat bath correction expan-
sion fails for such a small system.

5.1 Heat capacities of charged water clusters

Evaporation from positive and negative clusters was studied in the cluster size
range N = 5 − 300 and this section will show how the measured metastable
decay fractions were used to deduce size dependent heat capacities for these
clusters.

When attempting to produce positively charged water clusters in the corona
discharge source, both pure protonated water clusters H+(H2O)N and mixed
ammonium-water clusters NH+

4 (H2O)N are created. Since NH+
4 is one amu

lighter than H3O+, they can be separated in the experiments. When switching
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the polarization to study negative clusters we detect no pure water clusters
at all. All clusters contain a core ion of something other than water. In some
cases the specific composition of the core ion was investigated using collision
induced dissociation (CID), for example in the measurements of N = 10 − 14
the core ion was O−

2 . Other examples of core ions produced in this source are
NO−

3 [66], N2(NO2)−, O−
3 , and CO−

3 .

5.1.1 Poisson distributed evaporation

The number of molecules lost during water molecule evaporation is quite
well described by the Poisson distribution. Using the normalized intensities
of the parent cluster and daughter peaks the average number of evaporated
molecules λ can be calculated through

Pn =
λne−λ

n!
, (5.20)

where n is the number of evaporated molecules and Pn is the intensity of
the peak with n evaporated molecules. A Poisson distribution assumes equal
probability for consecutive evaporation, which is not completely accurate in
our system. The evaporation rate k depends on the cluster temperature and
the clusters lower their temperature when evaporating a molecule. However,
because of the low degree of evaporation in the small cluster regime (only
one daughter peak) and the small change in temperature when evaporating
a molecule in the large cluster regime, the Poisson distribution fits quite well
for describing our process.

Paper I, figure 6 shows a comparison with the measured abundances and the
ones calculated from the extracted λ, for both positive and negative clusters
with N = 20 and 225. For N = 225 there is a small underestimation of the
intensity in the first daughter peak, and a small overestimation of the second.
Albeit small, the differences are consistent and show that it is not completely
correct to assume a constant decay constant at this cluster size, but that it
nevertheless fits reasonably well.

A way of approaching this problem with ’non-constant’ decay constant is to
use the surviving cluster fraction, i.e. the fraction of clusters that have not
lost any molecules and calculate the average number of evaporated molecules
from this. In this manner we get around the problem of decreasing tempera-
ture for the clusters in a decay chain, and this value is a principally more stable
one. Setting n = 0 in equation 5.20 yields P0 = e−λ′ , thus λ′ = − ln(P0). The
difference between this λ′ and the λ calculated using all fragmentation peaks
is quite small and can be seen in figure 7, Paper I.
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5.1. Heat capacities of charged water clusters

5.1.2 Heat capacities

As discussed in Chapter 4.2 the energy distributions for large and small clus-
ter sizes are different. The heat capacities are extracted from the surviving
fraction of clusters P using either equation 4.26 or 4.29, depending on the size
regime. Both of the two limits for the positively charged clusters are shown for
all N in figure 5.5, where the cross-over occurs around N = 165. We thus use
the equation for small cluster below the crossing and the one for large cluster
when N > 165 when extracting the size dependent heat capacities.
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Figure 5.5: Heat capacities divided by (ln(ωt))2 for both the large (open circles) and
small (filled squares) cluster limit as a function of size N are shown. Only positively
charged clusters are displayed here.

Figure 5.6 shows the size-dependent heat capacities Cv,N for all the clusters
measured. The uncertainties in the figure are from repeated measurements
and the systematic uncertainties due to estimations in e.g. initial velocity of
the clusters are estimated to be between 1% (smallest clusters) up to 9% for
the largest ones. Below the cluster size N = 165 the small limit is plotted and
above the large one. Bulk values for ice and liquid water at a few temperatures
are also included as references. The small inset shows a magnified view of
the small and medium size regime of the clusters, where we can see that for
N < 22 the heat capacities coincide with those of ice, whereas for N > 21
they are in between ice and liquid water. The clusters investigated have heat
capacities in between bulk liquid water and ice for all sizes except the smallest
ones.
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Figure 5.6: Heat capacities for positive clusters (◦) and negative clusters (×). Inset
shows a magnified view of the large and medium size regime. References represent-
ing bulk values are included for ice at T = 0◦C (topmost line), −63◦C (middle line),
and −123◦C (bottom line); and liquid water at T = 0, 50, and 100◦C, all at P = 1 atm.

No data in the literature have been found to compare with the results ob-
tained here. Heat capacities have been measured for small amounts of water
in nanopores [91, 92], but the influence from interaction with the substrate is
hard to subtract from the results obtained. Hock et al. [93] have measured the
caloric curves of the free water clusters (H2O)−48 and (H2O)−118, where a ther-
malization trap was used. The method can determine heat capacities below a
temperature of (∼ 120−130 K) where spontaneous evaporation does not occur
within the experimental times, but extrapolating their results to our tempera-
tures of around T = 160 K show good agreement.

From figure 5.4 we see that the clusters (except for the very small ones) have
a temperature of about 150 − 160 K. The intramolecular vibrational frequen-
cies of a water molecule are in the energy range 0.2− 0.5 eV (ν1 = 3657 cm−1,
ν2 = 1595 cm−1, and ν3 = 3756 cm−1 [94]) which is much higher than the en-
ergy available at this temperature (160 K translates to about 14 meV). When
water is in liquid or solid phase the motion of the molecules are more or
less hindered by the spacial confinement and the hydrogen bonding to other
molecules. Individual translational and rotational motion can still occur in
this confined geometry but are converted to more or less harmonic motion
around an equilibrium position. Each of these types of motion contribute ap-
proximately 3kB to the heat capacity, giving a total of 6kB for the contribution
of the intermolecular motion to the heat capacity. The slope of the heat ca-
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5.2. Mixed ammonia and water clusters

pacity measurements in figure 5.6 gives an increase of roughly 6kB − 8kB per
added molecule which thus fits well with what is expected for water at these
temperatures.

After the discussion about temperature it is quite noteworthy that in figure 5.6
the clusters of sizes larger than N = 21 have heat capacities between liquid
and frozen. Bulk water at temperatures around 160 K is completely frozen.
However, for very small particles there is often a decrease in the melting point
temperature. As is shown in [93], the latent heat peak in the caloric curve for
the two clusters measured did not exist as it does in bulk water. Instead a
gradual transition occurs, which comes at a lower temperature the smaller the
clusters are. This can explain why the middle-sized clusters appears to have a
heat capacity in-between those for frozen and liquid water.

5.2 Mixed ammonia and water clusters

Relative evaporation fractions from small mixed ammonia and water clusters,
H+(H2O)n(NH4)m, were measured in the same manner as the positively and
negatively charged water clusters, where the fraction of water alt. ammonia
loss is measured by a mass difference of the daughter cluster of 1 amu. Some
of the air surrounding the needle where the corona discharge takes place was
enriched with ammonia by bubbling it through an ammonia-water solution
before it entered the cluster forming region. With this setup the majority of
clusters contains four ammonia molecules, as can be seen in figure 5.7. Three
different scans are shown, with three different flow rates of air through the
water ammonia solution. In (a) only a small portion (5 − 10 %) of the air
went through the solution before entering the chamber, in (b) the fraction was
about 50 % and in (c) all the air went through the solution. Relative and overall
intensities of the various cluster configurations in the mass spectra are quite
sensitive to the ammonia concentration in the solution. With the proportion of
ammonia content in the solution decreasing over time, the mass spectra shift
to heavier clusters containing a larger proportion of water molecules.

The total number of molecules in a cluster is called the rank N = n + m and
spontaneous evaporation was measured for rank N = 3 − 11 and 16 with all
the combinations of n and m that could be produced. The number of water
and ammonia molecules in a cluster is uniquely determined by the mass up to
307 amu, equivalent to a protonated cluster containing 17 water molecules or
18 ammonia molecules, i.e. up to rank 17. In this size regime the clusters only
evaporate one molecule, apart from the identified CID peaks.

A summary of the results from the spontaneous evaporation measurements
can be seen in figure 5.8, where the darker circles represent a cluster contain-
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Figure 5.7: Mass spectra for three different ammonia flow rates, increasing from (a)
to (c). The masses 50 − 200 amu correspond to a total number of molecules in the
clusters, N , between 3 and 11. The numbers in parentheses represent the number of
water and ammonia molecules ((n,m), as explained in the text) in the cluster with the
highest intensity.

ing (n,m) water and ammonia molecules respectively, with the addition of
one proton. The lighter color circles represent clusters not measured. The bars
going down to the right (blue) and left (red) represent the relative water and
ammonia loss, adding up to 100 for each cluster. The number in italics un-
derneath each cluster circle with N ≥ 5 is the total evaporation probability in
parts per thousand. This information is not available for the smaller clusters
because it is not possible to separate CID from true evaporation.

5.2.1 Discussion on stability and structure

The proton affinity of ammonia is larger than the one for water and should
therefore bind stronger to the protonated ammonium ion. Up to rank 4 this fits
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Figure 5.8: Map of the clusters for which metastable decay has been measured (rep-
resented by darker colored circles). The products for which metastable decay was not
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resent the total evaporation in parts per thousand (‰). The ranks N are given to the
left of the diagram.

59



Chapter 5. Evaporation from water clusters

with what is observed in the mass spectra; see figure 5.7 where even in spec-
trum (a) where a relatively small proportion of ammonia is in the vicinity of
the needle during production, there are mostly pure ammonia clusters. Water
is however in general a more efficient hydrogen bonding molecule with its two
acceptor and two donor sites whereas ammonia has three donor and only one
acceptor site. In an unlimited network of hydrogen bonding molecules, this
numerical symmetry and the dipolar character of the water molecule makes
it the most efficient binding molecule. This is consistent with what is detected
in the mass spectra for clusters larger than rank 4 where the majority of the
clusters contain additional water molecules to the four ammonia molecules.
In addition, the ion induced force binding molecules to the ammonium ion
decreases rapidly with distance and becomes partially shielded with the first
shell around it occupied [35]. Calculations on free energies on these clusters
from [45] show that the two first sites around the ammonium ion is filled by
ammonia but that the two last sites are preferably occupied by water. The
strength with which the other ammonia molecules bind to the outer shell is
found to be the same as for water molecules.

From figure 5.8 it is clear that in most cases the preferred evaporation channel
is water loss. Only for clusters with 6 or more ammonia molecules is am-
monia evaporation the preferred channel, except at rank 11 and 16 where the
clusters with m = 6 have a close to 50/50 chance of losing either molecule.
It might now be tempting to conclude that the cluster geometries consist of
a central ammonium ion surrounded by four ammonia molecules in an inner
shell, and with the water molecules in the next shell which if an additional
ammonia molecule were present would be much more loosely bound. How-
ever, studying what types of clusters are produced in most abundance do not
support this picture (see figure 5.7). Up till N = 4 the clusters consist of mainly
ammonia but for N ≥ 5 the most intense peaks show up for clusters with wa-
ter added, even in the spectrum with an abundance of ammonia present at the
creation site.

From the measurements of dominant evaporation channel alone, deducing
a single structure for each cluster kind is not possible. It might not be mean-
ingful either since as reported before, mixed ammonia and water clusters have
several energetically low-lying isomers and the population studied here likely
consists of a mixture of these. Comparing these results with computations de-
ducing structure such as those in [45] is thus difficult. We can only conclude
that even if there are water molecules in the first shell surrounding the ammo-
nium ion and ammonia molecules in the second shell, water still evaporates
to a higher degree than ammonia if the number of ammonia molecules does
not exceed six.
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5.3 Relative evaporation rates for light, heavy, and
mixed water molecules

Spontaneous evaporation branching ratios for light, heavy, and mixed water
molecules were measured for the clusters NH+

4 (H2O)3 − dn, n = 0− 6, i.e. one
ammonium ion with three water molecules attached, containing in total zero
to six deuterium replacing hydrogens.
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Figure 5.9: Mass spectra from the two production methods described in the text,
where (a) is from heavy water collisions in the octopole and (b) from when heavy
water vapor was present at the corona discharge. The marked peaks are the ones con-
taining no deuterium. The peaks following them have one, two, etc. H exchanged
with D.

The clusters are generated in the same way as the pure protonated water clus-
ters. To facilitate the exchange of hydrogens to deuterium the octopole was
flooded with heavy water steam to ca. 3 · 10−2 mbar where low energy col-
lisions take place and deuterium becomes incorporated into the clusters. An
example of a mass spectrum is shown in figure 5.9(a). Another method was
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Chapter 5. Evaporation from water clusters

also attempted where heavy water was incorporated already at the produc-
tion site, using the electrospray source. A mass spectrum using this method is
shown in figure 5.9(b). Unfortunately the cluster beam was too instable and
too low in intensity to perform evaporation measurements on clusters con-
taining three or more deuterium atoms.

The composition of the clusters seen in the mass spectrum in figure 5.9(a)
shows a strong odd even effect in the number of deuterium incorporated. The
intensity of the even number deuterium peaks is relatively much stronger.
This could be due to at least three effects. Either heavy water simply aggre-
gates onto the clusters, with or without proton scrambling, and loss is negligi-
ble. There could also be scrambling involved and a strong bias towards mixed
water molecules (HDO) evaporation. The final alternative is that heavy wa-
ter molecules are incorporated, low or no proton scrambling takes place, and
both heavy and light water molecules evaporate intact. By examining only the
mass spectrum none of the above explanations can be excluded.

Comparing the mass spectrum in (a) with the other production method in
(b) when heavy water was present already in the production phase displays
a difference in composition. The deuterium distribution in (b) is more of a
smooth function where the odd even effect seen in (a) is not present. This give
an indication that the second explanation is less likely; if there was a strong
bias towards HDO evaporation in the first case, it seems likely that it would
be so regardless of production method. The absence of an odd-even effect in
the abundance distribution in (b) can be due to the longer time spent in the
formation region as compared to the octopole, or to high energy processes
associated with the cluster formation, in particular the formation of the core
ion.

Also notable is the low intensity of clusters in (a) containing more deuterium
than twice the number of water molecules present in the cluster. This is an
indication that the hydrogens in the ammonium ion remain unswitched.

5.3.1 Branching ratios and evaporation rates

The metastable evaporation in the free flight section of the separator was mea-
sured in the same manner as for the mixed ammonia and water clusters. The
relative evaporation fractions for the mixed clusters created by collisions in
the octopole are shown in figure 5.10 as a function of deuterium content. In
the following we shall restrict ourselves to clusters produced in this manner.

The clusters are seen to evaporate exclusively single water molecules, except
for the clusters containing five deuterium (NH+

4 (H2O)3−d5) where a fragment
of mass 17 amu was detected as 12% of the total evaporation. It is labeled NH3
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Figure 5.10: Relative evaporation fractions for NH3, H2O, HDO, and D2O from
NH+

4 (H2O)3 as a function of deuterium content in the cluster. The data displayed
here is collected from measurements on metastable evaporation from cluster created
through heavy water collisions in the octopole, i.e. the situation shown in figure 5.9(a).

loss in figure 5.10 but can possibly be due to impurities at this cluster mass in
the beam.

For clusters containing even number deuterium there is hardly any HDO
evaporating. This indicates that very little scrambling takes place, or that the
evaporation is selective for the isotopically pure species. The latter explana-
tion runs counter to the second hypothesis for explaining the low abundances
of odd mass peaks in the mass spectrum in figure 5.9(a), that there is a strong
bias for HDO evaporation.

To sort out the different possible situations we start by making some assump-
tions and compare the consequences from these with the measured evapora-
tion fractions. Under the assumption of equal decay rate constants for the
three water isotopologues there are three levels of scrambling to consider:

¦ No scrambling. The appearance of HDO in some clusters is due to di-
rect attachment of HDO to the cluster from contamination of the heavy
water in the octopole or of the light water in the corona discharge. The
probability for HDO loss is zero for even number deuterium, 1/3 for
odd.
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Chapter 5. Evaporation from water clusters

. Full scrambling between the hydrogens associated with the water molecules
in the cluster. Total number of hydrogens possibly involved in the scram-
bling is six.

H Full scrambling between all hydrogens in the cluster, also the ones per-
taining to the ammonium. Total number of hydrogens possibly involved
in the scrambling is ten.

For the last two situations the isotope distribution of the emitted fragment can
be calculated as

I(D, d) =

D!
(D−d)!

P !
(P−p)!

(p+d)!
p!d!

(D+P )!
(D+P−d−p)!

=

D!
(D−d)!

P !
(P−p)!

2
p!d!

(D+P )!
(D+P−2)!

(5.21)

where I(D, d) is the probability that the evaporating molecule contains p hy-
drogens and d deuterium, and p + d = 2. D is the total number of deuterium
in the parent cluster and P is the corresponding number of hydrogens. In the
second situation (.) P + D = 6 and in the third (H) P + D = 10.

Figure 5.11 shows the evaporation fractions as calculated using the three mod-
els (¦, ., and H), together with the experimental data (•). The three different
possible evaporation products are shown in different frames. The possible
ammonia evaporation for D = 5 is disregarded. The scheme that fits the ex-
perimental data the best is the no scrambling hypothesis. It correctly mimics
the step-like behavior of the light and heavy water evaporation, but it does
not give the correct relative amount of evaporation at the plateaus. It also
correctly follows the odd-even shape of the HDO evaporation.

A modification of the first and second model (¦ and .) above can be attempted
by letting go of the assumption of identical evaporation rate constants for the
three species. Instead we assume that they are proportional to the content of
the molecular species of the cluster but otherwise independent of the compo-
sition of the cluster. We also allow some scrambling among the hydrogens
belonging to the water molecules but do not assume full scrambling. The
branching ratios I(D, d) from a cluster containing D deuterium with a frag-
ment containing d deuterium can then be written as

I(D, d) = kdf(D, d) (5.22)

where kd is the evaporation rate constant and f(D, d) is the normalized abun-
dance of water molecules containing d deuterium,

f(D, 0) + f(D, 1) + f(D, 2) = 1. (5.23)

We also make the assumption that the amount of scrambling is symmetric,
i.e. f(D, d) = f(6 −D, 2 − d). The symmetry is trivially fulfilled for the pairs
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Figure 5.11: The first three frames displays the three models for evaporation assum-
ing equal decay rate constants together with the experimental data (•). In short; ¦ -
no scrambling, . - scrambling among water hydrogens, and H - scrambling among all
hydrogens. The bottom right frame shows the relative populations f(D, d) as calcu-
lated by equation 5.34. The symbols representing the different water isotopologues
are the same as in figure 5.10.

D = 0 and D = 6, and D = 1 and D = 5, but has consequences for D = 2 and
D = 4. For some compositions the populations can be expressed explicitly
or be constraint by another population as f(0, 0) = 1, f(0, 1) = 1, f(1, 1) =
f(5, 1) = 1/3, f(3, 0) = f(3, 2) etc. Also some trivial branching ratios can be
written down as

I(0, 1) = I(0, 2) = I(6, 0) = I(6, 1) = I(1, 2) = I(5, 0) = 0 (5.24)
I(0, 0) = I(6, 2) = 1 (5.25)

where a comparison with experimentally observed ratios give five values be-
tween 0.004 and 0.02 and a single value, for I(5, 0), of 0.12 for equation 5.24.
The two ratios for equation 5.25 were observed to be 0.96 (for D = 0) and
0.93 (for D = 6), which may suggest a minor contamination and/or a small
amount of scrambling with the hydrogen atoms in the ammonia core.
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Some relations between the decay rate constants can be posed as:

q1 ≡ I(5, 2)

I(1, 0)
=

k2

k0

(5.26)

q2 ≡ I(4, 2)

I(2, 0)
=

k2

k0

(5.27)

q3 ≡ I(3, 2)

I(3, 0)
=

k2

k0

(5.28)

q4 ≡ I(2, 2)

I(4, 0)
=

k2

k0

(5.29)

q5 ≡ I(5, 1)

I(1, 0)
=

1

2

k1

k0

(5.30)

q6 ≡ I(1, 1)

I(1, 0)
=

1

2

k1

k0

(5.31)

The measured relations for qn, n = 1 − 4 give values for k2/k0 between 0.49
to 0.64 with an average value of 0.56 ± 0.08. The last two ratios give k1/k0 =
0.71 ± 0.12, where the uncertainties are one standard deviation. Thus, the
relative evaporation rate constants are then approximately k0 : k1 : k2 = 1 :
0.71 : 0.56. The relative abundances of the three different water species for the
different cluster compositions in the measurements are found by rewriting
equation 5.22 as

f(D, d) =
I(D, d)

kd

, (5.32)

and normalizing by the common factor c(D), which is

c(D) =
∑

d=0,1,2

I(D, d)

kd

. (5.33)

The relative populations of the three species are then

f(D, d) =
1

c(D)

I(D, d)

kd

. (5.34)

The bottom right frame of figure 5.11 shows the populations as calculated
from the experimental values using equation 5.34. The symbols representing
the different water isotopes in this frame are the same that were used in fig-
ure 5.10. The vertical dotted lines are positioned at 0, 1/3, 2/3, and 1. The
populations calculated from the experimentally measured evaporation frac-
tions falls very close to the expected populations when no scrambling takes
place, when the evaporation rates for the different isotopes are allowed to be
different.

As was discussed in Chapter 2.1.1 some different types of studies have been
performed regarding the evaporation and nucleation of light and heavy water,
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5.3. Relative evaporation rates for light, heavy, and mixed water molecules

on both the macro- and microscale. Measurements of evaporation from ices
at temperatures similar to these clusters (170 − 190 K) showed a 50% lower
evaporation rate for D2O [34], consistent with the results here. On the other
hand Graul et al. [32] measured a slight preference for D2O emission in colli-
sion experiments on mixed protonated cluster. We expect that the more gentle
method of spontaneous evaporation gives a more faithful representation of
the low energy thermodynamic properties of the clusters as compared to the
higher energy processes involved in collisions, but also note that our results
are not directly comparable because of the difference in core ion between their
experiments and ours.

The frequency factors for the three isotopologues of water calculated in the
beginning of this chapter would, everything else being equal, give a ratio of
evaporation rate constants of k0 : k1 : k2 = 1 : 3.5 : 2.9 which goes in stark
contrast to our measurements of k0 : k1 : k2 = 1 : 0.71 : 0.56. The observations
must thus be ascribed to the thermal properties of the resulting daughter clus-
ter after evaporation (since the parent clusters are in all cases identical). The
nucleation rate study from [33] gives much higher nucleation rates for heavy
water compared with light water under identical pressures and temperatures.
Given that nucleation involves a large number of evaporation and absorption
events for each net molecule gained, this is consistent with our observation of
increased evaporation rate for H2O. However, one should not make too much
out of comparisons between pure species of either isotopologue. Measure-
ments of metastable fragmentation yielding similar fractions from different
pure species is rather an indication of similar heat capacities than of decay
rate constants, as discussed in section 5.1.2.
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CHAPTER 6

Thermionic emission and radiative cooling

Useful tool for the study of thermionic emission and radiative cooling are
the electrostatic storage devices. Some examples of similar experiments but
with different results and conclusions will be presented here. The work is
performed utilizing the TMUe-ring, described in Chapter 3.

6.1 Absolute cooling rates for C−
60

Absolute cooling rates for radiation and thermionic emission were determined
for fullerenes. In short, the systematics is the following. A bunch of hot C−

60 is
injected into the storage ring. The bunch cools down with time, both through
radiative cooling of the individual ions and by depletion of the bunch from the
high energy side of the distribution. After a certain predetermined time a laser
pulse is fired at the bunch, thus heating up the fraction of the molecules that
absorb a photon. Effectively, this can be seen as bringing them back in time,
to a state (or time) when they were hotter. If this time can be determined,
the cooling between this back-shifted time and the laser firing time equals the
energy of the absorbed photon (assuming a maximum of one photon absorbed
per ion).

The laser firing time is an experimentally set time, whereas the determination
of the back-shifted time requires an analysis of the data. A way of finding this
time is by comparing the logarithmic slope of the signal from the enhanced
neutral yield after laser irradiation to the slope of the spontaneous electron
emission. When they are the same, the energy distributions are also the same.
The time difference between these two times is referred to as ∆t and the aver-
age cooling rate between the back-shifted time and the laser firing time is thus
Ė = hν/∆t where the absorbed photon has an energy hν. A schematic illus-
tration of the idea can be seen in figure 6.1, but a more thorough description
will follow.
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Figure 6.1: An illustration of the idea behind the extraction of cooling rates for C−60.
∆t is the time it takes for the C60 to cool down one photon energy. δt is equal to the
laser firing time subtracted with this time difference, i.e. δt = tlaser −∆t.

6.1.1 Experimental procedure and data analysis

As described in Chapter 3, C60-molecules were laser desorbed from a surface
and in the process became ionized. The molecules were accelerated to 15 keV
and let into the storage ring. At this velocity one revolution takes 122 µs and
three kick-pulses were applied to clean up the beam. Thus, the first 33 revo-
lutions (∼ 4 ms) may contain impurities and were left out of the analysis. The
counts are summed up for each revolution in the ring.

The neutral yield from spontaneous electron emission for 58 spectra recorded
without laser induced decay can be seen in figure 6.2(a). They are referred
to as reference spectra, I(t). The average of the spectra is shown as the black
dashed line. Except for overall variations in intensities, the spectra are all quite
similar. The average neutral yield is fitted to equation 4.41 using the method
described section 4.2.3, yielding a1 = −122 s−1 and a2 = 1324 s−2 for the values
in the exponential term.

When studying the enhanced yield from photon absorbtion (Ie(t)), laser ener-
gies of hν = 1.9−2.7 eV were used and the laser was fired after tlaser = 5−35 ms
of storage time. The power of the laser was kept low enough to only allow one
photon absorption. For every photon energy and storage time four spectra
were collected and one reference spectrum without laser firing. Each spec-
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trum contained between 4500 − 9000 ion injections. The reference spectrum
was used for subtracting spontaneous electron emission from the laser en-
hanced signal. Figure 6.2(b) shows both a reference spectrum (dashed line)
and a laser enhanced spectrum (circles). The photon energy used in this ex-
ample was hν = 2.7 eV and the laser was fired after tlaser = 12.5 ms of storage
time. A proportionality constant d is used for normalization when subtracting
the reference spectrum I(t) from the laser enhanced one Ie(t). Since the over-
all intensity of the injected clusters can vary from scan to scan, the d’s are a
measure of the statistics and used as weights for averaging the δt’s extracted
from the different scans, where δt = tlaser −∆t as shown in figure 6.1.
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Figure 6.2: All 58 measured spectra without photon excitation, plotted in grey, to-
gether with the average of all spectra shown as the dashed line in (a). In (b) an en-
hanced spectrum with tlaser = 12.5 ms and hν = 2.7 eV is shown as circles together
with a reference spectrum. Frame (c) shows the same spectrum when the reference
spectrum has been subtracted, and (d) shows the extraction of the time δt by locating
the intersection of the inverted enhanced spectrum with y = 0. Note the different
timescales on the x-axes.

The enhanced spectrum after subtraction of the reference spectra (Ie(t)−dI(t))
is displayed in figure 6.2(c). For short times thermionic emission is the dom-
inant process which makes the subtracted enhanced signal roughly propor-
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tional to a 1/(t + δt)-decay, as seen when the inverse is plotted in (d). The
back-shifted time δt is to a first approximation extracted from (tlaser − ∆t),
where ∆t is the time where the fitted line in (d) intercepts y = 0. The relation
used is

Ie(t)− dI(t) ∝ p

t−∆t
⇒ 1

Ie(t)− dI(t)
∝ t−∆t

p
, (6.1)

where p is the fraction of clusters that have absorbed a photon. For the fit
the counts in the ten first revolutions after the laser was fired are used with
weights proportional to the counts in the peaks.

The first approximation of δt with tlaser−∆t in equation 6.1 can be made more
accurate by a few considerations. Firstly, the half revolution the molecules
have gone between laser excitation and detection is subtracted. The next con-
sideration is regarding the spontaneous electron emission from molecules not
absorbing a photon. The measured intensity of the laser enhanced signal is

Ie(t) = p I(t−∆t) + (1− p)I(t) ⇒ Ie(t)− I(t) = p (I(t−∆t)− I(t)), (6.2)

where the last term on the right hand side in equation 6.2 was not included in
equation 6.1. To include this term the fit to the neutral yield without photon
absorption was used and we get a correction to the extracted δt’s of on average
1.4%.

The small effect from radiative cooling at short times need also be considered.
The curvature found in the fit to the reference spectra are used to correct for
this effect as

δt′ =
δt

1 + a1δt + 2a2δt2
, (6.3)

where δt′ are the corrected values for the back-shifted times. This correction is
a little bit larger, 7.4% on average.

6.1.2 Results and discussion

The δt’s are the time the clusters are shifted back to after photon absorption, as
has been explained above. Figure 6.3 shows the measured δt’s for four photon
energies hν = 2.0, 2.3, 2.5, and 2.7 eV. As expected, with the relatively low
photon energy 2.0 eV, the clusters do not get as hot as with the higher photon
energy and they are not brought back in time as far as with e.g. a 2.7 eV photon.
Also as expected, when the clusters have circulated for a relatively long time
in the ring, one photon absorption does not bring them back in time as far as
when they have spent a shorter time in the ring.
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Figure 6.3: A selection of the measured δt plotted vs. tlaser for four different photon
energies; hν = 2.0, 2.3, 2.5, and 2.7 eV.

Since the times δt and tlaser are so different in magnitude, the cooling rates
directly extracted from this procedure will cover large time-spans, hence they
will be averages over long times. To get a better coverage and shorter average
intervals the data can be used in a better way. By subtracting rates for the
same laser firing times but with different photon energies we get cooling rates
for the time interval [tlaser−∆t1, tlaser−∆t2] with the photon energy difference
hν1 − hν2. This method will cover the cooling rates at short times. To get
cooling rates for the longer times we identify the measurements that give the
same δt (or tlaser−∆t), but with different photon energies and tlaser. The cooling
rates will thus span the time intervals [tlaser,1, tlaser,2].

The result from this analysis can be seen in figure 6.4, where the open black
circles are the total cooling rates.

To disentangle the radiative cooling part from the thermionic emission the fit
in equation 6.2 is used once more. An effective time t′(t) where the rate would
have had the observed value in the absence of radiative cooling is found by
equating the expression in equation 6.2 with the fitted function for the mea-
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Figure 6.4: Cooling rates for C−60. The open black circles are the total cooling rate, the
red dots represents the contribution from radiative cooling and the blue dots shows
the contribution from thermionic emission. The line is equation 4.41 (the same as
Inon−rad in figure 6.5, but with the constant a0 fitted to the short times). The green cir-
cle is a modeled value of radiative cooling from the spontaneous decay curve in [77].

sured decay in equation 4.41 as

Inon−rad(t
′) = Irad(t) ⇒ 1

t′ ln(ωt′)2
=

ea1t+a2t2

t ln(ωt)2

⇒ t′ = te−a1t−a2t2 ln(ωt)2

ln(ωt′)2

⇒ t′ ≈ te−a1t−a2t2 . (6.4)

t′ is thus greater than t. An illustration of this effect is given in figure 6.5. On
the right side the inverse of the intensities are plotted, and the deviation form
a straight line is clearly seen.

The relation between t and t′ is now used to disentangle the radiative cooling
from the thermionic emission cooling. The method used assumes that radia-
tive cooling can be described as a continuous process, which requires that the
average energy of the emitted photons is not too large.
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in the time interval 0− 20 ms, and the inverse of the neutral counts are plotted on the
right side.

The total rate of decrease of the maximum energy in the ensemble is

dEm

dt

∣∣∣∣
tot

=
ΦCv/kB

t′ ln(ωt′)2

dt′

dt
(6.5)

and the radiative cooling part of this energy decrease is

dEm

dt

∣∣∣∣
rad

=
ΦCv/kB

t′ ln(ωt′)2

(
dt′

dt
− 1

)
. (6.6)

Integrating equation 6.6 between two times [t1; t2], where the time interval can
be either the short or long intervals as described above, gives the radiative
energy loss in this time interval. Thus

−Erad(t1; t2) =

∫ t2

t1

dEm

dt

∣∣∣∣
tot

dt = hν −
∫ t2

t1

ΦCv/kB

t′ ln(ωt′)2
dt, (6.7)

where hν is either the energy of the absorbed photon or the difference be-
tween two photon energies if the short time intervals are calculated. But the
energy hν can also be expressed as the difference in maximum energy of the
ensembles between time t′1 and t′2 as

hν = Em(t′1)− Em(t′2) =
ΦCv/kB

ln(ωt′1)
− ΦCv/kB

ln(ωt′2)
=

ΦCv/kB

ln(ωt′1) ln(ωt′2)
ln

(
t′2
t′1

)
. (6.8)

The unknown factors in equation 6.7 can now be substituted with factors from
equation 6.8 and with approximating ln(ωt′) with a constant the energy loss
through radiative cooling becomes

−Erad(t1; t2) ≈ hν

(
1− 1

ln(t′2/t
′
1)

∫ t2

t1

1

t′
dt

)
. (6.9)
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The energy loss due to depletion is correspondingly

−Edep(t1; t2) ≈ hν

ln(t′2/t
′
1)

∫ t2

t1

1

t′
dt. (6.10)

The results from equations 6.9 and 6.10 are plotted in figure 6.4, as red and
blue dots respectively.

The method of separating thermionic emission from radiative cooling is a
proof-of-principle experiment and can be applied to a variety of different clus-
ters and molecules. One condition is that radiation can be considered a con-
tinuous process, where the energy of the emitted photon does not exceed the
energy width of the distribution that contributes to the decay at any time. As
will be shown in the next section, for ZnPc this energy region is little over
3 eV which is well above the energy of an infrared photon. If the molecule
is too small, this is no longer the case. The energy loss through emission of
one photon can in those molecules be large enough to render the molecule
inactive. In the case of C−

5 , which will also be discussed further on, the most
IR-active vibrational mode has a frequency of 1831.8 cm−1 [95], corresponding
to about 0.2 eV, which is a rather large part of the total energy distribution of
the molecules, as we will see in section 6.3.

6.2 Radiative cooling and thermionic emission for
large molecules

A slightly less sophisticated method of separating the two cooling channels
thermionic emission and radiation is through a fitting procedure of the spon-
taneous decay. This will be exemplified here. The molecules used in this
example are the anionic species of 5,10,15,20-Tetrakis[4-(tert-butyl)phenyl]-
21H,23H-porphine, molecular structure C60H62N4, hereafter referred to as
H2tBTPP, and zinc phthalocyanine, molecular structure C32H16N8Zn, here-
after referred to as ZnPc. The molecules are presented in Chapter 2.

Both molecules were injected into the ring with a kinetic energy 15 kV and
circulated for almost 100 ms before being kicked out and a new bunch let in.
The revolution time for H2tBTPP was 132 µs and for ZnPc 110 µs and neutral
particles were detected at the end of one of the straight sections. The first
2.3 ms are reserved for cleaning the beam from isotopomers, fragments and
other impurities. Thus these short times are inaccessible for analysis.

Figure 6.6 shows spontaneous thermionic emission from three different days
of measurements for each of the two molecules. The neutral counts for each
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Figure 6.6: Measurement of spontaneous neutralization intensities of the two
molecules. (a) and (b) shows H2tBTPP in both linlog and loglog scale. In (c) and
(d) ZnPc is presented in the same scales. In (d) CID with a lifetime of about 8.5 s has
been divided out from the neutral counts.

revolution are summed up to one point and the spectrum for each day is the
sum of many separate measurements. (a) and (b) show spectra for H2tBTPP
in both linlog and loglog scale, (c) and (d) are the corresponding graphs for
ZnPc. When comparing (a) and (c) we detect a comparably larger contribution
from CID in the neutralization spectra for ZnPc, as seen by the almost constant
detection of neutrals at long times. This contribution is divided out by fitting
an exponential function to the counts after 50 ms of storage. The decay time
for this contribution is τCID ≈ 8.5 s and is divided out in the plot in (d).

From figure 6.6 we first of all conclude that the decay spectra a reproducible.
Secondly, that the decay is clearly non-exponential, as expected from the broad
energy distribution resulting from the hot production method. In (b) and (d)
there is a difference. (b) shows a nearly linear behavior but not with a slope
corresponding to −1, which is what is expected in the absence of radiative
cooling and a 1/t-decay, instead the slope is about −1.7. In (d) we see quicker
drop off in intensity, which is an indication of radiative cooling in addition to
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the thermionic emission.

6.2.1 H2tBTPP

As seen in figure 6.6 there is a small curvature on the spectra from this molecule
but the dominant feature is the nearly linear behavior in the loglog plot. The
slop of approximately −1.7 cannot be explained by the correction to the po-
tential from the 1/ ln(ωt)2-factor. In the case of small particles (containing only
a couple of atoms) there is a correction to the power relating to the small heat
capacity (see e.g. an example regarding Ag−5 in Hansen et al. in ref [96]), but
this can hardly have an effect on this rather large molecule.

One possible explanation to the deviation from −1 on the slope in the loglog
plot can be a non-uniform initial energy distribution. The reason for such
an energy distribution could be parameters in the source such as the power
and/or the energy of the laser light used to excite the molecules and it will
change if the parameters change [1]. A simple parametrization of the energy
distribution is

g(E) = aebE. (6.11)

The decay rate is then modified to [1]

R ∝ −g(E)
dEmax

dt
(6.12)

and by taking the double-logarithm derivative with respect to time we get the
power from the decay as

d ln(R)

d ln(t)
=

d

d ln(t)

[
ln

(
aebEmaxEmax

t ln(ωt)2

)]
= −1− b

ΦCv

ln(ωt)2
. (6.13)

With a dimensionless heat capacity of 250, electron affinity Φ = 1.7 eV [58],
and G = ln(ωt) ≈ 26.9 and a measured slope of −1.7, the value of b extracted
from the data is 1.19 eV−1, corresponding to a change in ion density of a factor
3.3 for each eV.

The decay of this molecule was simulated in the same manner as ZnPc which
will be described in detail in the next section. Here only the results from as-
suming no radiative cooling with both a uniform energy distribution and with
a non-uniform initial energy distribution g(E) ∝ exp(1.19·E) are shown in fig-
ure 6.7.

Since the value of b is dependent not on the molecule but on the preparation
of the ensemble it is not of fundamental interest, but it seems to be a valid
hypothesis for explaining the behavior of the experimental measurements.
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Figure 6.7: Simulated decay with a uniform energy distribution as solid black line
and simulated decay with a non-uniform energy distribution as the red dashed line.
The measured decay are the small empty circles.

6.2.2 ZnPc

In the case of spontaneous decay of ZnPc we see the typical behavior of thermionic
emission being quenched by radiative cooling. The method in section 4.2.3 is
used to extract the cooling rate and the emissivity of the molecule.

The frequency factor for thermionic emission is, as was shown in Chapter 4.1.2
ω = meσg/(π

2~3) · (kBTd)
2 = 4.5 · 107(kBTd)

2 s−1 for ZnPc. The electron absorp-
tion cross section was estimated with the geometrical area of the molecule
which is about 300 Å2. The daughter temperature is, to first order approxima-
tion, Td = Te−Φ/2Cv, where the electron affinity Φ = 3.8 eV [56]. Through the
relation Φ/Te = Φ/(Td+Φ/2Cv) = ln(4.5·107 ·(Td(K))2 ·t(= 10 ms)), we find the
daughter temperature to be about 1450 K, emission temperature about 1600 K
and parent temperature about 1750 K (all calculated at t = 10 ms). The vi-
brational levels of ZnPc have been studied with high level density functional
theory (DFT) method [57] and using the harmonic oscillator (h.o.) approxima-
tion we deduce the caloric curve. Through this the heat capacity was found as
a function of temperature and is at the parent temperature Cv = 13.1 meV/K
≈ 150 (dimensionless).

The spontaneous decay was fitted to equation 4.41 in section 4.2.3 between
t = 2.3 − 15 ms after the collision induced dissociation component with a
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Figure 6.8: Spontaneous decay as small circles and fits as solid lines.

lifetime of about 8.5 s had been divided out. The data together with the fitted
functions are shown in figure 6.8. The two fitted parameters a1 and a2 are
171 s−1 and 3590 s−2 respectively which, using equation 4.44, makes n = 8.2.
As a comparison, the same procedure gives n = 6.3 for C−

60 where a classical
dielectric model predicts a T 6 dependence on the radiative power [97] and
hence n = 6.

Turning back to equation 4.42 we can now deduce the emissivity of this molecule
using the variables extracted from the fits and we get ε = 1.6 · 10−5. Using the
same procedure with C60-data an emissivity of 4.0 · 10−5 is found to be com-
pared with 3−8·10−5 deduced from radiative cooling rates found in Andersen
et al. [98] or 4.5 · 10−5 reported by Kolodney et al. [99].

The radiative cooling rate Ė = αT n (where the right hand side is a conve-
nient parametrization that will be used below) is also extracted and is about
130 eV/s for ZnPc at the emission temperature Te = 1600 K. For C−

60 it is
90 eV/s after a storage time of about 10 ms using this method, which agrees
well with the results from section 6.1.2, presented in figure 6.4.

Simulated radiation and thermionic emission

We can check the validity of some of the assumptions made above by simulat-
ing the thermionic emission and radiative cooling. The vibrational frequencies
were given by [57] and were also calculated using the program Gaussian [54].
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Using the harmonic oscillator approximation the vibrational energy Evib is

Evib(Tc) =
∑

i

hνi e−hνi/kBTc

1− e−hνi/kBTc
(6.14)

where the temperature Tc is chosen to go from 0−4000 K. The vibrational heat
capacity Cv is the derivative of the energy with respect to temperature, or

Cv(T ) =
∑

i

(hνi)
2/kBT 2 e−hνi/kBT

(1− e−hνi/kBT )2
. (6.15)

Figure 6.9 shows the caloric curve as calculated using equation 6.14 and the
heat capacity as a function of temperature using equation 6.15.

0 1000 2000 3000 4000
0

10

20

30

40

50

Temperature (K)

E
ne

rg
y 

(e
V

)

0 1000 2000 3000 4000
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

Temperature (K)

H
ea

t c
ap

ac
ity

 (
eV

/K
)

(a) (b)

Figure 6.9: The caloric curve is shown in (a) for temperatures up to 4000 K. In (b) the
heat capacity is shown as a function of temperature.

The change in temperature of the ions due to radiation is included by solving
the differential equation Ė = CvṪ = −αT n, yielding

T (t) = Tc

(
1 +

t

τ

n− 1

ln(ωt)

)− 1
n−1

, (6.16)

where Tc is the initial temperature and values for n, τ , and ln(ωt) are found
from the fitting procedure to the experimental data. Through this process the
canonical energy Ec is found as a function of time.

The aim here is to calculate the decay rate constant k for this molecule. For this
we need the level density, ρ. The caloric curves calculated from the vibrational
spectrum discussed above can be converted into the needed level density. The
more standard conversion of frequencies to level densities, the Beyer Swine-
hart algorithm [100], is more computationally heavy for the relatively large
system but is used for calculations of C−

5 , see below.

81



Chapter 6. Thermionic emission and radiative cooling

The canonical energy Ec is found as a function of temperature and time at
steps equidistant in temperature. To get them equidistant in energy instead
we create an energy vector from 0 eV to the maximum energy in figure 6.9(a)
and transform the temperature to a microcanonical temperature iteratively by
using the caloric curve in figure 6.9 and

Ec(T ) = Em + kBT. (6.17)

This equation is solved iteratively by

Tm(Em) = T ′ +
Em + kBT − Ec(T

′)
Cv(T ′)

. (6.18)

which usually takes no more than four iterations.

To find the level densities needed to calculate the rate constant, the relation
between the canonical partition function and the level densities is utilized as

Zc =

∫
ρ(E) exp(βE) dE (6.19)

and through inverse Laplace transform (see reference [1] for details on this)
the approximate relation between the canonical values and the level density
is found to be

ρ(Em) ≈ Z(β)eβEm
1√

2πT 2Cv

, (6.20)

where Em is the microcanonical energy of the particle.

The partition function Z(T ) is thus needed for the calculation of the level den-
sity and it is

ln Z(T ) =
∑

i

− ln(1− e−hνi/kBT ). (6.21)

Figure 6.10 shows plots of the partition function and the level density.

To simulate the decay of the molecules the decay constant k(E, ε) for thermionic
emission deduced from detailed balance theory is used,

k(E, ε) dε = 2
me

π2~3
ε σ(E, ε)

ρ(E − Φ− ε)

ρ(E)
dε, (6.22)

where ε is the kinetic energy of the emitted electron and σ(E, ε) is the capture
cross section for the reverse process. We make the assumption that a good ap-
proximation of the cross section is the energy independent geometrical cross
section, σg, and then integrate out the ε-dependence. Left is now

k(Em) = 2
me

π2~3
(kBTd(Em))2 σg

ρ(Em − Φ)

ρ(Em)
. (6.23)
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Figure 6.10: The calculated partition function and level densities of ZnPc.

Everything preceding the ratio of level densities goes into the frequency factor,
which becomes ω = 4.5·107 (Td(K))2 s−1. Equation 6.23 is plotted in figure 6.11,
with σg = 300 Å2 and electron affinity Φ = 3.8 eV. With a storage time of 100 ms
and a clean up time in the ring of at least 1 ms, the energy region contributing
to the detected decay is a little over 3 eV, between 14.6−17.8 eV internal energy.
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Figure 6.11: The decay rate constant k as a function of internal energy. The experi-
mentally important energies are labeled as detectable energy region.

If a broad energy distribution of the ions from the start is assumed, and that
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they are immediately isolated from all kinds of interactions (also absorption
and emission of radiation) when entering the ring, the ions’ excitation energy
E is conserved and they will decay individually according to the radioactive
decay law with the rate constant k(E). The detected neutral product I(t) is
then

I(t) =

∫
k(E) g(E, 0) e−k(E)t dE, (6.24)

where g(E, 0) is a time independent energy distribution. In figure 6.12 I(t)
is plotted with g(E, 0) ≡ 1 as the black line both in linlog and loglog plot.
The shape is very close to a 1/t-curve as is expected from a sum over many
many individual exponential decay curves. More exact, the slope is −1.079 to
be compared to a slope of −1.085, which is what you get from the expression
1/(ln(ωt)2t) with ω = 4.5 · 107 · (Td = 1450K)2. If cooling by radiation is
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Figure 6.12: Simulated detected neutrals with a flat constant energy distribution with-
out interactions from the surrounding environment (solid black line) and with the in-
clusion of radiative cooling (dot-dashed line). The right figure shows the loglog plot
of the same detected neutrals signal.

included (i.e. a time dependence of the internal energy) the time-dependent
distribution becomes

g(E, t) = g(E, 0) e−k(E)t, (6.25)

where the starting point is a flat energy distribution equal to 1 at time equal
to zero. The energy distribution at a couple of representative times (t =
0, 1, 10, 100 ms) is shown in figure 6.13.

The detected neutrals when the time dependence of the internal energy is in-
cluded and thus the reduction in k(E) is calculated as

I(E(t), t) =
∑
E

g(E(t), t) · k(E(t)) (6.26)

and is plotted as the dot-dashed line in figure 6.12. The radiative time used
here is τ = 5.8 ms as found in the fitting procedure of the experimental data.
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Figure 6.13: The simulated time evolution of the energy distribution g(E, t) at times
t = 0, 1, 10, 100 ms.

Finally, the simulated decay profiles are compared with the experimental data
presented earlier. Figure 6.14 shows the simulated decay with and without
radiation together with experimental data. The simulations that include ra-
diative cooling are plotted with two radiative times; 5.8 ms and 2.9 ms. The
simulations are normalized to the first measurement point at t = 2.3 ms.

The hypothesis of a non-uniform energy distribution is also tested. By fitting
a slope to the first 5 ms of the experimental decay curves, the value of b is
deduced in the same way as in section 6.2.1 and we get b = 0.85 eV−1. This
is included in the time dependent energy distribution with a radiative time of
5.8 ms.

As is apparent, the non-radiative decay is not a good fit. Also, only includ-
ing the radiative time found from the fitting procedure (τ = 5.8 ms), does not
provide the best fit either. The simulation using a non-uniform initial energy
distribution provides a reasonable fit at early times but fails to follow the en-
tire curvature of the measured data. The best fit is provided when using half
of the radiative time found from the fitting-procedure to the experimental data
in the simulation, τ = 2.9 ms. Since the first 2.3 ms of neutralization data is
unavailable because of the clean up procedure, perhaps this missing informa-
tion would yield a better fit with a larger curvature to the experimental data,
thus yielding a shorter radiative time.
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Figure 6.14: The detected neutrals when internal energy loss from radiation is in-
cluded and experimental data from one day of measurement. Collision induced de-
cay has been divided out. Radiative times of 5.8 ms and 2.9 ms from the simulation
are displayed. The result from a non-uniform starting energy distribution with a ra-
diative time of 5.8 ms is displayed as the green dashed line.

6.3 Energy distribution of C−
5

Spontaneous and laser induced decay for initially hot C5 anions was mea-
sured in the same storage ring as the previously described experiments. The
biggest difference between C−

5 and the other three molecules is its size. By
containing only five atoms the heat capacity of this molecule is much smaller
than the others. Nevertheless, delayed thermionic emission after one photon
absorption was detected, indicating a, at least partial, statistical redistribution
of energy between its degrees of freedom.

The story presented here is about the energy distribution and radiative cooling
of C−

5 and how it can be probed by adding a well defined amount of energy at
a well defined time to a initially hot ensemble that spontaneously cools with
time.
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6.3.1 Experimental procedure

The molecules were created in a laser desorption source and injected into the
ring with a kinetic energy of 15 keV. With a mass to charge ratio of 60 amu/e,
the revolution time is 35.5 µs. Two kick-out pulses were applied to clean up
the beam of unwanted species with the last one at 0.3 ms, rendering times
earlier than that unavailable for measurements.

At various times of storage (between 1 − 90 ms) a laser beam was fired and
the enhanced neutral yield was detected at the end of the next straight section.
Prompt decay resulting from photoabsorption is thus not measured. Photon
energies between 1.85 − 2.75 eV with a fluence below 6.1 mJ, typically 3 −
4 mJ, per pulse were used to excite the molecules once in the ring. Measuring
a linear dependence of the enhanced signal as a function of the laser pulse
fluence indicates that we are in the one-photon absorption region.

An example of a measured spectrum with photon energy of 2.64 eV and stor-
age time 20 ms is shown in figure 6.15.
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Figure 6.15: Neutralization spectrum with tlaser = 20 ms and with photon energy of
hν = 2.64 eV and a pulse energy of 1.8 mJ. The inset shows an enlarged view of the
enhanced peaks after photo absorption.

To compare the neutral yield measured at different storage times and with
different photon energies a normalization procedure is needed. In each spec-
trum I the first two revolutions after the laser pulse are summed together and

87



Chapter 6. Thermionic emission and radiative cooling

labeled Ip. To normalize to the number of photons hitting the bunch, Ip is mul-
tiplied with the photon energy hν and divided by the laser power P . Because
the beam spreads out in time the width of the beam (w) is also multiplied with
Ip. Because neutralization occurs spontaneously at short times and through
CID at longer times, this contribution needs to be subtracted from Ip, using
a reference spectrum Iref normalized to the number of ions in the enhanced
spectrum. Finally, Ip is normalized to the number of ions in the beam by mul-
tiplying it with the sum of the counts in Iref before the laser pulse, divided
by the sum of I over the same time span and divided by the total number of
counts in Iref . Equation 6.27 shows the normalization procedure where prp
refers to peaks pre laser pulse and tot to total number of counts in the spectrum.
The enhanced and normalized signal is labeled Ie.

Ie =

∑
prp Iref∑

prp I
∑

tot Iref︸ ︷︷ ︸
1

w hν

P︸ ︷︷ ︸
2

(
Ip − Ip,ref

∑
prp I∑

prp Iref︸ ︷︷ ︸
3

)
(6.27)

1 − Normalization to number of ions in beam

2 − Normalization to number of photons

3 − Subtraction of normalized reference spectrum

It should be noted that this normalization procedure does not account for
overlap between the laser beam and the ion bunch, or for betatron oscilla-
tions. The normalized counts Ie for a couple of photon energies at different
laser firing times can be seen in figure 6.16.

As is seen in figure 6.16 the enhanced signal peaks at different storage times
depending on the photon energy. The reason for this and what properties of
C−

5 that can be extracted from these measurements will be discussed in the
next section.

6.3.2 Results and discussion

The enhanced signal detected is the sum of the first two revolutions after laser
excitation. This means that the time window for detection is between 17.7 µs
(half a revolution) and 54 µs (one and a half revolution) after the laser pulse
was fired. As seen in figure 6.11 the detectable excitation energies are de-
termined by the decay constant together with the window of time in which
detection takes place. Molecules heated up to an energy that corresponds to
a decay constant with a much faster decay than the lower limit of the decay
window will not be detected. The same goes for molecules cold enough that
even with an additional photon energy they are not hot enough to release their
extra electron. Figure 6.17 shows a schematic sketch of the process.
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Figure 6.16: Normalized enhanced signal for photon energies 2.64, 2.34, and 2.03 eV
at different laser firing times. The laser firing times corresponding to the maximum
yields are written out in the corresponding figures.

The energy distribution resulting in the measured signal in figure 6.16 can-
not be flat. A flat energy distribution would not give a signal that is low for
short times, it could however give a decrease in the signal at the longer stor-
age times due to energy loss from radiative cooling. Because the maximum in
the enhanced signal shifts to longer storage times with larger photon energies
the energy distribution must shift with time, and as is apparent from the spec-
trum in figure 6.15, after about 4 ms it does not happen through thermionic
emission. Radiative cooling is the only accessible channel.

The decay rate constant for electron emission is given by equation 4.17. The
capture cross section used was the Langevin cross section, here expressed as

σ =

(
2αp

ε

)1/2

, (6.28)

where αp is the polarizability of C5 and ε is the kinetic energy of the elec-
tron. Because of the small values for the kinetic energy the cross section in
equation 6.28 will be significantly larger than the geometric cross section. The
Beyer-Swinehart algorithm was used to calculate the vibrational level densi-
ties and the value for the electron affinity used was 2.8 eV.
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Figure 6.17: Sketch of the process of moving a part of the energy distribution up in en-
ergy and the energy window (corresponding to a time window) where neutralization
can be detected. The storage time in the upper frame is shorter than the lower, t1 < t2.
In the situation in the upper frame a small enhanced signal is detected whereas in the
situation in the lower frame Ie is at its peak. The energy distributions are generic.

The center and width of the excitation energy distribution of the ions which
will decay by thermionic emission in the time window experimentally avail-
able was found to be 2.935 eV with a standard deviation of 0.055 eV. It was
calculated using k(E) exp(−k(E)t) for t = 17.7 µs. We call this center energy
E0.

The enhanced signal Ie will then be given by

Ie(hν, tlas) ∝ σ(hν)g(E0 − hν; tlas), (6.29)

where the constant of proportionality is related to detection efficiency and
universal due to the normalization procedure. For a given photon energy the
peak in the distribution vs. laser firing time is identified as Em = E0 − hν
and the corresponding laser firing time is denoted tlas,0. The relation between
the two is found experimentally to be Em ∝ t−0.56

las,0 . This fit does not take into
account that the distribution changes with time. The time dependance means
that the peak in the yield vs. time does not correspond to the peak vs. energy.

The yield vs. tlas can be converted to a yield as a function of energy at the time
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tlas,0 by the transformations

E(tlas,0) = (E0 − hν)

(
tlas

tlas,0

)0.56

(6.30)

and

g(E(tlas,0); tlas,0) ∝ Ie(hν, tlas)

(
tlas

tlas,0

)−0.56

. (6.31)

This transformation requires that ions cool with identical rates when they have
identical energies, irrespective of initial energy. The fitting procedure is thus
repeated with the corrected yield as explained above. This corrected curve can
be seen in figure 3 of Paper IV and the relation is fitted well by a powerlaw as

Em = 2.935 eV − hν = 0.43± 0.13 eV ×
(

tlas,0

1ms

)−0.58±0.10

, (6.32)

where the uncertainties are from the fit. The relation between how energy
goes with time (as t−0.58) can be related to the emitted power of the molecule
with the assumption that it cools as

P = Ė = αT n. (6.33)

This is the same assumption made for the larger molecule in section 6.2.2 and
described in section 4.2.3 with the same definition of α. To find n we use
the canonical relation between the energy and temperature through the heat
capacity. Between 0.2−1.1 eV it is E = 0.447 K (T [K])1.38 ≡ aT γ , calculated us-
ing the caloric curve from the vibrational frequencies. Solving the differential
equation 6.33 yields

E =

(
E(t = 0)1−n/γ +

αa−n/γ

n/γ − 1

)− 1
n/γ−1

, (6.34)

where because of the very quick onset of radiative cooling the first term can
be ignored and the data in figure 3 of Paper IV can be fitted to the second term
only. A good fit to the slope of the line was found with n = 3.8.

So the radiative power was found to go as T 3.8 which is a weaker temperature
dependence than e.g. C−

60 with n = 6 or ZnPc− which was found to have a
temperature dependence of n ≈ 8. For Al−4 cluster however, Toker et al. [101]
found a similar temperature dependence of the radiative cooling as our value
for C−

5 . By storing their clusters in a electrostatic ion beam trap and radiating
them with photons after different storage times they were able to deduce the
ion temperatures and found a cooling proportional to T 3.5±0.2.

At present it is not clear how general the observation of high n for large carbon
systems and low n for small carbon ions is.
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CHAPTER 7

Summary

The study of the thermal properties of clusters and molecules is a vast and
exciting field where there is still much to discover. The work presented in this
thesis covers aspects of the three main processes included in unimolecular
decay; evaporation, thermionic emission, and radiative cooling.

Spontaneous evaporation from different types and sizes of water clusters were
measured in this work. Allowing initially hot clusters to spontaneously evap-
orate is a gentle method of studying energetic features. It was possible to draw
conclusions based on consideration of the evaporative ensemble where, for a
given time, there is a maximum temperature in the ensemble which is related
to the heat capacity of the species. In this way, size-dependent heat capacities
of freely evaporating negative and positive water clusters of sizes between
five and 300 molecules were determined. For clusters containing more than
21 molecules, the heat capacity per molecule lies in the intermediate region
between those for bulk ice and liquid water.

Measurements of the relative fraction of evaporation from protonated mixed
water-ammonia clusters yielded the result that water evaporation dominated
for most cluster containing five or less ammonia molecules. Cluster sizes with
a total of three to eleven molecules and one series of 16 molecules were stud-
ied.

The experiments on small mixed water and deuterated water clusters with
a core ion of ammonium showed that very little hydrogen scrambling oc-
curred. The relative evaporation rates for H2O:HDO:D2O were determined
to be 1 : 0.71 : 0.56. The procedure of measuring evaporation of different
species from the same parent cluster eliminates the systematic uncertainties
related to different initial states.

A novel method of determining absolute cooling rates was applied to mea-
surements on C−

60 in an electrostatic storage ring. The method is based on
the non-exponential decay of the excited fullerene population, in combination
with single photon reheating. The deviation from a 1/t-decay was used to
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separate the radiative cooling rate from cooling by thermionic emission. It
was found that radiative cooling becomes the dominant cooling process al-
ready after 5 ms. Radiative cooling rates are difficult to measure directly for
isolated particles and this method demonstrates that it is possible to measure
time resolved cooling rates for a wide timespan through electron emission
measurements.

The emissivity and cooling rates for another large carbon containing molecule,
zinc phtalocyanine (ZnPc), were investigated by considering the spontaneous
electron emission curves. A simulation of ZnPc based on detailed balance
theory for the decay rate constant showed good agreement with the measure-
ments. The emissivity and radiative cooling time were found to be similar to
that of C−

60. A type of porphyrin, H2tBTPP, was studied using the same pro-
cedure where the thermionic emission rate was explained by a non-uniform
energy distribution of the ions when entering the storage ring.

Finally, the radiative cooling rate of the comparatively small molecule C−
5 was

measured. From measurements on laser induced electron emission it is clear
that the energy distribution of the ions is not flat, and furthermore that it
changes over time through radiative cooling. The cooling rate was determined
by the dependence of the photoinduced neutralization yield vs. photon en-
ergy and laser firing time.

In this work it has been shown that through relatively easy experiments a lot
of information can be obtained about clusters and molecules and their ener-
getic properties. Using the systematics associated to unimolecular decay and
the evaporative ensemble properties such as the heat capacity, relative evapo-
ration rates, thermionic emission rates, radiative cooling rates, and emissivity
have been obtained. Most methods used here are quite general and can be
applied to a variety of different molecules and clusters.
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