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Abstract

The main purpose of this thesis project is to find the required sizes of the buffers in one of the
future roller production channels in SKFs factory in Gothenburg. An integer linear programming
model for finding the best schedule for the channel is developed. The model minimizes sum of
the lead times for the batches of rollers in the channel. Thereby, the total time that the rollers
are kept in the buffers is minimized, which in turn minimizes the average demand for the volumes
of the buffers. Since the mathematical model is time-indexed, it represents an approximation of
the real scheduling problem. Therefore, post-processing is used to improve the solution obtained.
We study a case from the channel at SKF and present results in the form of optimal production
schedules and number of pallets of rollers in the buffers during the planning period. A comparison
is made between optimal schedules obtained from the time-indexed model with different time step
intervals.

Keywords : Production Scheduling - Integer Linear Programming - Heuristic - Optimization
Modelling
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1 Introduction

1.1 Background

In order to extend a future roller production channel in SKF’s factory in Gothenburg, Sweden, a
number of the current machines will be replaced by new production cells. The existing machines are
old and might be dangerous for the workers, while the new cells are not only safer but also more
efficient. Moreover, the new cells produce rollers of higher quality in comparison with the current
machines. The main buffer of the current channel will be removed and replaced by several new
buffers, which should be built at locations between the machines.

1.2 Aims and limitations

The aim of this thesis project is to find sufficiently large sizes of the buffers in the future production
channel. The buffers should be as small as possible since the area between the machines is limited. In
case that the required area for a buffer is more than the available area at that location, a two-store
buffer should be built, and an elevator will be used to access the basement.

The leadtime of a batch is the time duration for processing the batch in the channel. The sum of the
leadtimes of all the batches should be as small as possible. In other words, when a batch of rollers
enters the first machine in the channel, it should leave the last machine of the channel as soon as
possible.

It is assumed, in the beginning of each planning period, that all batches of raw material are available,
and that all machines have already been reset and are ready to start processing the appropriate
batches. It is also asumed that all machines are always intact, and never broken during the scheduling
time. In fact, no delay for repairing the machines is taken into account in this thesis. These cases
are, however, not the fact in a real planning situation. Therefore, the mathematical models developed
have to be adjusted to become operational. In practice it is possible to include these limitations in
the model.

1.3 Methodology

In this project, time is considered to be discrete since the mathematical models for scheduling prob-
lems based on discrete time steps typically require fewer variables and constraints, as compared to
continuous time models. This leads to the computing time required being considerably shorter for
the discrete time models. The length of the time steps is defined by the user, and the data must be
adapted to the length of the time steps. The data of one year is scattered over the months of the
year, and the methodology is run for each month separately. The goal of this thesis is acheived in
four methodological steps. The first step is a heuristic which yields a feasible schedule and provides
a suitable number of time steps to be used in the mathematical model. In the second step, an ILP
model with discrete time steps, being an approximation of the real problem (with continuous time),
is solved to find an optimal schedule according to the length of the time steps. The accuracy of the
optimality depends on the length of the time steps. This means that by choosing shorter time steps,
the result becomes more accurate and realistic. A squeezing of the production schedule by ignoring
the discretization is executed in the third step. This results in a possibly tighter schedule than the
one found in step two. Finally, the schedules of the buffers over time are obtained from the squeezed



production schedules of the machines and the number of pallets in the buffers during the plannning
period are calculated.

1.4 Outline

Section 2 describes the current and the future production channels at SKF. Tuustrations of and
information about the different lines and machines in the channel are provided. Section 3 presents
the mathematical tools used to model the production channel: linear programming (LP), integer
linear programming (ILP), and mathematical modelling of scheduling problems. Section 4 presents
the heuristic algorithm, which is used to find a feasible solution, the integer linear programming (ILP)
model used to find an optimal solution to the discretized problem, and the squeezing procedure that
possibly improves the optimal schedule from the ILP model possibly more compact. In Section 5 a
small scale example, similar to the channel at SKF, is presented and solved. Since the number of
machines and batches in the channel at SKF is huge, this little example is helpful in understanding
the problem and its properties. Section 6 presents the schedules obtained for a number of planning
cases for the future channel at SKF. The last sections include the conclusions of the research and
suggestions for future work.

2 Definition and description of the problem

The production channel under consideration has the role of producing different types of rollers with
different shapes, sizes, and materials. These rollers will finally be installed in the appropriate bearings,
also produced by SKF.

The first process on the raw rollers, which are imported, is pressing. There are three different pressing
machines in the channel under consideration; see Figure 1. Each pressing machine can perform the
pressing process on special types of rollers according to the size and material. Therefore, each type
of roller passes its appropriate pressing machine.

After pressing, the heat treatment process should be performed. As shown in Figure 1, there are three
machines in the the production flow for the heat treatment process. Two heat treatment machines
are available in the RQ building, each of which can perform the heat treatment process on special
types of rollers. There is also an external heat treatment machine, which is located outside the
factory. As much as possible of the heat treatment is processed by the two internal machines, but the
capacity of these machines is limited. Therefore, some batches have to be sent to the external heat
treatment which requires a much longer processing time because of the transportation. It should also
be mentioned that because of the limited capacity of the heat treatment machines, a so called big
batch of rollers — containing more than 100,000 rollers — should be split into two batches for the
heat treatment process.

The following processes are the rough grinding and the end forming. Several types of machines are
included in the current channel performing these processes. Channels of rough grinding and end
forming are shown in Figure 1. Since the end forming machines of the current production channel
are slow, a large RQ (unfinished roller) buffer is currently needed between the rough grinding and
the end forming machines. Batches of RQ rollers are kept in the RQ buffer before the end forming
process. It constitutes the main buffer in the channel and it is occupying a huge area.

The final process is fine grinding which includes several channels, each of which includes several



machines. The channels of fine grinding are shown in Figure 1. A description of the details of the
machines in each fine grinding channel is not necessary here. All machines in a certain channel of
fine grinding perform their respective processes on the same types of rollers. Therefore, if one specific
batch enters the first machine in a channel of fine grinding, it leaves from the last machine in the same
channel. In other words, batches are not transferred between different channels of fine grinding.

In order to expand the production capacity in the factory, the plan is to install four new production
cells replacing the current machines in the channels of rough grindig and end forming. These new
cells are faster, and occupy less space in the building. The new cells can perform the whole processes
of rough grinding and end forming in one stage and they are capable of processing all types of rollers
of different sizes and materials. It means that after the heat treatment process on a batch of any
type of roller, as soon as one of the new cells is empty, the batch enters the empty cell. As previously
mentioned, the large RQ buffer is currently needed between the end forming and rough grinding since
the end forming machines are old and slow. By replacing the old machines by new production cells,
the RQ buffer is no longer necessary. Therefore, another plan for expanding the factory is to fill the
area of the large RQ buffer by new machines.

In the future flow, after replacinging the old channels of rough grinding and end forming by new cells,
a large area in the building will be available for new buffers. Instead of the RQ buffer, several small
buffers will be built in the area between the machines and the new cells: one buffer before each heat
treatment machine, four buffers before the new cells (one buffer for each cell), and seven buffers before
the fine grinding channels. Since the fine grinding includes seven lines of machines (R4, R5, R7, RS,
R9, R11, and R12), one buffer should be placed before each line of fine grinding. Figure 2 indicates
the future production channel with the new cells and the future buffers.

One objective of this project is to find the required sizes of these buffers. The buffers should be as
small as possible because the available area is limited. On the other hand, the buffers should be large
enough to comprise enough space for keeping the unfinished rollers. If the required area for a certain
buffer is more than the available space, another buffer will be built in the basement and an elevator
should be installed for providing access to this buffer. The lead time defined as the time required to
finish the processing of all the rollers in all the machines, should be as short as possible. Minimizing
the leadtime and keeping small buffers constitute the main goals of the project. These goals are related
to each other: If the production line is working very fast, the leadtimes are short and the batches of
rollers are kept in the buffers for short time which leads to smaller required sizes of the buffers.

3 Mathematical theory

Optimization is a field within applied mathematics and deals with using mathematical models and
methods to find the best possible alternative in decision making situations. In fact optimization is the
science of making the best possible decision. The expression ”"best” means that an objective should
be defined, and ”possible” indicates that there are some restriction for the decision ([7]).

In general, an optimization problem can be formulated as to

minimize f(z), (1)

subject to weX,

in which f: R™ — R is the objective function and xeR™ are the decision variables. The set X C R"
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Figure 1: The structure of the current production flow. OKN, OKN2, and NAT are pressing machines.
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Figure 2: The structure of the future production flow. The four new cells perform the Rough Grinding
and theEnd Forming. The future buffers located between the machines are indicated by triangles.
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is the set of feasible solutions of the problem, and it usually is expressed by constraints ([7]).

3.1 Linear programming

In linear programming (LP) problems the objective function and all the constraints of problem (1)
are linear functions. An LP problem can be written as to

n

minimize z = Z CiTj, (2a)
j=1
n
subject to Zaijxj < b;, 1=1,...,m, (2b)
j=1
xj >0, i=1..n, (2¢)

where c¢; denotes the coefficient for the variables, z;, in the objective function, a;; is the coefficient of
the variable z; in constraint ¢, and b; is the right hand side coefficient for constraint i ([7]).

A set of all variables 1, ..., z,, satisfying all the constraints (2b) and (2c) is called a feasible point or a
feasible vector. The set of all such points constitutes the feasible region or the feasible space. A linear
programming problem can be stated as follows: Among all feasible vectors, find one that minimizes
(or maximizes) the objective function, the optimal solution ([1]).

An LP problem can be written with both equality and inequality constraints, and the variables might
be restricted with respect to sign. The variables can be non-positive, non-negative, or even non-
restricted (free variables ([7]).

A linear program is said to be in standard from if all restrictions are equalities and all variables are
nonnegative. The simplex method, which is created by G. B. Dantzig to solve linear programming
problems, is designed to be applied only after the problem is put in the standard form ([1]).

To represent an optimization problem as a linear program, several assumptions, such as propor-
tionality, additivity, divisibility, and determinism, are needed. The proportionality means that the
contribution of the given variable, x;, to cost is ¢;z; and to the ith constraint is a;;x;. The assump-
tion of additivity ensures that there are no substitution or interaction effects among the activities.
The divisibility assumption ensures that the decision variables can be divided into any fractional lev-
els so that non-integer values for the decision variables are allowed. The deterministic assumption
means that all coefficients of the linear programming problem should be known deterministically. Any
probablistic or stochastic elements are assumed to be approximated by some deterministic equivalents

([1)-

The simplex method checks the border of the feasible area to find the optimal solution of the linear
programming problem. It starts by an extreme point, which means that it cannot be a convex
combination of two other feasible points, and searches for the next extreme point such the value of
the objective function is more desirable. It checks all the adjacent extreme points and choses one of
them as the next extreme point. This method is continued until the current extreme point has the
most desirable objective value compared to the adjacent extreme points.
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3.2 Integer linear programming

Some applications can only be modeled using integer or binary variables. An integer linear program-
ming (ILP) problem is an optimization problem in which at least one variable is restricted to integer
or binary values. If all variables are integer, the problem is a pure integer programming problem, if
some of the variables are integer and the other variables are continuous, we have a mixed integer linear
programming (MILP) problem . Different reasons may force us to define integer or binary variables
such as modeling of Yes/No decisions, modeling of fixed costs, or when only a discrete set of values is
allowed.

In a Linear Programming problem, all variables may take fractional values, the feasible area is convex
and the objective function is continuous. The feasible area of an integer programming problem consists
of a discrete set of points and is as such a non-convex set.

It is always possible to find the optimal solution of an LP problem in an extreme point of the feasible
area, while it is unlikely to find the optimal solution of an ILP Problem in a corner point or along an
edge of the feasible area of the LP Relaxation in which the integrality is relaxed. Sometimes, it even
happens that the optimal solution of the ILP Problem is nearly far away from the optimal solution of
the LP Relaxation. It is of course not possible to round the optimal values of the LP Relaxation to
get an optimal ILP solution since these rounded values might not even be feasible.

One may think that it is easier to solve ILP problems than LP problems, since LP problems have
continuous variables, and they have infinite number of feasible solutions, while ILP problems have
a finite number of feasible solutions. For small ILP problems it might be possible to enumerate all
solutions, check feasibility, and simply choose the best. However, it is not a reasonable approach and
it does not work for big ILP problems.

In general, IP problems are much harder to solve than LP problems. ILP problems are not convex
because of their discrete feasible region. This fact makes them more difficult to solve. LP problems
are easier to solve because we know that the optimal solution always appears in an extreme point of
the feasible region. This property is used in the Simplex method to solve LP problems.

3.3 Scheduling

One of the shop scheduling problems that finds the optimal sequences of a given jobs on a given set
of machines is job shop scheduling; see [3]. The first ILP formulations of job shop scheduling were
formulated by Manne ([8]), Wagner ([14]), and Bowman ([2]). They have modeled the dimension of
time in three different ways.

Manne ([8]) considered the problem of sequencing jobs with presedence constraints, that indicate
which operation must precede another operation, on a single machine. In Manne’s ILP model, the
decision variables represent by y;, equal 1, if job j precedes job ¢, and 0 otherwise. Fattahi et al.
([4]), Ozgiiven et al. ([17]), Roslof et al. ([9]), and Zhu et al. ([16]) used this type of variables in their
modelling approaches.

In Wagner’s research ([14]) only the ordering of the jobs on each machine is considered. In his model, a
decision variable equals 1 if the corresponding job is scheduled in a specific resource at a specific order-
position, and 0 otherwise. Stafford et al. ([11]) have compared models using Manne’s and Wagner’s
approaches to minimize the makespan, i.e., to minimize the time at which all jobs are completed.
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Bowman, in [2], has divided the planning period into an integer number of time periods with equal
length. The decision variables used in this approach equal 1 if the corresponding job is processed by
a specific resource during a specific time period, and 0 otherwise. Kedad-Sidhoum et al. ([6]), have
used this type of variables in their model.

Another way of modelling time is considered by Sousa et al. ([10]), Wolsey ([15]), and Thérnblad
([12]). Decision variables equal 1 if the corresponding job starts at a specific discrete time step, and
0 otherwise. Using this kind of binary variables in ILP problems leads to very large models with a
lot of variables and constraints. On the other hand, models using this kind of variables typically yeild
better lower bounds (for the objective value) than other MILP models of scheduling problems; see
[13] and [12]. A time-indexed model using the same kind of variables is developed in Section 4.2 to
schedule the production line under consideration at SKF.

Minimizing the makespan is the objective which is the most frequently used in scheduling problems;
see [5]. Other common objectives are related to the job’s earliness, tardiness, or completion times,
which is used in the time-indexed model in Section 4.2. Inventory holding costs associated with the
jobs can also be an objective for scheduling problems.

4 Modelling

When solving scheduling problems, the solution time may increase exponentially with the number of
variables and constraints. By assuming that time is discrete, and not continuous, the required number
of variables and constraints is typically smaller than when modelling using continuous time variables.
A mathematical model in which time is considered to be discrete is developed which produces an
approximate solution. By choosing shorter time steps (and making the discretization approximation
closer to a continuous time model), the result will be closer to an optimal one and also more realistic,
but the solution time will be longer.

4.1 A mathematical model for distributing the batches over the year

In order to be able to solve the scheduling model in acceptable time, the number of variables and
constraints should be decreased. Instead of running the scheduling model for one year data, the model
can be run for the months of the year separately. The number of batches produced in a month is much
smaller than the number of batches produced in one year. Therefore, the number of constraints and
variables of the scheduling model will be smaller than the model for one year data. The mathematical
model represented in this section developes the appropriate input data for each month of the year.
The result of this model will be used as data for scheduling model to be run for the months. This
preallocation of the batches to specific months may, however, remove or exclude the optimal solution
from the feasible set. Hence the resulting final schedule may be suboptimal.

4.1.1 Definitions

Several types of rollers are produced in the production channel. In Table 1 the set of all types of
rollers is indicated by R, and the set of months of the year by ).

Different types of rollers are produced with different frequencies according to the demand of the

12



Notation Definition
y Set of the months of the year
R Set of roller types

Table 1: Definitions of the sets

Notation Definition

fi the frequency of producing roller type ¢
(i.e. the number of batches to be produced during the year)
d; the time distance (number of months)

between the production occasions of roller type i

Table 2: Definitions of the parameters for indices i€R

customers during the year. Frequencies of rollers are indicated by f;; see Table 2. The appropriate
months for production of each type of rollers is regulated with respect to its frequency during one
year. The time distances between the production of a type of roller are almost equal in the production
channel. Therefore, d;, the time distance between the production occasions of type i, is considered to
equal [12/f;] i.e. d; must be an integer.

4.1.2 Model

The following model determines which types of rollers should be produced in each month of the year
such that the number of batches produced in each of the months are as equal as possible.

The binary variables x;; determine weather roller type %, i€R, should be produced in month j, jeM,

or not; see Table 3. The non-negative variables sI and s; are slack variables to relax the equality

J
constraint (3d); see Table 3.

minimize Z(s;" + ;) (3a)
jey
subject to inj = fi i€R, (3b)
Jjey
(1+a)di
> o>, i€R  ae0,...,12/d; — 1, (3¢)
j=14ad;

Nwi st -5 =Y fi/12, jey, (3d)

1€R i€R
Sj+ 2 07 j€y7 (36)
57 >0, jey, (3f)



Notation Definition

1 if type ¢ is produced in month j
T
* 0 otherwise
sj How much product can be produced more than Z fi/12 in month j
i€R
s; How much product can be produced less than Z fi/12 in month j
i€R

Table 3: Definitions of the variables for indices i€R, je)

x;;e{1,0}, i€R  je). (3g)

The constraints (3b) ensure that rollers of type i is produced f; times during one year and the
constarints (3c) are formulated to keep a minimum distance between the productions for each type of
roller. The distance between the frequencies of type ¢ in one year, d;, is obtained from the formula

d; = [12/fi].

The slack variables in the constraints (3d) relax the equality requirement, and the average difference
from equality is minimized by the formulation of the objective function (3a).

4.2 The scheduling problem

We next formulate an ILP model to construct an optimal schedule for the future production channel.

4.2.1 Definitions required for the model

All batches of rollers produced during one year must be included in the scheduling model. Different
types of rollers are produced with different frequencies according to the demand of the customers.
The set of all the batches is represented by B, which is indicated in Table 4. All the machines of the
channel are considered to be in set M. The external heat and each of the new cells are in our model
considered as machines. Each channel of fine grinding is also considered to be a machine in the set

M.

As mentioned before, time is considered to be discrete. The set of time steps is finite and indicated by
T. The number of time steps, T, should be large enough, otherwise the model will be infeasible and
it will be impossible to schedule all of the batches. On the other hand, if the value of T is too large,
the computation time can become too long. A heuristic has been formulated to develope a feasible
solution of the model which leads to a suitable value for the parameter T. By decreasing the length
of the time steps, T will be increased and the solution time increases rapidly.

Each machine of the channel, except for the new cells, can process only special types of rollers with
respect to size and material. Therefore, when a batch of rollers enters the channel, it is assigned a
specific route among a subset of the machines. The parameters Ay, indicate which batch passes which
machines in the channel. The new cells can process all types of rollers. Therefore, according to the
definition of A, in Table 5, Ay, = 1 for all batches of rollers when m denotes one of the new cells.

14



Notation Definition

B Set of batches of rollers
M Set of machines in the channel
T Set of time steps= {1,2,...,T}

Table 4: Definitions of the sets

Notation Definition

1 if batch b is allowed to enter machine m
>\bm .
0 otherwise
A 1 if it is possible for a batch to enter machine n directly after machine m
m 0 otherwise
tmn transportation time from machine m to machine n
Py processing time of batch b in machine m
Tm resetting time of machine m
F,, the time that machine m is available

Table 5: Definitions of the parameters for indices be3, me M, ne M

The notations for the different machines are indicated in Table 7. Our ILP model chooses one of the
new cells for each batch.

The parameters A,,, specify the possible routes and directions for the batches between the machines.
A batch cannot enter a machine after leaving another machine in the same process or in the next
process. The order of the processes should be satisfied according to A,,,-

The parameters t,,, denotes the transportation time between machines m and n. The values of
all parameters t,,, are considered to be zero in the data because all the machines are in the same
building, except the external heat. For the external heat the transportatiom time and the resetting
time, indicated by r,, in Table 5, of the external heat are considered to be zero. The processing time,
indicatded by P, in Table 5, of each batch in the external heat includes the time from a batch is
being sent to the external heat until it arrives again in the RK building. In other words, the heat
treatment process in the external heat, the resetting time, and the transportation time are included
in Py, for m representing the external heat.

The parameters F},, indicate the time when machine m is available. Since the model should be run
for all the months, the value of the parameters F;,, should be changed for each month. In the first
month it is assumed that all the machines are available in the first time step. For the next month, it
should be checked when the machines are available. When machine m has finished the process of the
last batch of the previous month, and is reset, it is available for the batches of a current month.

The variables used in the model determine the time steps in which the batches enter the machines.
Table 6 indicates the definition of the variables.

15



Notation Definition

Thmu

1 if batch b enters machine m in the beginning of time step u
0 otherwise

Table 6: Definitions of the variables for indices ueT, bel3, me M

Machine OKN NAT OKN2 Ipsen Siti Ex Heat celll «cell2 cell3 cell4
Notation P1 P2 P3 hy ho h3 c1 Co c3 Cq

Table 7: The notations for the different machines. The notations of the fine grinding chan-
nels are the same as those indicated in Figures 1 and 2. The set M is defined as M =
{p1,p2,p3, h1, ha, ha, c1, c2, 3, ca, Ry, Rs, Ry, Rs, Ro, Ri1, Ria}

4.2.2 The scheduling model without a big batch

Given the parameters, sets, and variables defined in Section 4.2.1, the problem to schedule the future
production channel is formulated as to

minimize Z Z Z (u + Pom)Tomus (4a)

ueT beB meM
subject to Z Thmu = Nom, beB3, meM\{Cla C2,C3, C4}a (4b)
ueT
4
Z Z The;u = 1, beBB, (4c)
=1 ueT

\_u"!‘Pb'mJFtWLnJ
Tomu + Amn Z Tpnt < 1, beB, meM, neM, wueT, (4d)

t=1

[u+ Py +7m |

Thmu + Z Z ZTame < 1, beB, meM\{hs}, wueT, (de)
=u peB\(b)

|_ij

Z bemt =0, meM, (4f)

t=1 beB
Tpmuel{l,0}, meM, ueT. (4g)
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If batch b enters machine m at time step u, which means that xp,,, = 1 , Figure 3 indicates that the
batch leaves machine m at time u + Py, which may not be the beginning of a time step. Therefore,
the objective function of the model ((4a)) tries to finish the processes of all the machines on all batches
as soon as possible. In other words, the model strives to keep the batches of rollers in the buffers for
as short time as possible which leads to small buffer sizes. Therefore, the model is minimizing the
sizes of the buffers indirectly as well.

It should be mentioned that minimizing the processes of the machines in fine grinding channel
,R4, Rs, R7, Rg, Ry, R11, R12, on the batches may not be usefull because the main goal is having tight
schedule which leads to small buffers. The schedule of the batches on the machines is the result re-
quired not the optimal value, so according to the objective function The batches should be processed
on all machines as soon as possible.

Pbm
b
Machine m: : : >
u U+Pym

Figure 3: Batch b enters machine m at the time step u, and leaves it at time u + Py,

The constraints (4b) ensure that each batch passes each machine, except the new cells, exactly once
(if it is allowed to); if Ay, = 1, batch b passes machine m exactly once; if A, = 0, batch b never
passes machine m. It should be noticed that all new cells of rough grinding can accept all kinds of
batches, and Ay, = 1 for all batches in these machines. The constraints (4c) make sure that each
batch passes exactly one of the new cells.

The constraints (4d) ensure that each batch cannot be in more than one machine at a certain time.
In other words, if batch b enters machine m at time step u (Zpmy = 1), it cannot enter the next
machine, n, before time u + Py, + tyy (not before leaving m, and being transported to the next
machine, n), which means that x4, = 0 for te{l,..., [u + Py + tmn]} (since time steps are denoted
by integer values, and the value of w + Py, + t;, is not necessarily an integer, we need the integer
part of w + Py, + timy ). It should be noticed that xp,; might be equal to one, for a time step greater
than |u + Py + tin . In Figure 4, xppe = 1 for t = |u+ Py + tn| + 1

v

Machine: m

Figure 4: A batch can not go to the next machine before leaving the current machine and being
transported to the next machine

Machine: n

v

The constraints (4e) are formulated to make sure that each machine does not process more than
one batch at a certain time, except the external heat. Moreover, when one batch leaves a machine,
the next batch cannot enter the machine before resetting the machine. In other words, when batch
b enters machine m at time step u, which means ., = 1, no other batch can enter machine m
as long as batch b is in machine m or machine m is resetting. Therefore, (zgn,: = 0, BeB\{b} for
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te{u, ..., |u + Ppm + 7] }. It is feasible to have zg,,; = 0 for ¢ > |u + Py, + 7, |. In Figure 5, the
next batch enters machine m at time step |u + Py + 70 | + 1.

According to the constraints (4f), no batch can enter machine m as long as this machine is occupied
by the batches of the previous month. The model should be run for all months of the year, so the
result of each month affects the schedule for the next month. These constraints are formulated to
consider this property.

Pbm "m
A A
4 Y
b Resetting B
Machine: m : : s : — : : : ; »>
u U+Pym, U+Pym + T

Figure 5: The next batch cannot enter the machine as long as the current batch is in the machine or
the machine is resetting

4.2.3 The scheduling model including a big batch

As explained previously, certain big batches, containing more than 100,000 rollers, should be split into
two batches for the heat treatment. First, half of the batch enters the heat treatment machine (Ipsen
or Siti), then the machine is reset; after that the second half of the batch enters the machine.

In order to model this complication, we divide the big batch into two batches, and instead of one
specific big batch b;, we consider two batches b and bi-’. The corresponding two batches should be
kept together in all machines except for the heat treatment machines, this complication is modelled
by the constraints:

Thamu = Tybmus ueT  meM\{hy, ha}. (5)

When we add the constraints (5) to the model (4), it will become infeasible because of the constraints
(4d) which ensure that each machine cannot have more than one batch at a certain time. If it holds
that zpem, = 1, according to the third constraint zpe . = 1 is not possible, while the constraints
(5) is forcing Tpemu t0 equal one. We conclude that we need make some new changes in the model to
make it feasible. Instead of the constraints (4d), we formulate the following constraints:

[ut+Pom~+rm]
Thmu + Z Z Tamt <1, beB\{b;la blz)}v mEM\{h3}v ueT, (Ga)
i=u geB\(brbt b

\.'U«+Pbgm+7"mj
mb?'m,u + Z Z Tpmt S 1; mEM\{hla h23 h3}7 UET, (Gb)
=u peB\{bp bt}
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Lu+Phgm+ij
Topmut Y Ty < ueT, meihi, ho}, (6¢)

t=u

lutPyp,, +7m]
Tpbmu + Z xb?mt < ]-7 UGT, me{hl, hg} (Gd)

t=u

In the constraints (6a), the batches by and b? are separated from the rest of the batches. The
constraints (6b) are formulated for the batches b¢ and bi?, when they are not in any of the heat
treatment machines, and the constraints (6¢) and (6d) concern the batches b¢ and b? when these are
being processed in the heat treatment machines. By separating b¢ and b? from the rest of the batches
in the constraints (6a), we overcome the infeasibility of the model which occured due to the addition
of the constraints (5).

Since the indices b? and b% are not included in the set of batches in the constraints (6a), it is necessary
to include certain constraints for b¢ and b? as well. The constraints (6b) have been formulated to
ensure that as long as batch b is processed by a machine, which is not a heat treatment machine,
no other batch can enter that machine except the batch b?. Therefore, according to the constraints
(5), the batches b? and b% enter the allowed machines, except for the heat treatment machines, at the
same time.

The constraints (6¢) and (6d) make sure that when one half of b;, which is a big batch, is in one of
the heat treatment machines, the other half of b; cannot enter the heat treatment machine as long as
the first half is still in the machine or the machine is resetting. It should be mentioned that none of
the constraints (6¢) or (6d) are redundant. By removing constraints (6d), the solution would not be
acceptable because the model would try to finish the processing of all the batches as soon as possible.
The batch b% enters the heat treatment machine before the batch b¢, and the batch b¢ enters the
machine while it has not finished the processing of the batch bé’ or is resetting.

4.3 Heuristic

When solving the scheduling model, the values of all parameters need to be known. The set of time
steps T ={1,2,...,T} is finite, but the value of T that is required is not known. It is desirable that
the value of T is small to ensure a short computation time, but if 7" is not large enough, then there
may exist no feasible solution to the problem. Therefore, a heuristic has been developed to find a
feasible schedule which leads to a suitable value for T'; see Algorithm 1.

In the feasible schedule resulting from running the heuristic all the constraints of the scheduling model
should be satisfied. When one batch leaves a machine, the machine should be reset before processing
the next batch in that machine. Moreover, each batch enters the next allowed machine, after leaving
the current one. Since the new cells are allowed to process all types of rollers, and each batch should
pass exactly one of the new cells, the heuristic chooses one of the new cells for each batch by random
before starting the scheduling. In other words, Algorithm 1 changes the values of the parameter Ay,
for me{cy, ca, c3,cq} before the algorithm is run. For the scheduling model, Ay, = 1 for all batches
if m represents one of the new cells, and the model chooses one of the new cells for each batch such
that the result is optimal, but in the heuristic Ay, = 1 for only one of the new cells for each batch.
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4.3.1 A heuristic for the problem without considering a big batch

In Algorithm 1, a number of matrices and variables are defined for the batches and the machines. In
order to find out when one batch can enter the next machine, it is needed to know which was the
previous machine, when the batch left this previous machine, and when the batch is ready to enter
the next machine. To find a feasible schedule for a machine, the required information is which was
the previous batch in this machine, when the previous batch left this machine, and when the machine
is available for the next batch (when the resetting of the machine is finished).

After the initialization, in which all matrices are assigned initial values, the algorithm loops over all
the batches. The next step is another loop over all the machines. The last batch of each machine,
which is the previous batch, should be found. The value of Ay, should be checked to make sure
whether the batch is allowed to pass the machine or not. Then the process of scheduling starts. If the
batch already left the previous machine, and the machines are available, it enters the machine in the
next time step. If the batch is ready to enter the machine, but the machine is occupied by another
batch or it is being reset, the batch can enter the machine in the first time step that the machine
is available after resetting. Then the values of the matrices indicating when the batch is ready to
enter the next machine, and the machine is ready to accept the next batch should be updated for
scheduling the rest of the batches and the rest of the machines. After the loop over the machines,
when the schedule of each batch is completed, the algorithm saves the time that the batch is produced
in the variable TP. After the loop over the batches, the next integer value of the maximum elemet of
the vector of TP is the suitable value of T for the scheduling model.

4.3.2 A Heuristic for the problem considering a big batch

When there is a big batch, denoted by b;, we know that it should be split into two batches for the
heat treatment process. It has been assumed that in the set of batches, B, instead of one big batch,
bi, there are two batches, b and b?. These two batches are processed together in all the machines,
except in the heat treatment machine. Therefore, the heuristic has a specific different algorithm for
these batches. In Algorithm 2, the matrices, variables, and the initialization are defined equivalently
as Algorithm 1. The scheduling for the other batches is also the same. In Algorithm 2, ¢ and b? enter
the loop separately and respectively. The algorithm used for scheduling all the batches is performed
for b¢ as well. If b = b?, the set of the machines, M, is divided in to three sets of machines: before
the heat treatment, the heat treatment, and after the heat treatment machines. If the machine is
before the heat treatment, the batch b? starts and finishes in the same machines and exactly when b¢
starts and finishes, respectively. If m is a heat treatment machine, the batch b possesses the same
scheduling algorithm as the other batches. The previous batch is b because both the batch b and
the batch b? should pass the heat treatment machine. If m is a machine after the heat treatment in
the flow, b% follows the same algorithm as all the batches to be scheduled. When all the batches are
sheduled in all machines, the schedule of the batch b should be changed in the machines after the heat
treatment, because the batches b¢ and b? should be processed together in the machines before and
after the heat treatment. So far, they have been together in the machines before the heat treatment.
Therefore, another loop over the machines after the heat treatment fixes the batch b¢ to the batch b?
in the machines.

4.4 Improving the schedule by squeezing

The value of T' chosen for the scheduling model is the number of the time steps at which the last batch
is finished in its last machine. By solving the model, we get an optimal schedule. Since the model is
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Algorithm 1, Heuristic without a big batch
URPMy,,, < 1, Ustarty,, < 0, Ufinishy,, < 0, URNMy,, < 1% fr(m)
for beBB do
for meM do
find the previous batch
if Ay, = 1 then
URPM,y,,, < UﬁniShPrevM,b + tPI’eVM,m
Ustarty,, + mam(URNBPrevB,W URPMy,,,)
Ustarty, « ceil(Ustarty,,)
Ufinishy,, < Ustarty,, + Pom
URNB4y,,, < Ufinishy,,, + 7,
PrevM < m
end if
end for
TP, = maxz(URNB)
end for
T = [mazxTPy]

time-indexed, the solution found is not necessarily optimal in the "exact” model (which we actually
haven’t formulated). Moreover, since we model an approximation of the real problem, a solution to
the "exact” model may not be the most appropriate anyway.

When one batch is ready to enter the next machine of its route in the channel, there are three
possibilities; the next machine is available, the next machine is occupied by another batch, or the
next machine is being reset. If a batch is ready to enter an available machine at time t 4+ €, where
0 < € < 1 and teT, it enters the machine at time step ¢t + 1 (to have feasible schedule according to the
time indexed model). Then the machine is empty in the time interval [t + ¢, ¢+ 1]. If the next machine
is not available, the batch cannot enter the machine ( is then in the buffer). If the next machine is
available at time u+9d , where u+4§ > t+¢, 0 < § < 1, and ueT, the batch enters the next machine at
time step u + 1. In the feasible solution the machine is empty during the time interval [u + 6, u + 1].
These cases are not realistic since in prcatice the machines never stop working.

Therefore, in the next step, we ”squeeze” the optimal solution of the model as much as possible. After
squeezing, one batch enters the next machine in its route as soon as the next machine is available.
For instance, when a batch is ready to enter the machine at time ¢ + ¢, where 0 < € < 1 and teT, if
the machine is available, the batch enters the machine at ¢ + e. If the machine is occupied or being
reset, the batch enters the machine as soon as the machine is available.

The squeezing algorithm (Algorithm 3) takes as input the optimal schedule obtained from the solution
of the scheduling model. In the loops over the batches and the machines, the time at which each batch
enters each machine is calculated. In a real schedule, each batch can enter a machine after leaving the
previous machine, and a machine can process a new batch if it is available. Therefore, the maximum
of these times is considered to be the time when a batch can enter the machine.

5 An illustrating example

In this section, a little flow which is similar to the production channel at SKF is develped. In
this example, ten machines (denoted m;,i = 1,...,10) are available, and three batches (denoted
bi,i = 1,...,3) are to be processed. Five processes are to be performed on each type of batch. All
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Algorithm 2, Heuristic algorithm with a big batch

URPM,,,, < 1, Ustarty,, < 0, Ufinishy,, + 0, URNM,,,, < 1% fr(m)
for beB do
if b # b then
find the previous machine
for meM do
if Ay, = 1 then
URPM,,,, UﬁniShPrevM,b +tPrevM,m
Ustartyy, < maz(URNBpreyn m, URPMpp,)
Ustarty,, + ceil(Ustartp,,)
Ufinishy,,, < Ustarty,, + Pym
URNB4y,,, < Ufinishy,,, + 7.,
PrevM <+ m
end if
end for
else if b = b? then
find the previous machine
for meM do
if m is before the heat treatment then
Ustarty,, = Ustartbgr,m
Ufinishy,,, = Ufinishpa
else if m is a heat treatment machines then
if Ay, = 1 then
PrevB <« b
URPM,y,,, < UﬁniShPrevM,b + tPreVM,m
Ustarty,, + max(URNBPrevB,ma URPMy,,,)
Ustarty,, « ceil(Ustarty,,)
Ufinishy,, <+ Ustarty,, + Pym
URNB4y,,, < Ufinishy,, + 7,
PrevM < m
end if
else if m is after the heat treatment then
if Ay, = 1 then
URPM,y,,, < UﬁniShPrevM,b + tPrevM,m
Ustarty,, < max(URNBPreVBmL, URPMy,,)
Ustarty, < ceil(Ustarty,,)
Ufinishy,, < Ustarty,, + Pym
URNB4y,,, < Ufinishy,,, + 7,
PrevM < m
end if
end if
end for
TP, = max(URNB)
end for
for m after the heat treatment do
Ustartpe 5, = Ustartyp ,,
Ufinishpa ,, = Uﬁnish%bz_,’m
end for '
T = [maxTPy]
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Algorithm 3, The squeezing algorithm
for beBB do
for meM do
if m is not external heat
Ustarty,, = maI{UﬁniShb,PI‘eVM’ URNBPI‘GVB,m}
else
Ustarty,, = Ufinishy, preons
end if
end for
end for

processes are to be performed on all batches exactly once. Figure 6 shows the set of machines.

The plan is to build eight buffers, one buffer before each of the machines mg, my,..., m1g. The required
sizes of these buffers are the entities seeked. These buffers should be as small as possible while they
should have enough space to store the unfinished batches. Therefore, we are trying to minimize the
leadtime in order to keep the batches in the buffers as short time as possible which means minimizing
the sizes of the buffers indirectly.

Each pair of machines in Figure 6 perform the same process on different types of batches, so each
batch should pass a specific machine of each process. In this example m~; and mg have the role of new
cells at the SKF channel which means that they do the same process on all kinds of batches. Each
of these machines can process one batch at a certain point in time, but when a big batch is ready to
enter the machine mg or my, it should be divided into two batches. In fact, m3 and m4 have the role
of heat treatment machines in this example.

Figure 7 illustrates the routes of the three batches through the set of machines. Each batch is assigned
a specified machine for each process except the fourth process. When one batch is finished by the
third process, both m7; and mg can perform the fourth process. Therefore, the mathematical model
chooses one of my; and mg for each batch.

Each machine can process only one batch at a certain time, after which it must be reset. Table 12
indicates the resetting times of all the machines. After the resetting, the next batch may enter the
machine. In this example, b; is a big batch. When this batch is ready to enter my, it should be split
into two batches since the capacity of my4 is limited, and it cannot process the whole batch b; at the
same time. Therefore, when b, enters my, it is split into two batches. The first half of by enters my,
and when the processing is finished, my, is reset and the second half of b; enters m,. To handle this
exception, we split b; into b¢ and b}. We assume that instead of one batch (b1), we have two batches
(b¢ and b%). These two batches should be together in all the machines except m4. The capacity of ms
is also limited, and if a big batch should enter mg it should be split into two batches. In this example,
bs, which is not a big batch, is passing ms, so it is not needed to divide it. When batch b3 enters my,
it is neither necessary to divide it since b3 is not a big batch.

The information in Figure 7 about the routes of the batches in the machines is also indicated in Table
8, which shows the values of Ay, for all the batches in all the machines. If Ay, = 1, batch b may
pass machine m during its route in the channel. Since m7 and mg can perform their processes on all
batches, Ay, = 1 for all batches in these machines. Table 9 indicates the processing times of each
machine on each batch. If A\, = 0 for a batch in a machine, then P, = 0 too. In Tables 8 and
9, there are four batches in which b and b% have equivalent values of Ay, and P, respectively. In
practice, the batches b¢ and b% are together in all the machines, except ms and my
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Figure 7: The routes of the three batches through the ten machines.

5.1 Instruction

As explained in Section 4, we perform a four step procedure to calculate the volumes needed for the
buffers.

1. The heuristic produces a feasible solution in order to find a suitable value of T to use in the

model. The solution developed by the heuristic is not necessarily a good solution because it
assigns the batches on appropriate machines, only such that the resulting schedule is feasible.
The heuristic chooses one of the machines m7 and mg by random to produce a feasible solution.

. The ILP problem (7) is solved to find an optimal schedule. The model minimizes the lead time.
The solution of the model is the optimal schedule according to the specified time step intervals.
The schedule is, however, an approximation of the case that time is continuous.

. The optimal schedule is modified by squeezing the batches in the machines as much as possible.

. The schedules for the buffers are obtained from the squeezed optimal schedule of the channel.
Having the schedules of the buffers and the number of boxes in each batch, as indicated in Table
11, leads to the graphs of the buffers showing the number of boxes in the buffer at each point
in time.

The ILP model for scheduling the channel of this example is to

minimize Z Z Z (v 4+ Pom)Toma, (7a)

ueT beB meM
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subject to bemu = Ao, beB, meM\{mz,mg}, (7b)

ueT
Z(l'b,m7,u + xb,ms,u) = 17 bEB, (7C)
ueT
[u+Pym+tmn |
ThmutAmn Z Tpnt < 1, beB, meM, neM, wueT, (7d)
t=1
Tb3 m,u = Tpb ueT,  meM\{msz, m4}, (7e)
I_u+Pb‘"L+tan
Thmu T Z Z T amt <1, beB\{blllvbli}a meM, UET, (7f)
t=u o BeB\{bf,b},b}
[u+Pym+tmn ]
xb‘fmu + Z Z TBmt S 17 meM, ’l,LéT, (7g)
=u BeB\{b§,b5}
[u+Pom+tmn |
Tbe ,mu + Z Tpb m,t <1 ueT, me{m3’m4}’ (7h)
t=u
[u+Pym+tmn ]
Tyb mou + Z Tpe mt < 1, ueT, me{msz, ma}, (71)
t=u

ZTymue{l, 0}, meM,  ueT. (73)

The objective function (7a) is minimizing the leadtime and the constraints (7b) and (7¢) make sure
that each batch passes the appropriate machines including one of the machines m; and mg. The
constraints (7d) use the values in Table 10 to find the possible routes and directions between the
machines. The values of the parameters A,,, are indicated in Table 10. (It is not possible to go
backwards in the channel, neither is it possible to go from one machine to another machine in the
same process. In other words, batches are moving in the forward direction. Moreover, each batch
should pass each of the processes. It is not possible to jump from the first process to the third
process without passing the seond.) Because of the constraints (7d), each batch can enter the next
machine after leaving the current machine and being transported to the next machine. The rest of the
constraints are formulated because of the existance of by, a big batch. According to these constraints,
the next batch cannot enter a machine as long as the machine is occupied by another batch or is being
reset. The batches b§ and b% should be together in all the machines, but in ms or my they should
enter the machine individually.
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mp Mg Mmg My M5 Mg M7 Mg Mg Mig
bio | O 1 0 1 0 1 1 1 0 1
bipy | O 1 0 1 0 1 1 1 0 1
ba 1 0 1 0 1 0 1 1 1 0
bs 1 0 0 1 1 0 1 1 1 0

Table 8: The values of the parameters Ay, indicating which batch should pass which machine.

mp M2 M3 Mg M5 Mg My Mg Mg Mip
bie | 0 21 O 2 0 18 08 08 0 1.8
by | 0O 21 0 2 0 18 08 08 0 1.8
by 1 0 1.3 0 1.4 0 14 14 1.3 0
b3 | 0.7 O 0 15 1 0 07 07 1 0

Table 9: The values of the parameters Py, i.e., the processing times of the machines on the respective
batches).

5.2 Channel schedule and discussion

We solve this example for four distinct values of the time step intervals to be able to compare the
results. By changing the time step intervals, the values of the parameters Py, and r,, will be changed.
In general, if the length of each time step is divided by [, the processing time (as measured in number
of time steps) will be multiplied by I. If the processing time of a batch in a machine is Py, hours,
and each time step is one hour, the processing time is Py, time steps as well. It is also possible to
consider each half hour as one time step. In that case, the processing time is 2P;,,. In order to be
more exact, we consider the cases of 15 and 5 minutes, length of the time steps as well (i.e., processing
time of 4P, and 12P;,, time steps, respectively).

Figure 8 shows the resulting schedules of the heuristic for different lengths of the time steps. Since by
is a big batch, it should be split into two batches in the machine m,4. Both halves of b; are processed
together in all machines except in the machine m,4. The heuristic is developed to find a suitable value
for the number of time steps. From Table 13, it can be seen that by decreasing the length of the time
steps, the value of T increases, so the number of variables and constraints also increases.

The values of the objective function of the scheduling model are indicated in Table 14 . It is clear
that when the time steps are shorter, the production of the batches is finished faster which means
that the leadtimes of the batches are shorter.

By giving the suitable number of time steps (T') obtained from the heuristic, indicated in Table
13, to the model (7), and solving it, the optimal schedules shown in Figure 9 are obtained. The
schedules show that the order of the batches in the optimal solutions in Figure 9 is different from the
feasible solution computed by the heuristic, presented in Figure 8, and the model chooses between
the machines m; and mg for each batch such that the schedule is optimized.

Tables 14 shows that for a fixed length of the time steps, the value of the objective function in the
optimal schedule is lower than that of the feasible schedule computed by the heuristic. It also shows
that by decreasing the length of the time steps, the optimal objective value decreases as well.

The schedules found by the model (7) are optimal with respect to the values chosen for the time
step intervals, so the schedules computed are approximations of the optimal schedule when time is
considered to be continuous. By using the squeezing algorithm we modify and enhance the schedules
computed by the model. Figure 10 shows the squeezed optimal schedules. From Table 14, it is
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Figure 8: Schedules resulting from the heuristic for different lengths of the time steps. The big batch
is denoted by two rectangles.
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Figure 9: Schedules resulting from solving the model (7) for different lengths of the time steps.

28



m3 M4 M5 Mg M7 Mg Mg Mg
my | 1 1 0 0 0 0 0 0
mo | 1 1 0 0 0 0 0 0
mg | 0 0 1 1 0 0 0 0
myg | 0 0 1 1 0 0 0 0
ms | 0 0 0 0 1 1 0 0
me | 0 0 0 0 1 1 0 0
my | 0 0 0 0 0 0 1 1
mg | 0 0 0 0 0 0 1 1

Table 10: The parameters A,,, that denote the possible routes between the machines.

b1 by b3
# Boxes | 10 2 3

Table 11: The number of boxes that each batch occupies.

clear that for a fixed length of the time steps, the value of the objective function is decreasing after
squeezing the schedule, and indicates that by decreasing the length of the time steps, the value of the
objective function of the squeezed schedule is decreasing.

Both Table 14 and Figure 11 show that when having shortertime step intervals, and being closer to
continuous time, the difference between the objective values of the heuristic solution and the optimal
solution to the model (7) decreases. In Figure 11, it can also be seen that in the heuristic step, by
decreasing the length of the time steps, the value of the objective function decreases fast, while in
the squeezing step, by making time steps shorter, the downward trend of the objective function is
slow. This means that, although the length of time steps is important for the quality of the results,
by squeezing the optimal schedule of the model (7), we obtain a good final result also for long time
steps.

Both Table 14 and Figure 11 show that when the length of the time steps is larger, in each step
of the instruction; see Section , (i.e., the heuristic, the solution to the model (7) and the squeezing)
the difference in the obtained leadtime increases which means that in each step the improvement is
increased. In other words the scheduling decreases the leadtime of the schedule of model (7) more
rapidly compared to the leadtime decrease of the model (7) after the heuristic.

It can also be seen that in the heuristic, by decreasing the duration of the time steps, the leadtime is
decreasing fast, while in the squizing by making each time step shorter, the downward trend of the
lead time is slow. This means that, although the length of time step is important, by squeezing the
optimal solution of the model, we obtain a good final result even for longer time steps.

Figure 12 indicates that by increasing the length of the time steps, The solution time required to
solve the model (7) decreases rapidly. From Figures 11 and 12, it can be concluded that by having
longer time steps and squeezig the schedule of the model (7), a good schedule can be obtained with
acceptable computation time.

5.3 Buffers

When one batch is ready to go to the next machine, and the next machine is not ready (either it
is busy by another batch or it is being reset), the batch goes to the buffer, which is placed before
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Machines

Machines

mp M2 M3z M4 M5 Mg M7 Mg Mg Mig
Resetting time 0.4 0.7 05 1 1 01 02 07 12 06

Table 12: The resetting times for the machines (hours).

length of time steps (minutes) 60 30 15 5
T 21 36 69 165

Table 13: The number of time steps in relation to the length of the time steps.
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Figure 10: Squeezed schedules from solving the model (7) for different lengths of the time steps.
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Length of the time steps 60 min 30 min 5 min
Heuristic 196.3 174.3 142.9
Integer Linear Programming  162.3 142.8

Squeezing 145.7 137.2 115.2

Table 14: The value of the objective function obtained from each method in hours. The value of
the objective function decreases in each step in each column. The values of the objective function
decreases also by decreasing the length of the time steps, which can be seen in each column.
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3 18f
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Figure 11: Lead times resulting from the heuristic, the solution of the mathematical model 7, and the

squeezing, for different lengths of the time steps.
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Figure 12: The cpu time required for solving the mixed integer linear programming problem for
different length of the time steps.

the next machine. As soon as the next machine is ready (after finishing its job on another batch and
resetting), the batch leaves the buffer, and enters the next machine. In other words, if a batch is ready
to go to the next machine at time ¢;, and the next machine is ready to accept it at time t5 > ¢;, the
batch should stay in the buffer during this time (during the time interval (¢1,t2)). If both the batch
and the next machine are ready, the batch goes directly to the next machine, and not to the buffer.
Figure 13 shows the schedules for the buffers placed before my4, ms, and mg (when each time step is
assumed to be one hour). The other buffers (located before m;, mso, and mg) will be empty during
the whole planning period.

Figure 13 shows that the buffer m4 contains both halfs of the batch b; but with different durations.
When the batch b; should enter the machine m,, this machine is occupied by the batch bs; therefore,
the batch b; goes to the buffer. When the machine m, has finished its job on the batch b3 and is
being reset, it is ready to accept half of the batch by, since it does not have the capacity to accept
the whole batch b;. Therefore, the first half of b, leaves the buffer and goes to my4, while half of the
batch b; stays in the buffer. When the first half of the batch b, leaves the machine my, this machine
is reset, then it is ready for the second half of the batch b1, which then also leaves the buffer.

When the first half of the batch b; leaves the machine my, it should enter the machine mg. Figure 13
shows that the machine mg is ready to accept it immediately, but both parts of the batch b; should
be together in all the machines except my. Therefore, the first half of b; should stay in the buffer
until the second half of b; enters the buffer. As soon as the second half of by leaves my, the first half
of it leaves the buffers, and they enter the machine mg as one batch.

Figure 13 shows that, when the batch by leaves the machine mg3 and is ready to go to the machine
ms (the next machine), mj is being reset, and it cannot accept any batch. Therefore, the batch by
must stay in the buffer until the machine ms is reset and ready for processing.
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Figure 13: The schedules of the buffers before the machines my4, ms and mg specifying the batches in
the buffers and the graphs of the buffers before the machine my4, ms and mg representing the number

of boxes in the buffers.
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Figure 13 indicates that the batch b; (composed by b¢ and b%, each containing five boxes) enters the
buffer before the machine my. Then the batch b (the first half of the batch b; containing five boxes)
leaves the buffer, and five boxes remain in the buffer. After almost three time steps the batch b% (the
second half of b;) leaves the buffer which then becomes empty. Since the maximum number of batches
in the buffer during this time is ten, the buffer should be big enough for ten boxes.

Batch by enters the buffer located before ms. Since the batch by occupies two boxes, as long as it is
in the buffer, there are two boxes in the buffer. Therefore, the buffer should have enough space for 2
boxes.

From Figure 13, it is clear that the first half of b; is in the buffer for almost three time steps which
means that there are five boxes in the buffer during this time, so the volume of the buffer must be
large enough to contain five boxes.

6 A case study at SKF

In Figure 2 the four processes of the roller production channel at SKF are indicated. The aim is
to find the appropriate sizes of the buffers located before the new cells and before the fine grinding
channels. The buffers before the heat treatment already exists, so their sizes does not have to be
investigated.

Since the capacity of the heat treatment machines is limited, some batches of rollers should be sent to
the external heat, which is outside the factory. There is no buffer for these batches because as soon
as they are ready for the heat treatment, they are sent to the external heat.

Each machine processes special types of rollers according to the shape, size or material, so each batch
has a specific route in the channel, and for each process, it should pass a specific machine. The new
cells are exceptions since they can process all types of rollers, and there is no specific cell for a specific
type of roller. Each batch of rollers should pass exactly one of the new cells. Therefore, in the model
(4), one of the new cells is chosen for each batch.

6.1 The case

Because of the huge amount of data required to represent one year’s planning the number of variables
and constraints of the model (4) sum up to more than the capacity of the computer '. Therefore,
the model (3) is required to be run to find out which types of rollers should be produced in which
month. The result from the model (3) is then used as input data for the model (4). In fact, the model
(4) should be run for each month of the year, and the roller types to be produced each month are
determined by the model (3). The result from the model (4) for each month affects the input data for
the next month. When one machine is still occupied by the batches of the previous month, no batch
can enter the machine. The parameters F),, in the constraints (4f) indicate when machine m is free
after processing the batches of the previous month, so F;,, should be changed in the input data of each
month according to the schedule computed for the previous month. In the first month, it is assumed
that all machines are available from the first time step. It is not guaranteed that the schedule for the
whole year is optimal when splitting the model into one month-periods which are solved in sequence;
this actually means sub-optimization.

1The computations were carried out using AMPL-CPLEX12 on a computer with two 2.50GHz Intel Xeon 5650, each
with two cores, and its total memory was 4 Gbyte RAM
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The instruction used to find the number of pallets in the buffers is as follows:

1. The model (3) determines which types of rollers should be produced in which months.

2. The heuristic in which F;,, is updated according to the schedules of the previous month provides
a feasible schedule of the channel for each month which leads to a suitable value of T'.

3. The model (4), with updated values of F,,, is solved to find an optimal schedule of the month
according to the length of the time steps.

4. Since the model (4) is time-indexed and the schedule developed is an approximation, squeezing
the schedule resulting from the model (4) provides a better approximation, and a schedule with
a (possibly) shorter lead time.

5. The number of pallets in the buffers during the planning period is determined based on the data
from the squeezed schedule. Go to step 2 if the last month has not been scheduled.

6.2 Tests

In our test case, 30 batches should be produced each month. Since there are no ”big” batches in
the channel under consideration it is not necessary to divide any batch for the heat treatment (see
Section 2). There are 17 machines in the channel including the external heat. When a batch is sent
to the external heat, it takes five days to get it back to the factory, so the processing time of the
external heat on all batches is considered to be five days. The resetting time of the external heat and
the transportation times are considered to be zero since these are included in the processing times.
The capacity of the external heat is considered to be unlimited, and it can have more than one batch
at a certain time, while other machines cannot process more than one batch at a certain time. The
transportation times between the machines are assumed to be zero because all the machines of the
channel are located in the same building, so the transportation times are short and ignorable.

Solving the model (4) even for one month at a time required computation times that were too long.
Although shorter time step intervals, the results in more realistic schedules, for practical purposes it
turned out that it is better to choose long time step intervals, and then squeezing the schedule. The
schedules obtained will be fairly realistic but require less computing time. In this section, each time
step is assumed to be 100 hours, which is chosen by experience (when chosing a time step interval of
50 hours the model (4) did not acheive an optimal schedule even after two days of computing).

6.3 Results and analysis

Figures 14, 15, and 16 show the result from the heuristic, the model (4), and after the squeezing
procedure, repsectively, for the first month. Since the result of one whole year contains too many
details to be possible to grasp from this type of visualization, the result of one month, which is
tweleve times smaller, is shown. The resetting times of the machines are hardly recognizable since
they are very short compared to the processing times.

Figure 14 shows the schedule for one month of the heuristic for the production line at SKF. The
schedule is feasible for the model (4) which is a time-indexed model. It can be seen that the batches
enter the machines at the beginning of the time steps. Each machine does not process more than one
batch at a certain time, even the external heat. In the heuristic, the capacity of the external heat
is assumed to be one, like for the other machines. When the process of one machine on a batch is
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finished, the batch can enter the next appropriate machine, as soon as the machine is available, at the
beginning of the time step.

We have highlighted one batch, in the schedules of the heuristic, model (4), and the squeezing,
indicated by thick arrows to follow the route of the batch in the machines and compare the leadtime
of the batch in different schedules. The fourth batch in OKN, a press machine, enters this machine
at time step 4. The next process is heat treatment. This batch should be sent to the external heat
which is specified by Ay, in the data. The pressing process takes less than one time step, so the batch
can enter the external heat at the beginning of the next time step. Since the extrenal heat is already
occupied, this batch enters the external heat after a few time steps. The heat treatment process takes
longer time in the external heat compared to in Ipsen and Siti, the heat treatment machines in the
factory. The heat treatment is finished after 1.2 time steps, so the batch is ready for the next process
at the beginning of the next time step. It enters cell 2, which is chosen by random, at the next time
step because cell 2 is not occuppied. The final process is the fine grinding process, and the appropriate
channel of fine grinding for this batch is R9 which is specified by Ap,,. This batch cannot enter R9 at
the next time step because R9 is occupied by another batch. This batch should be kept in the buffer
for one more time step to enter R9. The leadtime of this batch in the production channel according
to the schedule of the heuristic is shown in Table 17.

Figure 15 shows the schedule for one month of the model (4) for the production line at SKF. Since
the capacity of the external heat is unlimited, it can process more than one batch at a certain time.
In this schedule, the order of the batches on the machines are different from that of the heuristic. The
model has chosen one of the new cells for each batch such that the schedule is optimal for the model

(4)-

The batch which entered OKN at the fourth time step in the schedule of the heuristic enters OKN at
the seventh time step in the schedule in Figure 15. After the pressing process, it enters the external
heat at the next time step. The external heat is occuppied by another batch, though (the capacity
of the external heat is unlimited). Then, it enters cell 1, which is chosen by the model (4) such that
the schedule is optimal. This batch enters R9 at the beginning of the next time step because R9 is
available. In Table 17, it is clear that the leadtime of this batch is decreased in the schedule of the
time-indexed model (4).

Figure 16 shows the squeezed version of the schedule represented in Figure 15, so the order of the
batches is the same as Figure 15. In this schedule, when one batch is ready to enter a machine, it can
enter as soon as the machine is available. In other words, it is not necessary to enter a machine at the
beginning of the time step. Therefore, the schedule in Figure 16 is feasible for the production line at
SKF, but it is not feasible for the model (4), which is time-indexed. The batch under consideration
enters OKN at time 2.94, which is not the beginning of a time step. From Table 17, it is clear that
the leadtime of the batch under consideration in the squeezed schedule is shorter than in the schedule
resulting from the model (4).

Table 15 indicates the value of the objective function in each stage, and it is clear that the difference
of the objective value between the schedule of the squeezing and that of the model (4) is much larger
than the difference between the schedule of the heuristic and that of the model (4). It means that
the squeezing algorithm improves the result of the model (4), being an approximation of the optimal
schedule, significantly.

Table 16 indicates the leadtime of the channel, i. e., the time interval from the first batch entering
the channel until the last batch leaving the channel, for the schedules represented in Figures 14,
15, and 16. The last batch in R4 is the last batch in the channel. The leadtime of the channel is
the time when this batch leaves R4. From Table 16 it is clear that by squeezing the schedule of the
model (4), the leadtime of the channel is decreased more rapidly compared to the difference between
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heuristic model (4) squeezing
Objective value 1448.2 1152.2 463.8

Table 15: The value of the objective function obtained from each method in number of time steps

heuristic model (4) squeezing
leadtime 27.01 22.9 12.656

Table 16: The leadtime for the channel in number of time steps

the leadtime of the schedule of the heuristic and that of the model (4). Therefore, squeezing is a
fast algorithm which leads to a good approximation of the optimal schedule of the model (4), with
continuous time, in shorter time (instead of solving the scheduling model with shorter time steps.).
By chosing shorter time steps and being close to continuous time, the solution time of the model (4)
grows rapidly (see Section 5) while the squeezing developes a reasonable approximation of the optimal
schedule in acceptable time.

Figures 17 and 18 show the graphs of the buffers located before the new cells and fine grinding
channels, respectively. In Figure 2 there are four buffers before the new cells and seven buffers before
the fine grinding channels, but in Figures 17 and 18 these buffers are aggregated to two areas of
physical space. When a batch enters the buffer, the number of pallets (each pallet including four
boxes) in the buffer increases, and when a batch leaves the buffer, the number of pallets decreases.
The number of pallets in the buffer is not constant, and there are different number of pallets in the
buffer at different times. The buffer should have enough space for the maximum number of pallets
placed in this buffer, so the maximum number of pallets indicates the suitable space required for the
buffer.

The numbers 37 and 21, which are the maximum number of pallets found for the buffers before the
new cells and before fine grinding, are computed from the specific case that we have solved. Certainly
SKF will face other (similar, but not equivalent) scenarios. so the recommendation should be larger
than 37 and 21, respectively. In practice it is necessary to have some marginal capacity.

On the other hand, even in the squeezed schedule of the channel in Figure 16, there are some empty
gaps in the machines. This is not realistic because in practice the machines never stop working.
Therefore the value for the sizes of the buffers found in this project might be pessimistic enough to
be able to ignore the marginal capacity.
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heuristic model (4) squeezing

enter 4 7 2.9
leave 16 12 7.2
leadtime 12 5 4.2

Table 17: The leadtime of the batch highlighted by thick arrows in Figures 14, 15 and 16. The time
that the batch enters and leaves the channel.

Buffer before the new cells
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Figure 17: The total number of pallets in the buffers before the new cells.
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Figure 18: The total number of pallets in the buffers before the fine grinding channels.

7 Summary and conclusion

The main goal of this thesis project is to find the suitable sizes of the buffers of one of the future
production channels at SKF’s factory in Gothenburg. The buffers should be as small as possible while
they should be large enough to store the unfinished products while waiting to be processed further.

The sizes of the buffers are achieved in four steps. First, the heuristic develops a feasible schedule for
the channel which leads to a suitable number of time steps for the scheduling model in the next step.
In the second step, a scheduling model, in which time is considered to be discrete, provides an optimal
schedule with respect to the length of the time step intervals. The model minimizes the leadtimes of
the batches, the time period that the batches are in the channel. Since the model is time-indexed, the
schedule computed by the model is an approximation of the real case, in which time is continuous. By
squeezing the optimal schedule of the model, the lead times of the batches decreases, and the schedule
of the channel gets tighter. Finally, the schedules of the buffers are obtained from the schedule of the
machines, and the number of pallets in the buffers at all points in time during the planning period is
indicated.

The number of the variables and the constraints of the ILP model, for one year’s production data of
the case at SKF, is too large for the capacity of the computer. Therefore, the optimal schedule of each
month of the year is computed separately. An ILP model specifies the types of rollers that should be
produced in each month. The result of this model is used to provide the input data of each month for
the four main steps represented above.

By decreasing the length of the time steps, the resulting lead times of the batches decreases, but the
solution time of the mixed integer linear programming model increases exponentially, which means
that the length of the time steps may not be chosen too short, for computational reasons. On the
other hand, in each stage of the procedure (i.e., heuristic, ILP model, and squeezing), the lead time
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decreases, and by decreasing the length of time steps, the decreasing trend of the lead time in each
stage gets slower. It takes longer computing time for the ILP model with shorter time step intervals
to reach the same result that we can achieve by squeezing the schedule of the model with longer time
steps.

8 Future work

In this thesis, we minimized the sizes of the buffers by minimizing the lead times of the batches, so
the sizes of the buffers have not been minimized directly. Considering the sizes of the buffers in the
objective function of the ILP model can be a subject for the future work. A multi-objective model
might be good idea for this project. Considering both the leadtime and the sizes of the buffers in the
objective function can develope more practical results.

Another topic to investigate is to employ some mathematical decomposition of the problem, instead
of the simple splitting into one-month periods, in order not to risk sub-optimizing. By sequentially
computing the optimal schedules of each month, the resulting schedule for one year is not necessarily
optimal.

Moreover, the frequencies of the types of batches in one year are considered to be parameters and
not variables. Considering the frequencies as variables, to investigate how increasing or decreasing
the frequencies may affect the sizes of the buffers, can also be worked for future research. The
frequencies should be variables in a master problem and the corresponding subproblems should consist
of (essentially) the scheduling problem that we have modelled here. The problem is that the channel
under consideration produces rollers which should be installed in the bearings, which is the main
product of SKF. Changing the frequency is not independent for the channel under consideration. The
frequency should be regulated with the other parts of the factory.

Since the areas between the machines are limited, It is possible to add some constraints to the model
and include limitations for the sizes of the buffers. It means that the sizes of the buffers may not
exceed a specified space.

Since the goal of the factory is to satisfy the customers, a good idea is to regulate the schedule
according to the demand of the customers.
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