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Abstract

In this thesis, I will present effective methods to study quantum dynamics using trajec-
tories. Our methods are based on a method named the Classical Wigner model which starts
with a quantum initial condition and generates trajectories which are propagated in time using a
classical force. However, the Classical Wigner model can not describe the dynamical quantum
effects, such as interference and dynamical tunneling, which are prominent in both gas-phase
reactions and condensed matter systems. Another method under the name of ’Entangled tra-
jectory molecular dynamics’ (ETMD) describes the trajectories as dynamically entangled with
each other and thus captures the essential quantum effects. However, the trajectories are no
longer independent of each other and the expression of the force may encounter numerical
problems for general applications. Thus it is challenging how one can improve the ETMD and
CW to achieve independent trajectories with dynamical quantum effects, especially the tunnel-
ing effects. In this thesis, I am going to unveil two such approaches.

First, we find a new parameter which can be used to symbolize the dynamical quantum
effects in the CW model. An effective force is constructed from this parameter to substitute for
the classical force. The new method is named Classical Wigner model with an effective quan-
tum force (CWEQF) and tunneling effects are captured. Then we also construct an effective
force to present the entanglements in the ETMD method. The tunneling effects are explained
for a quasi-bound potential. Then we implement the CWEQF on the collinear H + H, reac-
tion to obtain the rate constant which achieves consistently improved results as compared to
the ordinary CW model. We also carried out two-dimensional reaction probability applications
compared with ETMD. Although there is still room left for us to improve these methods, our
methods are able to contain quantum effects in molecular dynamics and to be applied to higher
dimensional applications.
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Chapter 1

Introduction

1.1 Classical or Quantum?

If one is planning to simulate the dynamics of a system containing thousands of dynamical-
ly coupled degrees of freedom, classical dynamics will be the only option at present. Certain
momenta and positions will be assigned to different atoms and trajectories from them will be
governed by Newtonian forces. The advantage of classical dynamics is binary: first, classical
dynamics is intuitive and straight-forward to visualize and think about, then it is also not de-
manding in terms of the numerical cost since the trajectories can be run independently of each
other under the classical force. Due to the simplicity and numerical efficiency, classical molec-
ular dynamics (MD) simulations play a leading role in complex molecular systems [1-3].

However, the limitations of classical MD can not be ignored. Neglecting quantum me-
chanical effects such as zero-point energy (ZPE) and tunneling effects, etc, may render a worse
performance. For example, tunneling through the reaction barrier could enhance the rate of
reaction at room temperature by several orders of magnitude (paper I). In such cases, quantum
effects should definitely be treated. Quantum dynamics describes the evolution of the physical
system in a way that is not only qualitatively but also quantitatively accurate [4,5]. However,
exact solutions of the time-dependent Schrédinger equation are in practice limited to only a few
degrees of freedom [6, 7]. As Dirac pointed out: The underlying physical laws necessary for the
mathematical theory of a large part of physics and the whole of chemistry are thus completely
known, and the difficulty is only that the application of these laws leads to equations much too
complicated to be soluble [8].

1.2 Semi-classical!

In view of the limitations and difficulties of classical and quantum mechanics respectively,
the developments of methods that are based on classical trajectories but incorporate quantum
effects is an important subject. Semiclassical methods is of particular interest in this respect
[9,10]. According to Thoss and Wang [11] : ’ ...semiclassical theories in the time domain is to
find an approximate description of the quantum propagator ¢''/™ in terms of classical trajec-
tories, which is valid in the asymptotic limit h — 0. There are different semi-classical methods
such as semi-classical initial value representation (SC-IVR) [12, 13]; forward-backward initial
value representations (FB-IVR) [14]; centroid molecular dynamics (CMD) [15], ring polymer
molecular dynamics (RPMD), [16], etc (we refer the readers to the references corresponding
to these methods). All of these semi-classical methods are able to simulate multi-dimensional
quantum systems. RPMD and CMD are easy to apply to large systems and have been applied



to realistic models of low temperature quantum liquids, while the SC-IVR has to date only been
applied to multi-dimensional model systems. They all include some kind of quantum correction
to the dynamics of the system. Maybe the most rigorous of them is the SC-IVR method which is
the only one being able to account for interference effects (quantum mechanical superposition).

Sometimes, ’semi-classical’ methods reduce to ’quasi-classical’ methods where classi-
cal trajectories are run using quantum initial conditions. An example is the linearized semi-
classical initial value representation (LSC-IVR) [17] which is also named the Classical Wigner
(CW) model [18, 19]. The CW method, which we shall improve in this thesis, starts with quan-
tum initial conditions given by a so-called Wigner function (section 2.3) and run trajectories
independent of each other under a classical force (section 2.6). It therefore corresponds to a
quasi-classical method. Applications of the CW to condensed phase problems are quite suc-
cessful [18,20-23]. However, the CW model utilizes independent trajectories and thus is not
able to describe the dynamical tunneling effects[22].

Our methods presented here are both related to the improvements of the Classical Wigner
model by a quantum correction to the classical force (a quantum force). Compared with the
CW model, the quantum force is i-dependent (including higher order contributions). Also the
classical and quantum forces become identical in the classical limit (A — 0). Therefore, we
refer to our methods as semi-classical.

In chapter 3, the quantum force is applied to the Wigner function of the thermal flux op-
erator (section 2.2) to study its dynamics in a canonical system (NVT). Then (in chapter 4) the
quantum force is constructed from the Wigner function of the density operator (section 2.2) in
a micro-canonical system (NVE). For each of the systems (NVT and NVE), the quantum forces
are generalized to higher dimensional applications. The tunneling effects are well described
via the quantum force. Also the numerical cost is equivalent to the CW model in the canonical
system. For the density operator in the micro-canonical system, the quantum force is updated
in time to describe the long time tunneling effects.



Chapter 2

Theoretical Background

In this chapter, I will go through some important background knowledge to pave the way for
our methods. I will start with the position (momentum) representation and the quantum oper-
ators that are involved in our calculations. Then I will introduce the Wigner function and the
Feynman Path Integrals. At last, I will present the rate constant and how to use the Classical
Wigner model to obtain it.

2.1 Position and Momentum Eigenstates

In quantum mechanics, the position and momentum of a particle are represented by the her-
mitian operators, &, p respectively. A state vector |V > is the quantum representation of the
particle, the wave function in different representations is the combination of the state vector
with either the eigenstate of position |x > or with the eigenstate of momentum |p >. The eigen-
states (one dimensional motion is used for simplicity) of position and momentum are defined
as:

Zlr >= x|z >
plp >=plp > 2.1

Since the operators are hermitian, the eigenvalues of x and p are real. Two position eigenstates
obey the orthogonality property

<2z >=0(a" —x) (2.2)

However, they are not normalized, the same property holds for the momentum eigenstates. The
position and momentum states representations are not welcomed in Hilbert space since they are
not square integrable functions. However, we can still use these states to form a complete set of
states to expand an arbitrary quantum state | ¥ > into position (or momentum) eigenstates. By
using the completeness relation:

/0c dilz >< 2| = 1 2.3)

we obtain the representation of a state vector | > in the position representation:

|V >= /OO dz|z >< z|¥ >= /ao dz¥ (z)|z > 24



where we have used the definition of the wave function ¥(z) =< z|¥ >. We can also repeat
the same procedure on the momentum representation to obtain:

U >= /_ dp¥(p)lp > 25
where U(p) =< p|¥ >. The transformation between the position and momentum wave func-
tions is important for the following chapters. So I will briefly show the mechanism here: From
eq. (2.5), we multiply with < x| on both sides of it, then

V() =< 2|V >= / dpU(p) < zlp > 2.6)

The scalar product of < z|p > is the quantity I will consider. We have that

d
e @
< zlplp >= —i dl,p(x)

2.7)
and
<alplp >=p <zlp>=p-p(x).
(2.8)
Now we equalize the rhs of eq. (2.7) and eq. (2.8),
L d
p<alp>=p-pla) = —ihp) (2.9)
From eq. (2.9), we have
dp(x) i
o= () (2.10)

So the solution to p(z) will be p(z) =< z|p >= Ne®*/". The normalization factor N can be
derived from eq. (2.2) by inserting the completeness relation of the momentum states:

S(x—a') = /70:0 dp < zlp >< pl|a’ >= /j:o dpp(x)p(z’)

= |NJ? [ ~ dpe~ia=a e/, Q2.11)
The definition of a delta function via the Fourier transform is
dzx—2) = ﬁ /j:o dpe@=="p/h (2.12)
So N = /5. Then we have

1 .
<zlp >= ”727771 exp (%xp) (2.13)

1 00 ]
U(x) = y/% /_OO dp¥ (p) exp (%:cp) (2.14)

In this section, we briefly introduced the position and momentum representations, which are
basic for Wigner function (section 2.3) and Feynman Path Integral (section 2.4).

and the relation
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2.2 Density operator and thermal flux operator

In the previous section, I have briefly introduced the state vector | > which contains all the
information about a quantum system. However, generally speaking it is not possible to describe
the system by single state vectors because we may not know every detail of the system (the
number of degrees of freedom may be too large) especially when the quantum system is coupled
to a reservoir so that the motion of the constituents may be hard to follow. Thus another way
to describe the quantum system is needed. From Born [24], the probability W (x)dz to find
the particle between = and = + dx can be interpreted via the wave function W(z). As a start,
we can express the state vector as a superposition of different eigenstates (Jm >) of different
eigenenergies (m specifies the different states):

[T >= " Apm > (2.15)
m=0
Am 1s @ complex valued expansion coefficient. We then look for the probability of finding a
particle at position x.

U(z) =< z|¥U >= > N\, <zlm>= > Apun(z) (2.16)

m=0 m=0

By using the Born interpretation, the probability of finding a particle at position z is:

W(z) = [¥(2)]® = Z A An U Uy,

m
m,n=0

= Z |>‘m‘2‘urn(x)|2 + Z )‘:n,)‘nu:n(x)un(z)

m#n

=3 Pt (@) + 32 Nt () 1tn(2) @17

m m#n

So the probability is not simply the sum of probabilities of each state but also the sum of the
cross terms between different energy states. Thus it may be handy to write the probability as

Wi(z)=|U(z)? =] <2V > =< 2|V >< Ulz >=< z|p|r >, (2.18)

where we define the density operator p = |¥ >< U|. The density operator thus contains all the
information of the quantum system. I will use this operator and its related Wigner function in
the micro-canonical application.

The density operator presents the probability of the quantum system. In chemical reactions,
the density of the particle is utilized to present the reaction probability. However, one may use
another operator to present how fast does the reaction happen, thus the flux operator is adopted
under such consideration. For canonical systems, the operator we use in this thesis is the thermal
flux operator

F(B) = exp(—gﬁ)ﬁexp(—gfl), (2.19)

where

?

; [H, h] (2.20)



and h is the heaviside operator and H presents the Hamiltonian of the system. In position
representation, the flux operator can be written as

F(s) = — ih 5(x75)%+%5(1’75). (2.21)

2m

Here s denotes the position where the flux is specified. For an arbitrary wave function ¥(x,t),
the flux through position s is

j(s,t) =< W|E(s)|¥ > (2.22)
thus
__ih LO0U(s, ) OU(s, )"
J(s,t) ~5 U(s,t) 9% bs U(s,t)]| . (2.23)

2.3 The Wigner function

In classical mechanics, the state of a particle is described by its position and momentum.
However, in quantum mechanics, the particle state is substituted by wave functions, thus can
not be interpreted locally [24]. Generally speaking, there is no local representation to describe
a particle in quantum mechanics, the wave function has a spread in both the position and mo-
mentum coordinates.

The Wigner function [25] serves as a bridge between quantum (wave-functions) and clas-
sical (local in position and momentum) mechanics. It relates operators to a distribution function
in phase space (position and momentum space). For an arbitrary operator A, the Wigner func-
tion is expressed as

AV (z,p) = /j:o <z —n/2Alx +n/2 > Py (2.24)

Take the density operator for example, A= p =
be treated as a quasi-probability function. It is not an ordinary probability because the Wigner
function can be negative. The negative value of the Wigner function reflects the non-classical
property of the system.

The Wigner function W (x, p) = p" (x, p) of the density operator has certain properties:
(1) Tt is real in phase space. This follows since the density operator is Hermitian.
(2) The x and p probability distributions are given by

P(z) = —/de z,p),

27Th
P(p) = / AW (z, p). (2.25)

21h

(3) For an operator Q, the average value can be calculated as:

Q= 27Th//d:z:dpl/l/(x »)QY (2, p). (2.26)

Take the free translation of the ground state wave function of the harmonic oscillator (with
frequency w and mass m) for example [26],

mw
7h

(x — x0)?) (2.27)

() = (50) exp(ipor) exp(— 5,



where the zy and p, correspond to the initial center of position and momentum. The initial
Wigner function is thus

1 (z — 950)2 (p— p0)2
w _ _ _ 22
p" (z,p,0) — OXP < 207 202 )" (2.28)

where 0, = /Ii/(2mw) and o, = /funw/2 specify the widths of the distribution along 2 and
p. The widths of a Gaussian obey the minimum uncertainty principle: 0,0, = 0.5% [24]. The
matrix elements of the density operator are also derived from eq. (2.27)

< zlplr’ >=< 2|V >< V|2’ >= 0" (2)V(z)

mw

)2 explipo(2’ — x)) cxp[—%((x —q0)* + (2 — q0)?)). (2.29)

mw
= wh

By transforming to the mean and difference coordinates, ¢ = 0.5(x +12'), n = 2/ — z, eq. (2.29)

becomes
mw., 1 . (q — qo)2 712
s )2 exp(ipon) eXP[QT + 2@}

2mw mw
m

2
7h

< alpla’ >== (

L (@—®)* | n
)2 eXp(Zpo’l']) exp[T‘g + T‘%]

= (2.30)

The width of the Gaussian along the 7 coordinate (off-diagonal coordinate of the density matrix)
is denoted as o0, = \/% . The relation between o, 0, and the width o, from the Wigner
function of the Gaussian wave function is then: o, = 20, = 20,. We will refer to this relation
in chapter 4.

2.4 Feynman Path Integral

Quantum dynamics carries the task to obtain the wave function (distribution function) for
different times. In physics, such kind of problems will be solved via tools such as the Green
Function. Propagators are such kind of Green Function which relates the wave function be-
tween different positions and times. Feynman replaces the classical notion of a single, unique
trajectory with a sum of all possible trajectories to compute the quantum propagator [27]. The
Feynman Path Integral (FPI) is parallel to Schrodinger and Heisenberg’s representations [24]
and it brings the "path’ and action’ from the classical picture to the quantum mechanics.

To illustrate how FPI works, I start with the the Schrodinger equation for a time indepen-
dent Hamiltonian H

m%w(t) >= H|U(t) > . (2.31)

One gets the quantum state at time ¢’ as

(1) >=exp [—iH(t' —t)/h] [¥(t) > . (2.32)
Utilizing the coordinate representation plus the identity I = [ dz|z >< x|, one has
< @/|U(t') >=< o[ exp [—iH(' —t)/h] [V(t) >
- /dx < &) exp [—iH(t' — t)/h] & >< 2l W(t) > . (2.33)

7



Eq. (2.33) can be rewritten as
V() = / deK (2t z, )V (z, 1), (2.34)
where we used [27]
Kt z,t) =< 2'|exp [filél(t’ - t)/h] |z > . (2.35)

K is named a propagator, which relates the wave function between different times and positions.
The FPI divides the propagation time (' — ¢) into a series of slices At = %, N — oo. For a
short time interval At — 0, from [28] the one-dimensional propagator is expressed as

At (7AN

K(wg,t + At,x1,t) =< x5] exp(— 2Z . ) ex p[ifv( )|y >
o (12 g [ = m)® AL
~ Grniat) [ 2hAL o5, V(z2) +V(21))] - (2.36)
For j = 1, N — 1, the identity I is
I = /°° dxj|xj >< $J| (2.37)

We insert this identity expression into eq. (2.35) and use the short-time propagator from eq.
(2.36),

K ¢,z t) =[] /Oo dr; < 1’ = zy|exp [—iﬁAt/ﬁ} |zn_1 >

< aya|exp [—iH(AL) /B oy 2 > ..
< ma|exp [—7ﬁ(At)/h] |z >< :L’l\ exp [—Zﬁ(At)/h] |z =2 >

iAL
H/ dr; < x' = xn|exp(— 5 71 2) p[—TV]|:EN,1>

iAt 7 (FAN S
< zy-_1|exp(— Sy )exp[—7VH:L’N_2 > ..
1At 7 TTANS
< xo| exp(— oy )exp[fTVHxl >
<alexp(— it expl- D ey =2 > @39)
T1|exp 2 Smpb ) expl—— Tog=1T .

Each short time propagator can be expressed by eq. (2.36). We have:

N (o]
Ktz t m 1/2 1/2/ dz
(= ¥,2,8) = 27Ttht H QWEZAt — ]

exp[3. M — 2 (). (2.39)

Since At ~ 0, “{7=' & i}, the Lagrangian L(z;, ;) is defined as L(z;, ;) = %ﬁ;;l)? -
V(z;) one can rewrlte eq. (2.39) as

K@tz 1) / Dl eXp "L ), (2.40)
t



where

. N—-1
PSS mo 12 mooip [
/ Dla(t)] = Jim (55557 [].1;[1 (Grning) /_oo da] 241

K(a',t',x,t) is the Green function that connects position x at time t to position z’ at time ¢’. The
propagator is the sum of the contributions of all possible paths. Each path carries its own phase
along with it. The FPI can also be done in phase space (position-momentum space). Inserting
the identity of I = [ dp;|p; >< p;|, 7 = 1, N, where N — oo, one gets

K& ¥, 2,t) /D[p )]exp[;/tt/dt[L(z,.f)—p:ic]], (2.42)

and

/D JDl(t)] = lim (— %h / / f_v[]i:[ D;da,. (2.43)

FPI will be used to solve the time propagators that reside in the correlation functions in the next
sections.

2.5 The rate constant

In the previous section, I introduced the Feynman Path Integral to handle the time evolution
operator, which will be contained in the expression of the thermal rate expression that is used
in the following sections. The thermal rate constant in this thesis is expressed as [29]

k(T) = Qi | /O T atC (1), (2.44)

where (), is the reactant partition function, C's is the auto-correlation function

Cys(t) = Tr[F(5/2) exp (ift/h)F(5/2) exp (i1 /)], (2.45)

with § = 1/kpT. Compared to eq. (2.19), the half-Boltzmannized flux operator is

F(B/2) = exp (—gﬁ)ﬁ exp (—%H). (2.46)
where the flux operator Fis given by eq. (2.20)- eq. (2.21).

2.6 The Classical Wigner model

The rate constant was introduced in the previous section and I am going to calculate it in a
semi-classical way.



For arbitrary operators Aand B,

Tr{Aexp (iHt/h)Bexp (—iHt/h)} =
/dx,-dz;/dxfdx’f < z;| Al >
< x;|eitﬁ/h|x} >< x}|B\xf >< xf|67“ﬁ/h|xi > . (2.47)

The trace in eq. (2.47) involves two time evolution operators thus two Feynman paths are
generated (see fig. 2.1).

& z’,\e"”/"lz'/ > u.‘?/}x‘zi 3;

< zyle”

Figure 2.1: Two Feynman paths generated from eq. (2.47). The blue arrows specify the Feynman paths. The red
arrow is the mean path and the orange double arrows stand for the distances between two Feynman paths.

The propagation along the Feynman paths can be divided into /N intermediate steps, for example

i h) N dz,,d d
—itH /R, .. ~ / / mdPm / PN+1 ZSN/h 248
<asle s > ng . 2rh ) 2wh (248)

The action is expressed as

N+1
= Z [pn(xn - mn—l) - EH(-rmpn)} 5
n=1
H =p?/2M + V(,) (2.49)
where xg = 2;, ¢ = Tn11 = Ty, Do = Pi» Dt = Py = Pn4+1. N — 00. e =1/(N +1) — 0is the
time step for the propagator. Now we transform the coordinates as
T = (z; + 7}) /2,
ni = Aw; = x; — 1"27
D= (pi er;)/Q,
Api = pi — ;- (2.50)

Eq. (2.47) is then rewritten as

N+1 A A
Tr{AB(1) / dFod A H / dw’”dpm / 7d ZndApn

n=1

10



exp(—i E[V(cn + Az /2) = V(T — Azy/2)])

Ty — Ty _ (Az, — Az, _
(Fn =), (A= Bt

exp(z Pn Apn +1Ap,

A ~ A A - A
<I0+ﬂ A 07ﬂ> <$N+1+ TN+1 Bf]\]+1*ﬂ>.
2 2 2
(2.51)
Assuming that the Axs are relatively small, one can linearize the potential difference as :

This linearization works when Az; ~ 0, so eq. (2.51) becomes

d 77Ld N+1 dA '"dA n
Tr{AB(t)} = /dedA:coH/ & pm]‘[/ LnC2p

exp < Z;V (Tn) Az, + z Apn + iAp, (T, — Tpo1) /B + i, (Axy, — A;cn,l)/h>

A a A A - A
<m + ﬂ Az - ﬂ> <@N+1 4 BN Bl 7”N“>. (2.53)
2 2 2 2
We take a further step
N+1 N
D> pi(Azy — Axiy) = Dy Axngr — P Az + > Azi(p; — Diyy)- (2.54)

i=1

Eq. (2.53) can be written now as
TT’{AB(t)} ~ /fodAmodA$N+1 exp( 1= V .I'N+1 AIN—H

Axg _ AINH
m =S5 ) (ot

dA: Ln

Az B

IN+1 —

N+1 < AIQ

H /CF To+ —(—
exp(i (PN+1A5N+1 — D Azo)/h) H/
n=1

N+1 _ = =
H / dapn o (—iprn(p—" _ %)) (2.55)

The integration of Ap,, and Ax,, will introduce a series of delta functions. Eq. (2.55) becomes

)
Arwiry
)

exp <—i%A.1;n(V'(. T,) p”“

PR 1 €
Tr{AB(t)} ~ ﬁ/dTOdAmodAzNH exp (—zﬁV ({EN+1)A!EN+1>

N+1 A R A A . A
/dxmdpm <£0 + ﬂ A Tog — %> <f]v+1 + l;\f + B $N+1 — ‘Eév+1>
N N+1 _
exp(i(Py1 AT N1 — D1 Azg) /1) H (eV'(Ty) + Prsr — Pn) H 0(e= —Tp +Tp1).
n=1

(2.56)

11



The delta functions generate trajectories that propagate from initial phase space point (To, p,)
to final phase space point (Z;, p;). The equations of motion for any (7, p,,) are:

Evl(jn) = Tjn - pn+1

le% =y — Ty (2.57)
which are just the ordinary classical equations of motion. So
. . 1
Tr{Aexp (iHt/B)Bexp (~iHt/m)} =~ 5 / dp / dTAw (7.0)Bw (.,7,).  (2.58)
h

The Wigner transformation for arbitrary operator A is defined in eq. (2.24). In eq. (2.58), the
trajectory from an initial point (7, ) to the final point (Z;,p,) is run under a classical force.
Using the rate constant expression from eq. (2.44)- eq. (2.45) together with eq. (2.57) and eq.
(2.58), one arrives at

k(T)zm/ooodt/dp/df

x Fw ((8/2); (1), p(t)) Fw ((8/2);7(0), p(0)), (2.59)

where Fyy ((3/2; 2, p) is the Wigner function of the half-Bolzmannized flux operator £'(3/2).
Classical trajectories are run to generate the auto-correlation function of FW([;‘ /2;x,p).

The classical force originates from the linearizing of the potential difference in eq. (2.52)
and is only valid when dx; — 0 (dz; is the distance between the pair of Feynman Paths in fig.
2.1 and is also noted as 7). The CW model is accurate at high temperature, heavy mass or
harmonic potential.

However, the value of 7 determines the importance of dynamical quantum effects. Take
the double-slit experiment for example (see fig. 2.2): A particle is propagated through two slits
and hits a plate. One can measure the probability that the particle hits the plate at position x.
The corresponding operator is D, = |z >< z|. Its time-dependent value is given as

D,(t) = Tr{pexp (iHt/h)D, exp (—iHt/h)} =
/dxidzg;/da:fdx} < w|plal >
< r;|€”H/h|J'f >< T'f\ﬁfuf >< .”I,'f|€_itH/h‘(Ei > . (2.60)

If the two paths stay close to each other and penetrate through the same slit, the detector D(x)
will observe a classical result (no interference). In this case, the CW model will work well. On
the other hand, if the two paths are separated from each other and go through different slits,
the detector will observe a quantum result (interference). So we can deduce that the value of 7
relates to the quantum effects in the dynamics. Assuming it to be zero in the CW model will
result in the quenching of dynamical quantum effects.

2.7 Effective potential

The CW model described in the previous section captures the quantum effects in the initial
condition (e.g. as a Wigner transform of the thermal flux operator) however not in the dynamics.
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Dx(t)

;

Two paths go
through the same slit
(No interference)

Two paths go through two
slits (interference happens)

Figure 2.2: Two pairs of paths are generated to propagate through double slits. The green paths are close to
each other and go through the same slit, thus the detecting function D(z) obtains no quantum dynamical result (no
interference will be detected). The red paths are separated from each other and penetrate through different slits.
The detecting function D(z) will capture the interference and a quantum dynamical result will be presented.

The classical force is local and can not describe tunneling and interference. It may be challeng-
ing to add quantum effects to the classical trajectories.

Considering the quantum influence to the dynamics, effective potentials may assist peo-
ple to understand the quantum system. One of the most famous ’effective potential’ is from
Bohmian Mechanics [30, 31]. From the Schrodinger equation (SE)

0 h?
ih—W(rt) = ——V>U(rt YU (r, 2.61
i () = = VAW, t) + V() B0 1) 2.61)
with the wave function W(r,¢) for mass m at position r = (x1,%9,...,2,) and V2 is the

o 0 -9y, Bohm [32] defined a general solution to the SE as

Laplacian with V' = (5, 50-, -, 50
U(r,t) = R(r,t)exp (iS(r,t)t/h). The amplitude R and action S are both treated as real. He
then put this trial solution back into the SE and equalized the real and imaginary parts individ-

ually, which results in the following:

OR 1

2
- 2 .
5 5 (RV?S+2VR-VS)
a8 1 ) n* V2R
_ _ Ly 2.62
ot [2m(VS) v 2m R ) (2.62)

The first equation defines the dynamics of the wave amplitude and may be rewritten as the
continuity equation. The second equation can be viewed as an analogy to the classical Hamilton-
Jacobi equation but with an extra term of ’quantum potential’ 5‘—;%. The quantum potential
relies on the information of the wave-function. In the classical limit, if we set i = 0, the
quantum potential is quenched.

Limitation exists for applying this quantum potential to general systems: there is one
inverse of the amplitude(1/R) in the quantum potential. To date, the Bohmian methodology has
not found adequate solutions to handle the numerical problem [33].

An effective potential is also adopted by Centroid Molecular Dynamics [15] and is applied
to the centroid path. Liu and Miller also proposed a version of an effective potential in the phase
space [34] that goes beyond the Classical Wigner model. From ETMD [35], the trajectories are
coupled with each other via an effective force, the effective force is similar to the quantum
potential of Bohm. In the following chapters, I will first discuss an effective quantum force

13



based on the Classical Wigner model. And then I will also introduce a quantum force derived
from the quantum Liouville equation. The effective forces (potentials) proposed by us aim at a
reasonable accuracy, low numerical cost and also a clear physical insight.
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Chapter 3

Classical Wigner model with an effective
quantum force

In section 2.6 of the previous chapter, I briefly introduced the Classical Wigner model.
The Classical Wigner model is based on one approximation, viz. that the distance between
the pair of Feynman paths in fig. 2.1 is close to zero. Such approximation will be valid for
high temperature or heavy mass. The combination of quantum initial conditions plus classical
dynamics makes CW one of the most outstanding semi-classical methods to deal with multi-
dimensional applications.

However, the dynamical quantum effects will be quenched in the CW model [17] such as
tunneling and interference.

In this chapter I am going to improve the CW model by approximately including dynamical
quantum effects. I will introduce a delocalization parameter to represent the dynamical quantum
effects. Then this parameter will be utilized to construct a quantum force. Towards multi-
dimensional applications, a two-dimensional H + H, collinear reaction will be studied in the
last section of this chapter.

3.1 The Classical Wigner model with an effective quantum
force using a position independent delocalization param-
eter

In this section, I am going to introduce an improvement upon the classical force that the
CW model utilizes. It was derived in paper I for the case of a flux-flux correlation function.
Hence, from eq. (2.45) we substitute the Aand Bin eq. (2.47) to be F(ﬂ/?) From fig. 2.1, we
get fig. 3.1 to present the flux-flux correlation function. Since the CW model is based on eq.
(2.52) which assumes the characteristic distance between pair of paths to be zero, no dynamical
quantum effects will be captured [17]. Instead, we approximate Azs to be a characteristic
value (7)), which is the characteristic distance between pair of Feynman paths in fig. 3.1.
The dynamical quantum effects are reflected by 7. Since 7, presents also the delocalization
perspective of the mean path (classical path), I refer to it as a delocalization parameter in the
following part of this thesis.

Now the question will be how to obtain the 79? We suggest the 7, as the value that
contributes most to the initial matrix element < z;|F'(3/2)|z} > in fig. (3.1). An example is
given in fig. 3.2 to illustrate the way to define the 7).

Following eq. (2.52), one can use an effective force (named f¢//) to approximate the
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< 2} |F(8/2)|zs >

< |z > < zﬂe""‘”"\zi >

< | P(B/2)lc; >

Figure 3.1: Two Feynman Paths generated from eq. (2.45) and eq. (2.47). The blue arrows specify the Feynman
paths. The red arrow is the mean path (classical path) and the orange double arrows stand for the distances between
two Feynman paths.

-10 -5 0X 5 10
le-05 + 2e-06 -6e-06  +
8e-06 + -2.54e-21  + 8e-06  +
6e-06  + -2e-06  + -le-05  +
4e-06 -4e-06 -

Figure 3.2: Two extrema (2.55,—2.55), (—2.55,2.55) are seen from this picture of the matrix elemen-
t < x|F(B/2)ly > with = 12 for a symmetric Eckart barrier (V(z) = b/cosh®(c * x), cosh(cz) =
0.5(exp(ca) + exp(—cx)), m = h = wt = 1, b = 6/7, ¢ = \/n/12). = and y specifies different positions
in the one-dimensional position coordinates. The 7 value can be calculated as: 1y = 2.55 — (—2.55) = 5.1

potential difference as V (z;) — V(a) = — /7 (255 ) (x; — /). We transform ; and 2/ to the
. /
mean-difference coordinates of ¢ = z;z n = x; — 2. Then we substitute a characteristic

value 7y for all s to obtain the effective force for position ¢:
Vig—m0/2) = Vig+m/2)

eff(q) = ) 3.1
[ (q) o (3.1

The two points to linearize the potential difference are separated by 7,. One can plot
the true potential difference V(¢ + 1/2) — V(¢ — n/2) and the linearized potential difference
—f¢/7(q) x n for a fixed position ¢ for different 1 values. They should match at 1 = 1, where
the matrix element is at its extremum. This is seen in fig. 3.3 for a symmetric Eckart barrier
(the same potential as defined in fig. 3.2). The linearized potential difference agrees with the
true potential difference at 7).

The characteristic distance is position-independent (q-independent) in this section. A po-
sition dependent method will be addressed in the next section.

The effective potentials and the classical potential for a symmetric Eckart barrier (the
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flassy,
9(0.5,m)

potential difference and g(0.5,n)

-15 -10 -5 0 5 10 15

Figure 3.3: For 3 = 12 and q = 0.5, the linearized potential difference using both classical and quantum forces,
the true potential difference and the matrix elements ¢(0.5,7) =< 0.5 + n/2|F(3/2)[0.5 — /2 > for different 1
values. The matching value of nis n =179 = 5.1.

same potential as defined in fig. 3.2) at different temperatures are plotted in fig. 3.4. The barrier
height of the effective potential is reduced as the temperature decreases.

18 -
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Veff(q) and Vor\gma\(q)
-
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0.4 |-
0.2 |

-15

Figure 3.4: Effective and the classical potentials for a symmetric Eckart barrier at different 8 = 1/kpT.

Some results from application

The flux-flux correlation functions from different methods at temperature 8 = 1/kgT" =
12 for a symmetric Eckart barrier (same potential as in fig. 3.2) is plotted in fig. 3.5.

The results of the transmission coefficient (x) from CWEQF and the CW model are pre-
sented in Table. 3.1. Accurate x values are taken from [36].

Table 3.1. Transmission coefficients for a symmetric Eckart barrier (the same potential as
in fig. 3.2).
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Figure 3.5: Flux-flux correlation functions from CW, CWEQF and exact reaults for a symmetric Eckart potential
at f =1/kpT = 12.

B=1/kgT | 2 4 6 8 10 12
K(CW) 1.14 | 1.7 | 32| 94 | 46 | 360
K(CWEQF) | 1.16 | 1.8 | 4.6 | 19.8 | 152 | 1900
k(Accurate) | 1.22 | 2.07 | 5.2 | 21.8 | 162 | 1970
Mo 1.1 | 1.7 |25 33 | 42 5.1

From fig. 3.5 and Table. 3.1, it is seen that the CWEQF improves the CW model in a wide
temperature range. Also the numerical cost of CWEQF equals to the CW model except for a
search of the extrema at the initial time step. However, this is trivial compared to the cost of
constructing the matrix elements. So we can conclude that the CPU demand of the CWEQF
compared to the CW model increases only slightly.

3.2 The CWEQF using position dependent characteristic de-
localization parameters

An effective quantum force is derived in the previous section with a position-independent
delocalization parameter. The quantum force improves the original CW model.

However, a single delocalization parameter in the whole space does not entirely fit into
our physical concept. From Martens et al, [37-39], the quantum correction (compared with
the classical force) should be connected with the local Wigner function. Such worries reflec-
t in the numerical application, too. For an asymmetric barrier application (V' (¢) = a/(1 +
exp (—2¢/c)) + b/cosh*(q/c), a = —18/m, b = 13.5/7, ¢ = 8/v/31, m = h = w* = 1) with
temperature below 3 = 6, there will be two pairs of extrema in the matrix elements. It chal-
lenges the mechanism of using single value of 7). Furthermore, even in the symmetric Eckart
barrier applications, if one chooses a position ¢ some distance away from the dividing surface
(for example ¢ = ¢4 + 1.8) and makes the corresponding plot as in fig. 3.3, then one will arrive
at fig. 3.6. The true potential difference and the linearized one does not meet at 7y which is
obtained from the matrix elements.
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potential difference and g(1.8,n)

-10 -5 0 5 10

Figure 3.6: The diagram shows for 3 = 12 and ¢ = 1.8, the linearized potential difference with the quan-
tum force (with position-independent 7)), the true potential difference and the matrix element g(1.8,7) =<
q + n/2|F(8/2)|q — n/2 > for different 1 values. The point of the matching from the position independent
determination of 7 is 7 = 5.1. The matrix element is at its peak when 1=3.6.

0.000T. + 4e-05 -4e-05 -0.000T,
. + 2e-05 + -6e- +
8e-05 + -2.03e-20  + -8e-05  +
6e-05 -2e-05  + -0.0001  +

Figure 3.7: Two pairs of extrema for the matrix elements < z|F(3/2)|y > of an asymmetric Eckart barrier at
B=12.

Under such circumstances, the CWEQF with a position independent 7, is not the opti-
mized choice. In paper I, for an asymmetric barrier at low temperature, the matrix elements
(see fig. 3.7) contain two pairs of extrema instead of only one pair. Each pair specifies a value
of 9. Then we split the Wigner function into two different parts, each with a different 7, value.

If a trajectory moves between the two different parts in the Wigner space, we define the 7,
value to be the average of the 7, values that belong to the different parts.

The results from this two-component model are satisfying and are presented in Table. 3.2.

Table 3.2. Transmission coefficients based on two-component model for an asymmetric Eckart
barrier.

B =1/ksT 8 10 12
K(CW) 21 375 29000
x(CWEQF(with two characteristic 7)) 24 250 6800
k(Accurate) 26 250 4100
Mo 2.02,4.85 | 1.96,6.44 | 2.06,7.64
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However, the two-component method is not ready to be applied to general potentials be-
cause sometimes the boundary of two regions will be blurred thus it is arbitrary to divide the
phase space. The next task will be to overcome such problem and prepare the CWEQF for
general potentials. The effective force is thus

Vig =)~ Vig+ "%

eff(y —
f9(q) )

(3.2)

q

Figure 3.9: 5(q) for an asymmetric Eckart barrier

The value of 7y(q) reflects the delocalization effects for different positions. The 7,(q) for a
symmetric and an asymmetric Eckart barrier for different temperatures is shown in fig. 3.8 and
fig. 3.9 respectively.

Now we use the quantum force in eq. (3.2) to get the linearized potential difference. In
fig. 3.10, we compare the linearized potential difference with the true potential difference for
g = 1.8. It is seen that the position where the true potential difference meets the linearized
potential difference agrees with the extrema of the matrix element. The advantage of using po-
sition dependent 7)y is obvious: it can be applied to potentials which contain more than one pair
of extrema.

Some results from applications

Table 3.3. Transmission coefficients for a symmetric Eckart barrier potential (same poten-
tial as in Table 3.1) obtained using position-dependent 7, values.
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Figure 3.10: The figure shows (for 3 = 12 and ¢ = 1.8): the linearized potential difference using the
quantum force (with position dependent 7)), the true potential difference and the matrix element g(1.8.n) =<
1.8 + n/2|F(8/2)[1.8 — n/2 > for different 7 values. The matching between the true and linearized potential
difference occurs for 17 = 3.6. Such 7 value also corresponds to the extrema of the matrix element.

3 21 416 8 [10] 12
r (CWEQF (10(q))) | 1.16 | 1.82 | 438 | 19 | 149 | 1846
% (CWEQF (1)) | 1.16| 1.8 | 46 | 20 | 150 | 1890
% (Exact) 1.19 [ 2.03 | 5.1 |21.4 | 158 1935
1 (CW) 115 17 | 33 | 99 | 49 | 398

Table 3.4. Transmission Coefficients for an asymmetric Eckart barrier potential (same potential
as in Table 3.2) obtained using position-dependent 7, values.

I6] 2 4 6 8 10 12
k (CWEQF (no(¢))) | 1.17 | 1.92 | 5.05 | 23.5 | 172 | 3646
r (CWEQF (70)) 1.17 | 1.9 | 54 | 24 | 250 | 6800
x (Exact) 1.2 | 20 | 53 | 26 | 250 | 4100
K (CW) 1.16 | 1.8 | 4.1 | 21 | 37429300

We can conclude that the CWEQF with position-dependent 7, works consistently better than the
CW model. Since one does not have to divide the phase space into different parts, the CWEQF
with position dependent delocalization parameter can be applied to general potentials.

3.3 CWEQF for two dimensional calculations

The previous sections set up the CWEQF model in one-dimension which works consis-
tently better than the CW model. The next task is to generalize our CWEQF to larger dimen-
sional applications. We will apply the CWEQF method to the two dimensional benchmark
Hy + HgHo = HaHp + He collinear reaction in this section. Both the CW method (by
using the flux-side correlation function [40]) and the quantum-transition-state-theory (QTST)
[41] applied to this problem over-estimated the rate constant by more than three times at 200K.
We use the symmetrized flux-flux correlation function based on eq. (2.44) and eq. (2.45) in this
section to study the collinear hydrogen exchange reaction in two dimensions.
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We specify the reaction coordinate x and the corresponding orthogonal coordinate y as [41]

1
T = \/Q(RBC — Rag),

1
y= \/;(RAB — R+ Rpc — Ry), (3.3)

where R4p and Rpc are the bond distances between different hydrogen atoms. (Rf:4 B R%C)
specifies the saddle point positions. The product side is defined as x > 0, the reactant side is
thus x<0. For collinear reaction, we have Ryc = Rap + Rpc.

The Hamiltonian for this system is [41]

1 1
H=_—7p. >+ V(x
om Pe T 2y P +V(z,y),

My = mH/37

my = my. (3.4)

Following Yamamoto [29], we get a symmetrized flux-flux correlation function for the two-
dimensional case

CHH0) = gy [ o [ s [y f 0
Fu((8/2,w45); 2(t), y(t), pa(t), 2y (1)) Fu ((B/2, 45); 2(0), y(0), p2 (0), py (0))
(3.5)

The rate constant for the two dimensional calculation is thus
1 o]
}24(T) = 7/ dtC2 (1), 3.6

For the two-dimensional case, the 7, values are two-dimensional vectors 7y = (7,0, 77y0), Which
are shown in fig. 3.11. Tt is seen that along the Minimum Energy Path (MEP), the 7, vectors
are aligned with it.

A difficulty arises when we construct the two dimensional effective quantum force. In
the one dimensional case, we successfully constructed an effective quantum force which was
as simple as the classical one. However, for the two-dimensional case, 7y becomes a vec-
tor. For arbitrary ¥ = (z,y) and 7 = (1, 7,), the problem is how to linearize the two di-
mensional potential difference surface V(7 + 77/2) — V(7 — 7/2). Suppose we can get an
effective force as we did in the one-dimensional applications and the effective force vector is
V= (VeI V7). To determine the two components, two equations are required. The first
equation is obtained by linearizing the potential difference between the two extrema of the ma-
trix elements < = — 1,/2,y —1,/2|F(8/2)|x +n./2,y +1,/2 >, which follow the blue arrow
in fig. 3.12.

V() = V- 0 - v D) 67
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Figure 3.11: (10, 7y0) for 2-dimensional potential

However, eq. (3.7) does not make the linear surface unique. It can be rotated around the
axis of 775. We solve this problem by finding a pair of points along the orthogonal direction of 7.
For each fixed 7, there is only one pair of extrema of the matrix elements when (7,,, 77,,) is varied.
The characteristic distance in the orthogonal direction to 77, should be infinitesimally small.
This means that we can choose a pair of points infinitesimally separated along the orthogonal
direction to linearize the potential difference, as illustrated in fig. 3.12.

6e-05
4e-05

2005

Figure 3.12: For r, = 0, 7, = 0.5, we plot the matrix element of < 75, — 1,/2,7, — 1,/2|F(8/2)|rs +
12/2,7y + 1,/2 > for different 7, and 7, values. The beginning and ending points of the blue arrow represent
the extrema of the matrix elements, thereby defining 7,0 and 7,0. The yellow vectors specify the infinitesimal
movement along the orthogonal direction to 7. 7' = 1000K, r,, = 0, and 7, = 0.5.

This brings
VAR )
(e )+ (Tl * & +1o) =
v )
V(F+ /2 + iy xe/2) — V(7 —iio/2 — iy x£/2). (3.8)
Here we have ¢ — 0 and 75 = (— L o0 ) which is the unit vector in the

V0120024 (my0)2 "/ (120)2+(my0)2

direction orthogonal to 77,. Combining eq. (3.7) and eq. (3.8), we get the solution:
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Folany) = — V(2 + 120/2,y + 1y0/2) —2V(:L“ - 210/2, Y = My0/2)) * e
(120)? + (1y0)
0.5 % (Vy(x = n20/2,y — myo/2) + V(T + 120/2, Y + My0/2)) * Nx0 * Myo
(120)? + (1y0)?
0.5 % (Vi(x = ne0/2,y — 0yo/2) + Vi@ + 120/2,y + 1y0/2)) * (m40)°
(120)% + (1y0)?

_ (V(‘T + 7710/27 Yy + 77y0/2) - V(SC - 7710/27 y— ny0/2)) * 77y0
fy(xy) - 2 2 o
(120)* + (My0)
0.5 x (Vy(@ = 120/2,y — myo/2) + Vy (@ + 120/2,y + 1y0/2)) * (Ma0)?
(120)% + (1y0)?
L 05 % (Vi@ = 11e0/2,y = 1y0/2) + V(@ + 100/2,y + 1hy0/2)) * T1y0 * 10
(UIO)Q + (ny0)2

(3.9)

This choice is however not guaranteed to be optimal. There may be more accurate ways to

choose the second equation, rather than approximating the delocalization parameter along the
orthogonal direction to be the thermal de Broglie wavelength.

Some results from application

The two-dimensional results for the collinear H + H, reaction are shown in Fig. 3.13
and Fig. 3.14.
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Figure 3.13: Comparison of an accurate C' ¢ with those for the CW and CWEQF models at 1000 K. Time is in
atomic unites.

We can conclude that the CWEQF works consistently better compared with the CW model.

24



2.5e-18 T T

Exact --------
CcW
2e-18 . CWEQF .
15618 |- | i
o (. .
B (N s
¥ ote18fF| 4
s \‘
5e-19 [ 4
= T e —
-5e-19 ] . ! L
0 200 400 8OO 800 1000

Figure 3.14: Comparison of an accurate C'y; with those for the CW and CWEQF models at 200 K. Time is in
atomic units.
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Chapter 4

A deeper insight into the tunneling regime

4.1 Entangled Trajectory Molecular Dynamics

The previous chapter initiated the idea about using the delocalization parameter to linearize
the potential difference as an effective quantum force. We studied a canonical system (in the
NVT ensemble) in the CWEQF method where temperature becomes important to determine
the delocalization parameter. However, we want to extend our idea of the quantum potential to
general systems, like micro-canonical systems of well-defined energy E for example. In this
chapter, I am going to present the dynamics of particles under quantum Liouville equation in a
semi-classical way. I will first introduce a method named Entangled Trajectory Molecular Dy-
namics (ETMD). The force for each trajectory is generated from the entanglements between the
trajectories. Then I will present our effective force based on ETMD to propagate the trajectories.
In the end, I will show the application of our effective force in two-dimensional applications.

Many trajectory-based methods have been invented to run classical-like trajectories dressed
with quantum effects [15, 19,26, 30,31, 35,37,38,42-51]. The method we present here is
based on the Wigner distribution function [25] which is described in chapter 2. From eq. (2.24),
the Wigner function corresponding to the density operator p(¢) is

1 A % 0
M t) = 5= [ <a+u/2pla—y/2 >y, @1
with ¢ and p being the position and momentum coordinates. y is related to the off-diagonal
elements < ¢ + y/2|p|lq — y/2 > (this y is not to be confused with the one in section 3.3). In
the following, I will briefly introduce the derivation of the ETMD’s equations of motion [26].
From [26], the time evolution of the Wigner function follows

p"V(g.p.t) _ pIpV(gpst) | w
== ’ J(q,& — L€ t)d 4.2
o P [T =m0, e, (42)
where )
i .
J(@.€) = 53 [Vig+2/2) = Vig = 2/D]e =/ dz. @43
Now we introduce the continuity equation as follows:
" (a.pt) g =
—=-V 7, 4.4
5 V-7, (4.4)

where j’:(jq., Jp) = (40" (q,p,t),pp" (q,p,t)) shows the current vector in phase space, ¢ rep-
resents the velocity and p denotes the force. V = (8/8q,d/dp) is the phase space gradient
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operator. Combining eq. (4.2) and eq. (4.4), one obtains:

= - pIpWgpt
v.j=2orlent) [ Jta.€ = p)p" (a. & e (4.5)
m dq
. . p
Jo=p"q="p" (4.6)
m
¢ = 2 is the velocity of the trajectory. The second component of eq. (4.5) is thus
8 ] .
aplr =~ [ = (.6 e (47
By integrating eq. (4.7) over p from both sides we get
- [Oula.€ ~ p)p" (0.6 ). (48)
where
+J/2 Vig—y/2) (p— &y
Ole.p—8 =52 / exp [~i-——= Yay. (4.9)
So

p=ma=j,/p" =
_ W
) [l@.n- 60" (a.€)de. (4.10)

where p denotes the force. Combining eq. (4.9) and eq. (4.10) together, we get

1 Vig+y/2) —Vig—y/2)
- (g, p) /dy y

exp [—1 f 2 o /dﬁexp z—g] W(q,é,t) (4.11)

From eq. (4.11), for different momenta &, p" (g, £, ) presents different phase space points at
the same position and the integration of y evaluates all possible positions. One can see that the
force of certain trajectory entangles with the other trajectories in phase space. The method thus
bears the name of entangled trajectory molecular dynamics (ETMD) [38]. The ETMD method
has been applied to several model potentials and is able to yield reaction probabilities in good
agreement with exact results [26, 35].

The ETMD method also brings vivid explanation to the tunneling mechanism: the trajec-
tories borrow energy from each other via entanglements to pass the potential barrier. Once the
trajectories land on the other side of the dividing surface, they will release the borrowed energy.
Thus forms a vivid picture to explain the tunneling mechanism [37, 38].

However, this explanation needs to be more qualitatively especially quantitatively speci-
fied, such as the physical correspondence of *borrowing’. Furthermore, to calculate the ETMD
force for a point in phase space there are two integrations to carry out, which might be numer-
ically expensive. From eq. (4.11), the force diverges when p" (¢, p,t) — 0 so there might
be problems in regions where the Wigner function changes sign. The latter problem might be
overcome by introducing the Husimi representation whereby no negative regions remain as a re-
sult of averaging over regions by a Gaussian function [39, 52]. However, the dynamics become
more complicated to generalize for arbitrary potentials. Also, to reduce the numerical cost, one
has to find a good approximation to substitute for the entanglements in the ETMD force.
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4.2 Substitution for the entanglement by an effective force

I briefly introduced the ETMD method in the previous section. The ETMD method is able
to capture the dynamical quantum effect through entanglements between trajectories. However,
there is still room left for making it more practical. We aim at a delocalization parameter as we
did in chapter 3 to generate an effective quantum force to substitute for the entanglements.

Ineq. (4.11), the integration over ¢ is the inverse Fourier transform of the Wigner function
which is defined in eq. (4.1). Thus

. 1 - Vig+y/2) = Vig—y/2)
p= dy X
" (g, p) / y
exp[=it] < g +y/2plg—y/2>

(4.12)

First, assume that the characteristic value of y in eq. (4.12) is close to zero. We can then Taylor
expand the potential difference to obtain V (¢+y/2)—V (q—y/2) ~ V'(q)y. The force becomes
—V'(q)
W x
PV (¢, p)
Py .
/dy oxp [=i=7] < a+y/2lplg —y/2 >
=-V'(q). (4.13)
The ETMD model thus reduces to the ordinary CW model [20-22] which uses the classical
force to propagate trajectories in Wigner space. The entanglements between the trajectories are
thus removed. To go beyond the CW model, we assume here that a characteristic value y(q)

exists (the derivation will be shown in the next sections, also I use y instead of 7y here to
distinguish the delocalization parameter of a NVT system and NVE system). This gives

Vi(g+y/2) —Vig—y/2)

Y
Via+y0(a)/2) = V(g —1%(9)/2) 4.14)
Yo(q) . .
The force in eq. (4.12) becomes
_ Vg +w(a)/2) = Vig—w(a)/2) @.15)

Yo(q)
This force is much simpler than the ETMD force. It works in the same way as the CWE-
QF’s quantum force. The delocalization parameter becomes crucial in obtaining the dynamical
quantum effects, it can be seen as a parameter that corresponds to the entanglements between
trajectories. The next question is how to obtain such parameter.

4.3 The way to define the

In the previous section, I introduced the possibility to use an effective force to substitute
for the ETMD force. However, we need to define the delocalization parameter (y) to construct
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the effective quantum force.

In previous chapter, we define the delocalization parameter corresponding to the extrema
from the matrix elements of < ¢ +1/2|F(3/2)|q—n/2 >. The present work concerns the den-
sity operator rather than the thermal flux operator. Take the Gaussian wave packet for example
[26]: from eq. (2.30), the extrema of the density matrix elements are along the diagonal line
(n = 0), so a different way to determine the delocalization parameter is needed.

From the work of ETMD [26, 35,37-39], the particle is always prepared as a Gaussian
wave packet to propagate (see eq. (2.27)). Thus the Wigner function initially is expressed as a
Gaussian (see eq. (2.28)). The delocalization parameter is assumed to be the width of the Gaus-
sian (y9 = 0,) in position coordinate. From eq. (2.28), the width of the position and momentum
of the Gaussian satisfies the minimum uncertainty relation: 0,0, = h/2. As time goes on, let’s
simply assume that the Wigner function still conserves such minimum uncertainty. Thus for
different position q: yo(q) = A,(q) = 0.51/A,(q) (where A,(¢) and A, (g) specify the square
roots of the variances along position and momentum coordinates).

We are also aware that the smallest phase space area compatible with the uncertainty prin-
ciple is named a quantum blob [53]. For a Gaussian distribution function, the quantum blob
has an area of 71/2 which is consistent with the minimum uncertainty principle. We can update
A,(q) by calculating the variance of the momentum at an arbitrary position g. We use the above
discussion as the motivation for our calculation of yy. The square root of the variance of the
momentum (A,) is:

_ Ay = (72 — (p))?
p= / dpp™ (q,p,t)p/ / dpp" (¢, p, 1)
P2 = / dpp" (¢, p, t)p2/_/~ dpp" (q.p,1). (4.16)

The force generated in the ETMD method describes *non-local’ contributions via entanglement.
In the present work, the entanglements between the trajectories will be absorbed into the pa-
rameter yo(q), which is defined by the distribution of momentum.

4.4 Another way of obtaining the

If this section, we introduce another way to obtain the delocalization parameter. From
the CWEQF method, we obtain an effective quantum force by using the characteristic distance
between pair of Feynman paths that enters the expression of the thermal flux-flux correlation
function (C'sy).

For an arbitrary operator X which is an operator only related to positions (such as h(%)).
The corresponding measurement of it at time t will be:

X(t) = tr[pexp (—iHt/h) X exp (iHt/h)]
= /dxdxldx2d:r’ < x|pley >< x| exp (—iHt/h)|xy >
< x| X |2’ >< a'|exp (iHt/h)|x > (4.17)

From chapter 2 and chapter 3, we solve the trace via path integrals. Suppose the delocalization
parameter is y,, for the matrix element of < z|p|z; >. The delocalization parameter for matrix
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element < 2/|X|z > is yx. One thus gets an effective characteristic distance in eq. (4.17)
ef fective

following the average: v = 0.5 * (y, + yx ). From paper I,

X(t) = / dp‘/ dgp”(p,q,t = 0)X (qr) (4.18)

For the matrix element of < ¢+v/2|p|¢—y/2 >, since the extrema are positioned at 7 = 0 (see
eq. (2.30)), we assume the delocalization parameter of the density operator p to be y,(q) and
that it equals to the width (y**") of the distribution along y. We still approximate the shape of
the Wigner function to be a Gaussian distribution [43, 54].

Now we come back to eq. (4.17), for position ¢, we have

ygf'fe<:twe<q) _ O.S(W;uidth + yx)- (4.19)

Since yx = 0, y5/7*""**(¢) is half value of the geometric width of the off-diagonal distribution

(y*"") of the matrix element < g +y/2|4|q—1y/2 >. From section (2.3), we have y*'*" = 20,

for a Gaussian Wigner function thus y//*""**(¢) is the same value as the delocalization param-

eter derived in the previous section.
Some results from application

We apply our effective quantum force to study the reaction probability for a cubic po-
tential (fig. 4.1).

potential

Figure 4.1: The cubic potential V (¢q) = Smwiq® — 2b¢3, wy = 0.01, b = 0.2981, rn = 2000. From [26], a
cut-off value of —0.015 is adopted for ¢ > 1.12556.

The initial wave function is centered in the potential well. One can refer to paper III for numer-
ical details. The reaction probability (escape probability) is shown in fig. 4.2.

To explain such tunneling effects, we can focus on the dominant part of yo(q) = 1/2A, ~ 22,

When the highest momentum trajectories pass over the barrier, the average kinetic energy (or
p?) will be reduced which will directly result in an increase of the characteristic delocalization
parameter thus smear out the potential barrier to help the trajectories that have lower kinetic
energy to cross over. The procedure will continue with time. This introduces one interesting
phenomenon, the trajectories with less kinetic energy initially will have the chance to go over
the potential barrier at later time. This forms a consistent explanation to the tunneling effect of
the cubic potential where the reaction probability grows in time as shown in fig. 4.2. Such a
mechanism is depicted in fig. 4.3.
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Figure 4.2: The reaction probability versus time for the cubic potential at three different average energies. The
green curves are the exact results [26]. The red curves are the results obtained using our effective force constructed
from the time-dependent delocalization parameters. The blue curves are the results of the ETMD method [26].
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Figure 4.3: The explanation of the tunneling effect for the cubic potential in fig. 4.1.
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4.5 Effective quantum force for two dimensional applications

In previous sections, we constructed an effective force to substitute for the entanglement
between trajectories. Each trajectory is controlled by a quantum force which is updated in time.
Now the challenge will be to generalize it to multi-dimensional applications. We are aware of
that the ETMD method has been used to carry out two dimensional calculations and the results
are inspiringly accurate compared with the exact ones [35]. It will be the task in this section
to apply our quantum force to two dimensions. Since our method is close to the ETMD, I will
start with a brief derivation of generalizing the ETMD to multi-dimensional applications from
[35]. Then I will introduce our effective force based on this ETMD force.

For a multi-dimensional system consisting of particles with identical mass m under a po-
tential V' (qy, ....q, ), the state of particles will be expressed by position vector § = (¢;...q,) and
momentum vector p = (pi...p,). The off-diagonal vector of matrix elements of < ¢+ 4/2|p|¢—
§/2 > is then a function of ¥ = (¢1...4»). The Wigner function of the multi-dimensional wave
function (g, 1) is

@i = (5m) [V @+ 52096 5/2,0677"dj (420)

The time-evolution of this multi-dimensional Wigner function is then

o (q.pt) pr 0p" (4. 7 N
o kZl mTJr/ (7,6 = D)™ (q, €, 1)dE, (4.21)
where )
v — = _izE/h g
@8 = gy [V(@+2/2) = V(@ - 2/2)e " "az “22)

Now we introduce the continuity equation as follows:

op™ (¢, p,t) 5 =
SR 42
o V-7, (4.23)

where 7=(jg1---Jans jp1-- Jpn) = (7.9)p" (7,7, t) shows the current vector in phase space, ¢
presents the velocity and 7 denotes the force. ¥V = (9/9qy...0/0q,,0/py...0/0p,) is the
phase space gradient operator. Combining eq. (4.21) and eq. (4.23), we obtain:

vii-x agkp’ - [ 1@ E-pp" @ e (4.24)

To obtain each component of the current vector (especially the momentum vector), we adopt an
approximation based on the work of Lifei et al [35]: the kth momentum flux is related to the
delocalization from the kth position coordinate. Thus we define the corresponding .J, as:

- { 1 —iZE/h g
@8 = gt [V = Vi le 40maz, (425)



where ViE = V(qu, ..qn + y/2, ...q,) and k=1,...n. From eq. (4.24) and eq. (4.25), the compo-
nents of the current vector are

- P J—.
qu - qup ( q,D, t) = ;lzpw(q’p7 t)7 (426)
0 . o Wim 2 a2
ik = = [ @€ =P (3 E e, (427)
Pr
Integrating eq. (4.27) over p;, on both sides we can get
ok == [ O@.E = 7)™ (@€ . (4.28)
where
g L VeV =87
—_& = — dy.
Ok(q, 7 =€) 2Wlhn/ " exp [~i=———]dy
(4.29)
So we get:
Pe = may, = jp/p" =
1 / = = o
—=—= | Ok(g,p— & L &)dE. (4.30)
g ) OO @

We then write the force as:

- L V-V Py
Pr = mag = — /dy exp [—i—=] X
’ V@) Yr e
1 oz Y& wi- e
d exp [i==]p" (4. €, 1).

nagnp™
(4.31)
In our previous work, if we manage to find a characteristic value of 3 ({), we will have
, 1 Vi =V N
Dr = may = - /dy X exp
’ C (@) Yk =
< Qe+ Ye/ 20 @ulPlars G = Yk /2, 0 >,
, Vo = Vor 0"
Pe=may = —— 5=
(@ "
Vo~V
Yr(d)
(4.32)
where Vi = V(q1, -, @ £ 43/2, .., ) and the 3(q) is defined as:
y2(q) = Aqr = Ch/Apy. (4.33)
where
Apr, = \/p} — (Pr)?
F:/dpp (q,p.t pk//dpp 7D 1)
ni= /dpp . pt pk/dpp (@.9,1).
(4.34)
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The value C is chosen to be 0.5 for Gaussian wave packets.

Some results from applications

The next step is to apply the effective quantum force to two different two-dimensional
applications which are taken from [35]. The first one is a symmetric Eckart barrier plus a
harmonic potential without coupling (Model I).

V(q1, q2) = VaSech*(2q1) + 0.5V,q3
Sech?(2q1) = 4/(exp (2q1) + exp (—2q1))* (4.35)

where V,, = 0.00625, V;, = 0.0106, m = 2000a.u, w = 0.004. The mean energies are chose to
be Fy = 0.85V, and E, = 1.12V/, for the particle. The results are presented in fig. 4.4.

The second model potential is a symmetric Eckart barrier plus a harmonic potential with
coupling (Model II).

Vg, q2) = VaSech®(2q1) + 0.5Vi[g2 + Ve(qf — 1.0)]
Sech?(2q1) = 4/(exp (2q1) + exp (—2q1))? (4.36)

where V, = 0.00625, V}, = 0.0106, m = 2000a.u, w = 0.004. The mean energies are chosen to
be Fy = 0.88V, and E, = 1.15V,. The results are shown in fig. 4.5.

We see good agreements between the exact results and the results from the quantum force
for both applications. The quantum force in the NVE system works well in our two-dimensional
applications.

Results for model |

Reaction Probability
o
o

15 20
Time (fs)

Figure 4.4: The reaction probability for different methods of calculation for model I. The Exact quantum me-
chanical results (EQ) are represented by the blue dashed lines, the red solid lines are the results from our quantum
force (EQF). The results from quantum hydrodynamics (QH) [55] and ETMD results are shown as the red dotted
lines and blue solid lines. The classical results (CT) are shown as the green lines.
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Figure 4.5: The reaction probability for different methods of calculation for model II. The Exact quantum
mechanical results (EQ) are represented by the blue dashed lines, the red solid lines are the results from our
quantum force (EQF). The results from quantum hydrodynamics (QH) [S5] and ETMD results are shown as the
red dotted lines and blue solid lines. The classical results (CT) are shown as the green lines.
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Chapter 5

Summary and discussions

It was shown that dynamical quantum effects enter through a separation of paths in the
Feynman Path Integral. This separation was represented by a delocalization parameter. We
argued that by including its characteristic value in an effective quantum force, quantum effects
could be included in molecular dynamics. In this chapter, I am going to briefly summarize the
four papers included in this thesis.

In Paper I, we apply the Classical Wigner method with an effective quantum force (CWE-
QF) using a position independent delocalization parameter 7, on two different one-dimensional
potentials: a symmetric Eckart barrier and an asymmetric Eckart barrier. The results from the
symmetric Eckart barrier are close to the exact ones over a wide range of temperatures. As for
the asymmetric barrier at lower temperature, we encounter one problem, viz. that the matrix el-
ements have two pairs of extrema instead of only one pair. We have to split the phase space into
two different parts assigned different 7, values. If a trajectory moves between the two different
parts, the effective ) is chosen to be the average between the two 7, values. By this method
the results for the asymmetric Eckart barrier are inspiringly accurate. We use the initial matrix
element to generate the parameter 7, and keep it the same for all the time steps.

This works well for the applications in Paper I. The reason is that the potentials in Paper I
contain only one single barrier and no potential wells to trap the trajectories. Thus the updating
of dynamical quantum effect for a long time is not required.

Also, the effective potential from CWEQF is reduced to the classical form in the following
limits:

(1) The classical limit: when i — 0, the value of the parameter 7), reduces to zero in the
same way as the thermal de Broglie wave length. This can also be deduced from the structure
of the matrix elements plots like the one in fig. 3.2. When 7 goes to zero, the pair of extrema
will approach the diagonal line. In this way, we obtain an infinitesimally small value of 7, and
a classical force.

(2) The harmonic limit: when the potential is quadratic, the effective force that CWEQF
adopts is reduced to the classical force which is independent of the value of 7y which is seen
from the expression of the quantum force, f¢//(q) = w

(3) The high temperature limit: when the temperature reaches the high temperature limit,
the J value reduces to an infinitesimally small value. The Bolzmann operator in the thermal-flux
operator will become very narrowly-distributed (like a delta-function). Thus the off-diagonal
elements in the matrix expression will be squeezed to the diagonal line, which brings an in-
finitesimal small value of the 7y. The classical force will also be obtained in the high tempera-
ture limit.

The comments above and the satisfying results of CWEQF make it possible to conclude
that the quantum force obtained by using the characteristic delocalization parameter will pro-
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duce a better-performed method compared with the CW method.

In Paper II, we try to improve the CWEQF via position-dependent 7, values thus to ob-
tain a consistent recipe for both symmetric and asymmetric Eckart barriers (without dividing
the phase space into parts). Thus it can be applied to general potentials. Then we apply the
CWEQF to a two-dimensional problem, which is the collinear H + H, reaction. However, the
effective force is not as simple to construct as in the one dimensional case because we need
two equations for the linearization of the potential difference. The first condition we find is to
match the two points that are delocalized by the characteristic 77, vector, the second condition
is to match the two points that are delocalized infinitesimally along the orthogonal direction to
77,. The effective force we generate in this way produces consistently better results than the
ordinary CW model.

However, we observe that the results for our two-dimensional application is still a distance
away from the exact ones. The reason may be concluded to be as follows: the two dimension-
al potential can be treated as a symmetric Eckart barrier along the reaction coordinate plus a
Morse potential in the orthogonal direction together with coupling between these two coordi-
nates. Assuming that we treat the Morse potential approximately as a harmonic potential, the
dynamics along this coordinate should be classical and independent of the other trajectories. So
if we de-couple the two coordinates, the CW model and CWEQF model will both work much
better. However, coupling does exist and functions in a nontrivial manner. Thus, how to treat
the coupling between the coordinates during linearization will be challenging.

Based on the comments above, we conclude that the future improvement of the CWEQF
should be focused on:

(1) A better linearization mechanism considering the multi-dimensional coupling.

(2) A method to update the delocalization vector in real-time under relatively low numeri-
cal cost.

In Paper III, we compare our effective force with the ETMD method for a micro-canonical
system (NVE). We manage to derive our effective force by propagating the trajectories quasi-
independently. The ETMD method is able to capture the essential quantum effects in the dy-
namics, which is the entanglement between different trajectories and is used to explain the
tunneling dynamics. We try instead to use one parameter (the delocalization parameter y,) to
capture the entanglements.

To obtain the value of y,, we resort to the minimum uncertainty principle. When the ¥,
values are obtained, we propagate the trajectories independently under an effective force. How-
ever, it is not sound to say we propagate the trajectories independently of each other. Since all
trajectories with the same position but different momenta are investigated to get the delocaliza-
tion parameter, one can see that "entanglements’ exist between such trajectories. However, the
delocalization parameter does not need the information from the other positions thus makes it
less numerically demanding. Also the quantum force is momentum-independent which reduces
the numerical cost even further.

There are three one-dimensional applications in Paper III: symmetric (asymmetric) Eckart
barrier and the cubic potential. For the cubic potential, as time goes on, the delocalization pa-
rameter within the potential well becomes larger after the higher-momentum trajectories crossed
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over the barrier. The barrier is hence decreased with time. We can see a quantum leak out ef-
fect for this kind of potential [26]. The results are as good as those of the ETMD method with
numerical cost much reduced.

The quantum force obtained using our delocalization parameter in the NVE system has the
following properties:

(1) The force will reduce to the classical force when we take the classical limit of 7 — 0.
The uncertainty principle is quenched in this limit. So the delocalization parameter shrinks to
zero thus resulting in a classical force.

(2) The quantum force will reduce to a classical force for quadratic potentials as shown in
the discussion for the CWEQF above. The expression of the force is independent of the delo-
calization parameter under quadratic potentials thus classical force is always met.

(3) The delocalization parameter will reduce to zero in the high energy limit. In this limit,
the variance of momentum will develop a large value thus squeeze the delocalization parameter
to be close to zero. Then the classical force is obtained.

In Paper IV, we generalize our quasi-independent trajectory method to two dimensional
problems. The calculation of the reaction probability we obtained yields good agreement with
the results of the ETMD method. It is reasonable for us to predict good behavior in the first ap-
plication which is a symmetric Eckart barrier plus a harmonic potential without coupling, since
the dynamics along the orthogonal direction will be classical all the time. It is only along the
reaction coordinate where quantum correction is needed. However, in the second application
where we switch on the coupling between the two coordinates, the results are still accurate. The
success of the second application thus indicates that the time dependence of the delocalization
parameter will function compared with the method of CWEQF in two dimensional applications
where the delocalization parameter is kept the same for all times. So a future work may be done
for the collinear  + H, again by using a time-dependent strategy for the determination of the
delocalization vectors.

The quantum force presents good behavior in two different ensembles (NVT and NVE
for the systems). It retains the classical trajectories in the dynamics, however gains extra quan-
tum correction to the dynamics. The future work will basically be focused on two aspects: first,
a more strict derivation of the delocalization parameter for two different operators in the corre-
lation function. Second, the real time up-dating of the delocalization parameter for the CWEQF
method.
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