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Abstract

Master thesis in Business Administration and FieaM@anagement and Organization

Supervisor: Johan Magnusson
Authors: Fredric Travaglia
Andreas Tilgmann

Title: Co-propagation in The Diffusion of Innovation
- Patterns amongst promissory organizations

Background and Problem: There are still many unexplored questions arourd th
relationships and interactions between the pairiiasdved in the software industry. The
emergence and evolution of the industry analyst ind its impact on the market is one such
issue. It is unclear to which extent the industrglgst firms act in isolation, and to which
extent interaction, co-creation and co-propaggtimtesses form the definitions of the
technological concepts.

Purpose: The purpose of this thesis study is to contributther to the current research areas
of patterns in diffusion of innovation and promigsorganizations, by analysing the industry
analyst firms’ proprietary reports over time, thgbua chosen technological concept.

Limitations: The impact or relationships between customegglgrs and the promissory
organizations is not analysed as part of the ddfusf innovation process. The empirical
material used is exclusively secondary data fromelselected industry analyst firms, limited
to a specific timeframe and technological concepttie analysis.

Method: The chosen approach for analysis is to combinetgtiaé deductive content
analysis and synthesising content analysis of tbprjetary reports from the industry analyst
firms. The resulting data set is quantitativelyuaikzed, to allow for triangulation and to
identify possible patterns.

Conclusion: The analysis identifies indicators of patterns @focopagation, where the
individual industry analyst firm is affected by taralysis provided for the technological
concept by its peer competitors, with regard tonikedns and categorizations. The industry
analysts, individually and as a group, align towsaaccommon definition, as well as towards a
similar categorization, of the technological cortcep

Within their group, the industry analysts show sighimitation and translation in the
adoption pattern of new innovations, and follow Regers' 'Diffusion of Innovation S-curve'
when forming the categorizations of a technologocaicept.

Suggestions for further research: Investigation of industry analyst interactiondifferent
methods such as interviews and case studies, glidaton of methods used in this thesis
with focus on a different technological concepprigposed for comparison.

Keywords: diffusion of innovation co-creation co-propagatiadustry analyst translation
SaaS Cloud IT Technology Gartner Inc., Forresteselech Inc., Radar Ecosystem Specialists
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1 Introduction

This chapter provides a background to the problephtoeed in this thesis, together with a
short introduction to the relevant parties in tb&wgare industry, specifically with emphasis
on the industry analyst firms, vendors and custemerthe packaged software market.

1.1 Background

The interaction between parties involved in thevgafe market yields opportunity for further
research as the industry continues to grow andrevAk established by Pollock & Williams,
"the business of technological expectations hasoybé explored thoroughly by scholars .."
(2010). One of the operators in the business din@ogical expectations, is the software
industry analyst firm. The business model for atustry analyst firm is to offer access to
proprietary reports containing analysis, interpgietes and predictions regarding the software
suppliers and packages available, to their custemer

The emergence of the technology industry analystrasrket actor is a particular area of
interest in this thesis, and this has also beetoegbin previous research by Pollock &
Williams (2010), Ask & Magnusson (2013), to name &tdiew. The industry analyst firms are
engaged in one, or a combination of, scenariosevtier industry analyst community
formulates and communicates, thus creates, mapkeibo (Pollock & Williams, 2010). It

can be assumed that there are interorganizatietaianships between the industry analysts
that affect how diffusion of innovation is spreadd terminology adopted, within the industry
analyst community (Abrahamson, 1991).

The work initiated by Magnusson (2010), and Ask &dviusson (2013) provides further
informative insights into the role and impact of #nalyst industry, defined as ‘promissory
organisations’ by Pollock & Williams (2010).

1.2 Problem and Purpose

The role of the industry analyst firm in the ovéraintext of diffusion of innovations, and
development of technological concepts, is an at@atwwarrants further analysis. This has
been highlighted in previous research to explagnititeraction between the involved parties
in the packaged software market (Preda, 2005; &oBoWilliams, 2009, 2010; Magnusson,
2010; Ask & Magnusson, 2013). Specifically, thatignships and mechanisms between
industry analysts in the software market are adrint.

This thesis investigates the area of industry atagsearch through focusing on the industry
analysts’ role in the propagation of IT technolasgiand the potential patterns of co-
propagation involved in the diffusion of innovatiprocesses (Rogers, 1962). With this
previous research as a starting point, this thasis to contribute to expand the knowledge
and understanding in this area through investiggtetterns of interaction between industry
analysts using their proprietary report materiakipg the following research question:

- How do industry analyst opinions change over tiared what potential
patterns of interactions between different induaitmglysts can be identified?

Previous research and analysis has indicatedah#&toim all predictions regarding the
technological evolution actually become reality é3e% Smit, 2000; Ask & Magnusson,
2013). It has also been established that the ctunaiegation of a specific set of features or
functions in the form of an industry standard tésach as CRM) is typically changing and
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evolving over time, a process referred to as ‘cphea fluidity’ by Ask and Magnusson
(2013). This thesis explores the predictions aradyars distributed from the industry analysts
to evaluate the potential effect on the other camgdirms in terms of what and how they
communicate around the same technological concept.

1.3 Limitations

The empirical material used is exclusively secopdiata from industry analyst firms, in the
form of market analysis reports distributed to ¢chstomer networks of the industry analyst
firms. The report material is limited to a speciiimeframe for the analysis, ranging from
2006 to 2013. The sources are limited to threestigianalyst companies; Gartner Inc.
(Gartner), Forrester Research Inc. (Forrester)Radhr Ecosystems Specialists (Radar). The
analysis is limited further to the use of a spediéichnological concept defined by the term
SaaS ("Software as a Service"), and related suintdogies, to narrow down the scope and
highlight a specific area to facilitate analysis.
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2 Previous Research
This chapter presents and explains the chosenettieadrframework in previous research
covered to provide a profound basis for the stitiese theories will also be discussed later
in the analysis chapter in correlation to the erogirdata.

2.1 Diffusion of Innovation
Innovation and diffusion of technology has charasesl the modern capitalistic development
after the industrialization from 1820 and onwandaddison, 1991)Much of the research
around the notion of innovation diffusion is basedRogers’ (1962, 2003) work in which the
term ‘diffusion of innovation’ was coined. In Rogéwork the diffusion of innovation among
the adopters is the dominant, and traditional,pesatve of analysis.

The figure below depicts the classic Rogers’ (1Z8®)3) rate of adoption S-curve overlaid
with a bell-curve based division of adopter categgorAccording to Rogers:

When the number of individuals adopting a new idgaotted on a
cumulative frequency basis over time, the resultiisgribution is an S-
shaped curve.

(Rogers 2003, p. 23)

The adopter categories as defined by Rogers amoviators’; ‘Early Adopters’; ‘Early
Majority’ and ‘Laggards’, in order from the firstapters of innovation to the last adopters.

100
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wv
o
96 dIBYS JJep

Innovators-EarIy .Early -Lale -Laggards
2.5 % AdoptersMajority Majority 16 %
13.5% 34% 34 %

Figure 2. Rogers Diffusion of Innovation and adojgigtegories.
Ax & Bjornenak (2007) defines diffusion of innovaiti as:

An innovation is the successful introduction ofidea or a phenomenon,
perceived as new, into a given social system. it heeve existed earlier in
another form or in another setting, but as lonthasdea is perceived as new
in the group or location, it may be viewed as aroiration.

(Ax & Bjornenak 2007, p. 358)



They expand the definition by stating:

Diffusion is the process by which an innovatiospsead or disseminated.
The major point of interest in diffusion theoryhisw specific agents adopt
particular ideas or phenomena, and why they darih@t). Diffusion theory
has multidisciplinary characteristics and explaredters such as the
diffusion of diseases, rumours, economic developgrard management
accounting innovations.

(Ax & Bjornenak 2007, p. 360)

Based on Johnson and Kaplan’s ‘Relevance Lost’ (@i8&7), Modell (2007) studies what
makes organizations diffuse innovation and impleingetutions that are not adherent to the
basic idea of the concept. Ax & Bjornenak (200€psaway from the adopter perspective and
develop the notion that industry analysts actiwklye innovation. They identify the drivers

of innovation as often being universities, consgjtorganizations, or the industry. The theory
is that the first two are more actively communiegtihe concept invented due to the nature of
their business where publicity drives revenue apditation. Introducing the concept of
consultants acting aslerchants of Meaning’ Czarniawska-Joerges (19%0)ted to the
consultants taking part in the diffusion of theagselling the idea and participating in the
implementation of the idea. Magnusson (2010) thederthe comparison between the
consultants and the industry analysts and estasligtat the roles are similar in that they
provide guidelines for managers.

Ax & Bjornenak (2007) continued on the idea of hdifusion of innovations occurs by
establishing two models: ‘contamination diffusioand ‘hierarchical diffusion’.
Contamination diffusion takes place when the “itifaT’ is spread by a consultant. Hierarchy
diffusion takes place when innovation is first atopby the largest and most influential
business organization (Ax & Bjornenak, 2007).

The prevailing theory in the diffusion of innovatititerature is, that adopters are fully
rational and that their choices reflect this (tHeent-choice perspective) (Rogers, 1962).
This is questioned by Abrahamson (1991) among stffex & Bjornenak, 2007); why are
technically inefficient innovations sometimes d#féd and efficient innovations sometimes
rejected? By what processes and when does thisbéduahamson continues by presenting
the fad perspective and the fashion perspectivelwhill be described in the ‘Isomorphism,
Fad and Fashion’ sub-chapter.

Ax & Bjornenak (2007) address the balance scoreadogtion in Sweden from the fashion
perspective to put focus and explore the fashitterseon the supply side and what role they
play in the diffusion of innovation. Ask & Magnuss({?013) point out that the definition
never rests solely on one part, since the diffusettept never is identical to the adopted
concept. This relationship can be referred to athinership of the definition.

2.2 Isomorphism, Fad and Fashion

The concepts of institutionalization and isomorphere theories developed to explain the
reasons why organizations within a field often lmeeo similar to each other. Social
theorists DiMaggio and Powell (1983) introducedrtBeminal work by asking: “...why there
is such startling homogeneity of organizationaifsrand practices” (DiMaggio & Powell,
1983, p. 148). They state that the concept whish ¢eptures homogenization is



‘isomorphism’. This is described as when facingghme conditions, interaction forces
practices to become similar.

Mimicking is a key concept of the isomorphism thedrhe organization that holds the
highest reputation within the group - the most sgstul and/or legitimate organization - acts
as a fashion-setter (DiMaggio & Powell, 1983). Whien occurs is a homogenization among
the organizations and this development is, accgrtirDiMaggio and Powell, best explained
by the concept of isomorphism, in striving to aekiéencreased compatibility within the
environment. They describe institutionalizationutéag in institutional isomorphism, which

is when organizations are increasingly homogenaadsadopting rituals of conformity to
wider institutions. They continue by clarifying th@pposite to more forced authoritarian
isomorphism is a mimic or modeling approach, whgctriven by uncertainty.

Modeling, as we use the term, is a response tortaicty. The modeled
organization may be unaware of the modeling or hease no desire to be
copied; it merely serves as a convenient sourgeadftices that the
borrowing organization may use. Models may be détliunintentionally,
indirectly through employee transfer or turnovererplicitly by
organizations such as consulting firms or indutige associations. Even
innovation can be accounted for by organizationadleling.

(DiMaggio & Powell 1983, p. 151)

Based on research on reorganization of corporafiobaggio & Powell found that the
modelling of other organizations were, in many sasestronger catalyst of change than the
efficiencies the change in itself would bring.

By presenting numerous predictors of isomorphicmgeaDiMaggio and Powell establish a
model that can be used to assess which organiaafiefd should be most homogeneous in
process, structure and behaviour. For the purpbgesothesis hypothesis B-4 stands out:
“The greater the extent to which technologies a@euain or goals are ambiguous within a
field, the greater the rate of isomorphic changiMaggio & Powell, 1983, p. 156)

Abrahamson points out that perspectives, such Ea@gio and Powell’s:
“...assume conditions of uncertainty concerningremmental forces, goals,
and technical efficiency claim that under thesed@ions organizations will
tend to imitate other organizations...”.

“According to such perspectives, organizationsisieos center less around
which technology they should adopt, and more arauinidh organization
they should imitate.”

(Abrahamsson, 1991, p. 595)

In the field of management research Abrahamsorritbesihie fashion and the fad perspective
and points out the differences in the relationsf@ween the fashion-setter and the imitators
in the two theories. The fashion perspective idiestia pattern where organizations, in times
of uncertainty, follow the fashion-setting orgariaas and imitate their standpoints and
actions (Hirsch, 1972; Abrahamson, 1991; Czarniaw3$R96). So who are these fashion-
setters? Several researchers have identified danssil business media and business schools
to constitute the fashion-setters (Abrahamson 1B8#aggio and Powell, 1983). From the
fad perspective, Abrahamson (1991) explains tregiogiship as being within a specific

group, and that the fashion-setter is one of tigamzations in the group.
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2.3 Translation

Rogers’ (1962) groundbreaking ‘diffusion of innaeat is the traditional approach when
theorizing about how ideas move in time and spieleeeh of the translation theory is a
reaction to the diffusion of innovation theory arah be traced to organizational theorists.
Czarniawska and Joerges (1996) argue that thesthifiunodel lacks nuances due to “the
rendering of the less known in terms of the momailiar” (p. 23). Instead Czarniawska and
Joerges propose the idea introduced by Latour (1t@8€ontrast the diffusion model with the
translation model. The translation model pointstbat objects, such as a text, can be
interpreted in different ways. Latour states:

This model of diffusion may be contrasted with ot that of the model of
translation. According to the latter, the spreatnre and space of anything -
claims, orders, artefacts, goods - is in the hafigeeople; each of these
people may act in many different ways, lettingtitieen drop, or modifying
it, or deflecting it, or betraying it, or addingitpor appropriating it.

(Latour 1986, p. 267)

Czarniawska & Joerges continue by emphasizingthigaénergy required for an idea to travel
comes from people and that ideas kept locked ihnsil travel and diffuse. It is when ideas
travel that the translation points multiply and kexion happens.

When comparing the energy required to spread anadasund the world Czarniawska and
Joerges emphasize the role of rather recentlydotred technologies such as mass-media. In
today’s world, ideas that not so long ago requaeentury to spread around the world can
now be known to a larger audience in a matter &ksealue to information technology.

According to Czarniawska & Joerges (1996) ideabjectified by the use of a constant
definition, and by repetitive use they are turn@d linguistic artefacts. The objectification
develops through the stages of objective attribidexbjects created. This process is
supported by the use of both constant definitiorslay going through the chain of
translations.

Sevodn (1996) questions why not all organizatiorss@gmidentical. DiMaggio & Powell

(1983) argue that all larger organizations ardyike look similar due to homogenization.
The reason why, according to Sevon, is that ttditiomal perspective of diffusion, where
imitation is a strict copy of the original, is setd what occurs. Rather, imitation can be seen
as a process where change and transformation daicted in a chain of translators. Sevon
continues by emphasising that “...ideas or pragtitenot force themselves on organizations
which then have to adopt” (Sevén, 1996, p. 51).

Rogers (2003) redeveloped his notion of diffusibmaovation to acknowledge the multi
directional relationship in the diffusion proce$his mitigated a lot of the critique mentioned
above and introduced new concepts such as ‘re-atiwv. Rogers likened the relationship
not as a passive transfer of innovation, but ratisea transformation (adaptation versus
adoption).
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2.4 Promissory organizations

The chosen problem centers on the industry anabtst in the packaged software market.
The industry analyst is referred to as a specigi of consultant (Pollock & Williams,

2010) who produces and distributes information. ingortance of this specialist type of
consultant for the Diffusion of Innovation processad the rate of technology diffusion can
be considered significant. According to Fichmarn@Xhey contribute to determine the level
of resources dedicated to the maturation of a @olgical concept (communication,
promotion, enhancements), and it was establishey @a (Hagerstrand, 1952; Rogers, 1962)
that ‘change agents’ influence the speed of diffiusind technological adoption.

The role and behaviour of the industry analyst fisrdescribed in many ways in different
types of research. Wang & Ramiller (2009) proptse the industry analysts work with
creating and classifying technological developmeurften through branding a set of
development into a concept with an accompanyinnitiei.

Fichman (1999) describe industry analysts as prpag of technologies, concepts and
frameworks, and thus as actors involved in creadiwoh diffusion of innovations. Pollock &
Williams categorize the industry analysts as ‘psory organizations’ whilst at the same
time establishing promissory organizations as &eph They suggest that the industry
analysts actively contribute to the shaping ofdtate of affairs in the affected marketplace,
rather than merely describe it. They also qualiy definition of the promissory organisation
as:

“an intermediary that routinely and prodigiouslyg@uces future-oriented knowledge claims”
(Pollock & Williams 2010, p.532).

The emergence of artefacts and knowledge, and atiwovin itself, is influenced by
technological expectations (Brown et al., 2000; ssea, Burton & Ramiller, 1997; van
Lente, 1993; van Lente and Rip, 1998). The the@iekthe world they create are described
by Callon (2007) as a socio-technical arrangenveinére the agents involved in the
propagation process also become associated wittrélagion process to some extent
(Magnusson, Forth.).

The industry analyst, as an intermediary, can ba as an important contributor in
innovation as highlighted by Howells (2006). AskMagnusson (2013) later continued to
build on the notion of ‘Merchants of Meaning’ (Caawska-Joerges, 1990) and introduced
the idea of industry analysts acting as ‘MerchahiSoncepts’ where the vendors, the
consultants and the customers all participatearctieation of meaning around the concept. In
further research, Magnusson proposes that innavétia process of co-creation, taking place
across three realms; the Realm of Creation, thénRefaPropagation, and the Realm of Use
(Forth). Looking at these relationships, couplethuwhe fads and fashions mechanisms and
organizational relationship theories put forwardAtiyrahamsson (1991), it can be stated that
there are interorganizational relationships betwberindustry analysts that affect how
diffusion of innovation is spread, and terminol@agopted, within the industry analyst
community.
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3 Method

This chapter covers the selected research apprifechesearch method and a description of
how the empirical data was collected. Sub-chaptetade discussion on validity, reliability
and the authors’ expectations on results of theystu

3.1 Research approach

The ideal way to study propagating institution®ignalyze several
technologies over time, comparing the effects eg¢hinstitutions on
unfolding diffusion processes.

(Fichman, 1999, p.12)

Inspired by Fichman (1999), the ambition of thissis was to analyse a chosen technological
concept as it was presented, over time, by theestibf interest - the industry analyst firm, a
promissory organization (Pollock & Williams, 2010).

In order to make progress towards a conclusiogseematic literature study of a wide range
of industry analyst reports was conducted. Industrglyst reports from a delimited
technological focus area (SaaS) were reviewed aalysed. The reports were obtained
through accessing the online database archivesdemh of the three industry analyst firms,
downloading the relevant material for the chosereframe and the specified technological
focus area (SaaS).

To approach the problem, this thesis applied wedlvkn methods from the social sciences
area,; deductive content analysis and quantitatiméent analysis using the empirical material
gathered from the industry analyst firms. Conteralgsis is a known research method for
analysing documents through systematically deswyiaind quantifying phenomena
(Krippendorff, 1980; Cole, 1988; Downe-Wamboldt929 Sandelowski, 1995). A deductive
approach is useful when the aim is to compare oatgyat different time periods. Through
this research method, large amounts of text caedeced by identifying keywords, distilling
the material into fewer content related categdi@s/anagh, 1997) with the purpose of
providing knowledge and new insights (Krippendoi®80). One of the distinguishing
advantages of this method, making it ideal frors thesis point of view, is that "large
volumes of textual data and different textual searcan be dealt with and used in
corroborating evidence" (Elo & Kyngas, 2007. p 114)

With the initial analysis available, a secondarglgsis was conducted through a quantitative
visualization of the content analysis material. Tise of qualitative material in secondary
analysis, aggregating the result to identify paers commonly referred to as synthesising
research (Jick, 1979; Kirk and Miller, 1986). Altlgh the use of industry analyst report
material is uncommon in research of this type,dfse previous examples from which
inspiration and knowledge has been drawn (e.g.e@ry, 2009; Magnusson, 2010; Pollock &
Williams, 2010; Ask & Magnusson, 2013).
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The utilization of several methods to study the s@onstruct was applied in this thesis. The
analysis and conclusions were based on a triangualatodel as described by Jick (1979).
Triangulation is useful when cross validating saVvdrstinct methods such as qualitative and
guantitative methods. The goal of this thesis wag&ach what Jick describes as (to):

...capture a more complete, holistic, and contéxiagrayal of the unit(s)
under study.
(Jick 1979, p. 603)

3.2 Research process

The keywords were established through reviewingritastry analyst report material and the
information structures designed by the industryataources, within their proprietary
database systems.

The categories for the content analysis were ddspecifically for the purpose of this thesis
using a top-down synthesising approach. The vdatersents extracted from the report
material were grouped and associated with thecstatiof underlying criteria. The resulting
average evaluation values were plotted graphichjyndustry analyst, and compared over
time, to establish whether or not a pattern coelddentified.

Criticism against the deductive approach centeysrat the fact that prior researchers in the
field have already established a definition of wisaklevant, limiting the perspective in
further research pursued with this method. Theedsis a risk of bias where the interpretation
of the data collected confirms the researchersaem on the subject (Jacobsen, 2002).

3.2.1  Quality Criteria

To ascertain a thorough and rigorous scientificaggh in the investigation of the problem,
validity and reliability need to be considered. Tedinitions for validity, reliability, and the
related methods to reach proper scientific rigéfieds for qualitative and quantitative
research. As a qualitative deductive content armlgsapplied as the main approach in this
thesis, whilst a quantitative visualization is apglfor analysis and triangulation purposes,
the definitions for quantitative validity and rediity are omitted.

3.2.1.1 Validity

Validity refers to the question whether or not épgpropriate theoretical perspective is applied
to investigate the problem, and if the resultingfimment of measure (method) used in the
analysis of the empirical material is appropriatalidity is often described as correspondence
between theoretical definition and operationaldatiyr, or absence of systematic errors
between the two. (Esaiasson P., Gilljam M., Oscer$s & Wangnerud L. 2012). In
qualitative research, the authors' view of theassevalidity and the choice of paradigm
assumption affect the validity of the study in litse

In this thesis, validity is achieved by describthg process of empirical selection, data
collection and analysis, and the authors’ thougbt@ss and views in detail. Further, the
application of a synthesising research method (2i8k9; Kirk & Miller, 1986) allows
triangulation for the purpose of the analysis al asefor improved validity.

14



3.2.1.2 Reliability

Reliability refers to the question whether or rfw theasurements, results, have been obtained
in a consistent way, and that there are no eresmglting from the data collection process. A
lack of reliability is primarily caused by randomras or mistakes in the data collection and
processing stages. (Esaiasson P., Gilljam M., @soarH. & Wangnerud L. 2012). In
qualitative research, 'dependability’ is a conedpth has been developed as the
corresponding notion to that of ‘reliability’ in gatitative research. (Lincoln & Guba 1985, p.
300)

In this thesis, reliability is achieved through derstrating dependability in the authors’
awareness, the data collection and analysis preseand steps to ensure repeatability and
consistent results. The authors’ have cross-cheakdde-tested data collection and analysis
during the completion of the thesis, similar to thmntitative Test-Retest method, without
apparent sources for errors. The use of secondaaysurces minimises the risk for data
source errors as they remain static and unchangipgrsonal inventory was made by both
authors and discussed for the purpose of preveatiggndividual or common
preconceptions, pre-understanding or experienoes fubjectively influencing the analysis
process. Both authors have extensive experieneey@ars) from the IT consultancy industry
and have been involved with industry analyst matgmiior to the work with this thesis. The
authors’ previous experience from the field of lidandustry analysts, coupled with the
extensive experience and acumen of the supervistriloutes to the dependability.

3.2.2 Research ethics

To the best of our knowledge and ability, we haiedtto act ethically responsible in
producing this thesis. Our aim and ambition hasstantly been to correctly represent the
works and views of previous researchers withowtffahg, copying or misinterpreting their
work. Through our meticulous work with references, avoid taking any undue credit for
previous research or insights upon which we buildanalysis. Due to the nature of the
proprietary materials used as input, and the msttichannels we have been privileged to
access for our research, we are forced to regpaittof the materials for publication, making
some of the collected data unavailable to the publi

3.2.3 Empirical selection

Following Fichman (1999), this thesis studied acdfetechnology and followed it over
several years. The empirical selection consistedrafimber of standardised reports offered
proprietarily by a selection of industry analystfs. Fichman terms this approach "macro
diffusion studies" (Fichman, 1992, p.196), as thesis tries to characterise the rate and
pattern of adoption of a technology across a conityun this case - the industry analysts
themselves. A specific concept, terminology, wdscied to limit the study to a specific
period of time during which the concept in questias been established and matured as a
technological commodity. In the materials, this mnation process is often referred to as
following a (Gartner) Hype Cycle. As Gartner is thggest and most influential player in the
industry analyst market (Burks, 2006; Firth & Swams2002), it makes their model and
material a dominating industry standard view ofekielution and diffusion of technological
concepts. This is further explained in the ‘GartAgpe Cycle’ chapter.

The selection of industry analyst report sourcesheen driven by two main factors. First,
access and availability - the industry analyst respis highly proprietary material and both
hard and costly to access for research purposesteldtionship between the University of
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Gothenburg and the leading industry analyst comp@aytner enabled access to their report
material. Access to two additional industry anafirsas through professional channels has
also been obtained to further widen the data ssoi&l, contrast and positioning - with
access to the leading industry analyst compamyade logical sense to seek out the main
competitor as they would be most likely to publisimtrarian views and analysis of the
marketplace. The main competitor has been idedtdgeForrester, based on market visibility,
customer base and turnover. Along similar lineseakoning, with access to the report
materials from the two main global competitorshia tnarket, it made sense to seek out a
local, smaller actor. For this thesis, the indusimalyst company Radar was selected as a
third industry analyst source.

3.2.3.1 SaaS

Software as a service (SaaS) is an applicationcgeavailable uniformly to
all qualified subscribers. The application softwarewned, delivered and
managed by one or more providers. A SaaS servizscgber is exposed
only to the application-level functionality, conigation and other application
tooling, and does not monitor, manage or contreluthderlying
infrastructure (including network, servers, opemgtsystems, storage,
databases or application platform services).

(Desisto, R.P. 2013, p. 3)

SaaS (Software as a Service) is a term which ieslseéveral technologies. The underpinning
technologies and concepts within SaaS, and whetviscommonly referred to as Cloud
services, date back to the 1960's if referringentralized computing resources and simple
terminal to mainframe solutions. In the mid-200R&aS and Cloud terminology was
reconceptualised and propagated throughout thesindu

For this thesis SaaS was chosen as technologinaépband designated as a reference point
for the analysis of the convergence, communicaton, behaviour between the industry
analysts. SaaS is a good indicator to use singadtrather recently introduced as a term
(SIHIA, 2001). Additional to this there are sevamalicators pointing to ongoing diffusion and
translation related to SaaS technologies of on-dersaftware distributed over a network.
Synonyms and sub-technologies used by the indastiysts were included and those not
used by the industry analysts were left out.

SaaS is a common delivery model for many businggkcations, such as: accounting, CAD
software, collaboration, content management (CM3tamer relationship management
(CRM), DBMS software, Development software, entisgresource planning (ERP), human
resource management (HRM), invoicing, managemédotriration systems (MIS),
Management software, Office & Messaging softwar service desk management.

SaaS is considered part of the cloud computing ali@bconcept, along with:

Backend as a service (BaaS), Desktop as a se®aas), Information Technology
management as a service (ITMaaS), Infrastructueesesvice (laaS) and Platform as a
service (PaaS).
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3.2.3.2 Gartner Hype Cycle

With Gartner as the leading industry analyst finmtiee market (Burks, 2006; Firth &
Swanson, 2002), and one of the sources for thgghi is warranted to introduce further
background on one of the main models for commuitinaised by the Gartner; The Gartner
Hype Cycle. The Gartner Hype Cycle is an industyaept used as a yardstick to indicate the
relationship between defined concepts and realitgims of usability and utility. The Gartner
Hype Cycle model is a proprietary means for commation and categorization of
technological concepts. Gartner first introduced thsearch methodology in 1995 and have
continuously reported their market view on thissgrgation format (amongst others). The
Gartner Hype Cycle has been explained (Fenn, 2087 & Raskino, 2013) and analysed
(Burks, 2006) extensively in previous research theis.

PEAK OF
INFLATED
EXPECTATIONS

PLATEAU OF
PRODUCTVITY

SLOPE OF
ENLIGHTENMENT

TROUGH OF
DISILLUSIONMENT

TECHNOLOGY
TRIGGER

Figure 3. Gartner Hype Cycle.
According to Gartner (2013);

Gartner's Hype Cycle characterizes the typical igsgjon of an emerging
technology, from overenthusiasm through a periodigiflusionment to an
eventual understanding of the technology's relexamd role in a market or
domain.

(Fenn, J., Raskino, M. 2013, p.4)

The model wasn’t developed through scientific reseabut rather as a marketing tool.
However, it bears significant resemblance to tagesi S-shaped curves (logarithmic
function) referred to in e.g. Diffusion of Innovartis theory (Rogers, 2003) and the Bass
Diffusion Model (Bass, 1969). Borup, Brown, Konr&dsan Lente (2006) describe it as a
tool to illustrate temporal variability in expedtats, and to interpret socio-technical change.
Geels & Smit (2000) refer to the hype of conceptewerly optimistic or exaggerated in order
to attract attention from financial sponsors. Tikiseconded in research by Borup, Brown,
Konrad & van Lente (2006) which suggests that the lgetween reality and the initially set
expectations constitute a risk to reputation aedibility of both fields of innovation as well
as actors.

The model is criticized by Borup, Brown, Konrad &n/Lente (2006) amongst others as it is

seen to be too simplistic and general in its regregion of reality and expectations present in
technological and social change.
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3.24 Data collection

For this study, the empirical data has been compieough accessing a set of analysis
reports compiled by different industry analyst f&nThe reports were queried and identified
in each industry analyst database archive using/éeyand category-based searches with
‘SaaS’, ‘SaaS adoption’, ‘Cloud‘ and ‘Software aSexvice' to limit the search results. No
specific limitations were applied with regard tdpaation date, as the technological concept
is relatively new from a marketing and keyword sljamint. This resulted in a data set with
reports ranging from 2006 to 2013. All reportshe search result were downloaded and
reviewed for relevance. The reports found to bevaatt for this study were moved to a
separate location for further analysis. All repogterial used as input is listed as references
in a separate chapter in this thesis. Of the wtit&B retrieved industry analyst documents and
reports, 25 were included in the in-depth analysis.

3.3 Research method challenges

The chosen research method is based on secondeicgsan the form of reports. These
reports often assume the reader to have signiflaamledge of the subject and to be lacking
time to study more elaborate reports. Due to tiesréports are short and very straight
forward with the risk of leaving messages not felkplained and thereby making it harder to
interpret correctly.

The limitation of only three industry analyst firras sources can also be identified as a
challenge. Two of the industry analysts are theidant players in the industry offering
complete reports while the third is a smaller lamahpany lacking yearly reports covering
the chosen analysis perspective (SaaS).

A third limitation is the proprietary nature of threustry analyst reports. University of
Gothenburg had a research license (expired DeceBih@013) for one of the major industry
analysts (Gartner), but not for the two other induanalysts covered in this thesis. Through
professional channels the authors have accesseds@&mm the other two industry analysts.
Ask & Magnusson (2013) identified the access litiotas of such proprietary material as the
main obstacle when conducting research on thisayeenpirical material. For reasons
mentioned it can prove to be a challenge for rafibn or continued research based on a
similar source selection.

34 Method of Analysis

The analysis aimed to identify how industry anatysinions change over time, and potential
patterns of interactions between industry analyigisanalyse the chosen problem, a
theoretical framework to explain the mechanismgla@y needs to be established, and
subsequently applied in the analysis and discussitime results of the analysis. The
theoretical framework from the preceding chapteevibus Research’ was applied on the
results from the quantitative visualization of thealitative deductive content analysis to
support interpretation, further discussion and tgsions to provide an answer to the research
question.

Diffusion of Innovation was identified as a cenfpalt of the theoretical framework for this

thesis as it contributes to explain the mechanismmovation and the evolution of
technology concept used as an artefact in thig/stud
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Isomorphism, Fashion and Fad are all part of teerttical framework to explain why
organizations choose to adopt or reject innovatamgshow the interorganizational

relationship between the industry analysts funstion

Translation was chosen as a theory since it offieptanations to why not all organizations

adopt ideas and practices identically through ditio of

innovation. The theory also

develops what part definitions play in translatiansl how they are effectively developed.

Promissory Organizations is a key theory used strilee the background of the industry

analysts. By establishing the role of the induatmglysts

in the marketplace the thesis study

subject is well grounded and further theories cgolaén the actions and patterns observed.

—
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Figure 4. Previous Research applied in Analysis.

The analysis has focused on the definition andycaization of the chosen key technological
concept for the study (SaaS). This was investigéteuligh three different components of the
report material; Technology Keywords, Technologyibigons, and Technology
Categorization.

3.4.1 Keyword Analysis

The keyword analysis was conducted through fivardissteps. First, the empirical data was
retrieved by querying for and obtaining the reppublished by the industry analyst sources.
SaaS was applied as a keyword in the search praneg$or each industry analyst

individually the reports selected for the analyssl to be published in a consistent
comparable format for the selected timeframe ferstudy. Second, the reports were scanned
for keywords categorized as technological synongndosely related sub-technologies to

the SaaS concept, from the definitions of the térhe final list of keywords was then
established based on this evaluation. Third, allréports were analysed for the keyword
recurrence in each report. Fourth, the keywordreage data was entered into a spreadsheet
for further analysis and visualization. Last, tladadand the graphs were analysed according to
the steps outlined in the analysis chapter.
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3.4.2  Definition Analysis

The definition analysis was conducted through filistinct steps. First, the empirical data
was retrieved by querying for and obtaining theoreppublished by the industry analyst
sources. SaaS was applied as a keyword in thehsparcess. Second, the reports were
analysed and scanned for SaaS definitions, whick extracted from the report material.
Third, the extracted data on SaaS definitions wsred into a spreadsheet for further
analysis and visualization. Last, the data andyjthphs were analysed according to the steps
outlined in the analysis chapter.

3.4.3 Categorization Analysis

The content of the industry analyst reports wasdyand through a deductive content analysis
method (Krippendorff, 1980). The reports were sddo provide a thorough understanding
of the contents. Statements relevant for the stoakggorization or evaluation of the
technology and key component technologies includets definition, were then extracted
from the reports, and compiled in a separate dooumeorder to enable further analysis. The
statements were condensed to shorter keyword wiits;e the essence of the evaluation from
the report was still evident. The keyword units evdren abstracted into five enumerated
categories. The categories were considered totemally homogenous and externally
heterogeneous. No data for the purpose of the sisalkas deemed to fall outside of the
established categories, or into several categortes purpose with the enumerated categories
was to group the keyword units with equivalent niegquand enable a visual representation of
the report material to identify trends, patternsemdencies of alignment.

3.4.4  Input data parameters

e Timeframe (2006-2013)

e Secondary data from Gartner Inc., Forrester Resdacc and Radar Ecosystems
Specialists was used.

e The scope was limited to the use of the term S&afns with similar meaning (e.g.
ASP, SEAS, and Cloud computing) were only useddtarence and to point out
tendencies of diffusion and translation.

e In the keyword analysis one report per year wad ts@scertain that only reports
with a consistent format were included, as theseoaty published yearly.

3.5 Expected results

A degree of fluidity in the definition and meaniafithe concept over time is expected. This
is expected to contribute to alignment betweerirtdastry analysts, which in itself will be an
indication of interest for the cross-industry asalgomparison. The positioning of the concept
over time will likely follow the Gartner Hype Cyctaurve, and what at an early stage will
have been bleeding edge state of the art techneldbtowards the present point in time
become commoditized and an industry standard ‘rhasgé’.

Intuitively, there should be a pattern to the posihg of the concept between the industry
analysts, where the market leader is likely to@and progress the established ‘truth’ whilst
the competitors will follow their lead. It is unéky that extreme differences in opinion and
predictions are published, even though such fasxopaur. In short, a ‘Simon says ..’-effect
within the industry analyst community is expectetiere to some degree the market leader
drives the definition of the established consenand,thus co-creates reality in terms of what
the customers want (believe to be important) anatvle suppliers try to deliver.
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The industry analyst firms, promissory organizagicere expected to be involved in the co-
creation process of the requirements in the maldketpand interact with each other,
customers and suppliers to contribute to the datimn of concepts and artefacts.

3.6 Delimitations

This thesis will not attempt to analyse the intéaacor relationships between customers,
suppliers and the industry analysts. Previous releadicates that there are close
connections between all actors, that they intesgitt and influence each other, and that all
contribute to the co-creation process of estabighechnological concepts and the diffusion
of innovations in the market (Howells, 2006; Magss, Forth.). However, the focus of this
thesis is the interaction between the industryyets| as promissory organizations.

This thesis is exclusively based on the reviewamalysis of the proprietary report material
obtained from the industry analyst firms, henceepttossible investigative approaches such
as interviews with industry analyst firm employeesse studies etc. are omitted.
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4 Results

This chapter presents the findings from the qual#adeductive content analysis of the
empirical material, the quantitative visualizatiamd an initial discussion and reflections -
with the research question in mind - on how thdyamaoutput corresponds to and/or differs
from the principles in the theoretical framework.

4.1 Keyword Analysis

The first stage in the analysis was performed tabdish whether or not there are patterns of
interaction in what the industry analysts commutada terms of their use of synonymous
keywords related to the technological concept.

Keyword Analysis Execution

The selected macro diffusion research method @@mation of quantitative content
analysis and synthesising content analysis ofeépert material from the industry analyst
firms. The resulting data set is then mapped irag@lgwith evaluation category by industry
analyst over time, to identify possible patternsemdencies of alignment.

The following steps were taken as part of the keymamalysis:

1. The empirical data was collected by selecting Sap8rts published by the three
industry analysts selected. For each industry ah#he reports had to be published in
a as consistent format as possible for the timedrahthe study. This requirement
excluded reports by Radar that did not qualify sitieey did not publish reports in a
consistent format and did not cover more than teary out of the studied time frame.

2. The reports were studied for keywords categorizet@hnological synonyms or
closely related sub-technologies to the SaaS corficap the definitions of the term.
The final list of keywords was established.

3. All the reports were scanned for the number of $itiie keyword was used in each
report.

4. The data was entered into a spreadsheet and npeadly how many pages the report
contained. (Appendix; ‘Gartner Keyword Data’ andrfester Keyword Data’)

5. The data and the graphs were analysed and presarites chapter.

Keyword Analysis Results

The graphs present a pattern of convergence awerwihere the main technologies develop
in the same direction whilst sub-technologies at®duced and frequently abandoned. This
points to a pattern of convergence around the meaimological concepts. Contradicting a
strive for consensus are the signs of translatiadgheoinnovation, rather than a diffusion of the
innovation by imitation (Czarniawska & Joerges, @9%atour, 1986). This can be detected in
the fact that Forrester is not completely adaptinGartner’s presentation of the technologies
and thereby avoiding homogenization (DiMaggio & R#w1983). The selective market
adoption and the ongoing translation contributéh&evolution, and the maturing definition
of the concepts. Gartner as the largest industjyanon the market took on a leadership
role, acting as merchant of meaning (Czarniawslesigés, 1990), by introducing terminology
and sub-technologies, and by phasing out termiryoldge pattern of technology introduction
can be a signs of ownership of the definitionsdatid by Gartner’s lead on introducing
technological concepts.

The interorganizational relationship among the stduanalysts can best be explained with
theories such as the fad perspective, isomorphighiemitimization (Abrahamson, 1991),
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where Gartner is the leader and Forrester is tl@rfer. The pattern of delay in Forrester’s
adoption of the technologies could be an indicafdhis particular relationship. Most
significant was the introduction of Forrester’s a$¢he terncloud which took place one year
after Gartner introduced it and thereafter folloveesimilar growth pattern. This can be
interpreted as an indication of a fad perspectisesigns of isomorphism are more unclear
when studying the data (Abrahamson, 1991; DiMadgRowell, 1983).

The first graph presents Gartner’s keyword pattexes the timeframe of the study. SaaS is
naturally used very frequently being the subjeahefreport, while most of the other terms
are used sparsely in the report. The use of the t€loud’ increases from very low levels and
by 2009 it has a significant usage. Gartner alesgmted terms such as ‘SEAS', ‘ASP‘, and
later ‘Private SaaS‘ and ‘Community SaaS’, but nohthese terms were used to a larger
extent in the reports. ‘SEAS* and ‘ASP* were inliffaused and later almost totally abandoned
in the context of SaaS. The opposite applies fovéee Cloud’ and ‘Public Cloud’,

introduced in 2009 and 2010 respectively These kegs/grew steadily, albeit from low
levels, between 2009-2013. ‘Private SaaS' and ‘Canity SaaS' were first introduced in the
2013 report.

Gartner Inc.
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Figure 5. Gartner keyword patterns. See AppendXat. data.

The Forrester keyword patterns graph shows thaetine Saas is, as expected, frequently
used in the reports. The ‘Cloud’ term is introduge@010 and has a strong growth over the
study period. Besides ‘PaaS’, which is sparselyl @6 0-2011, none of the synonymous
sub-technologies are used at all until 2013 wheiblie Cloud’ got a strong introduction.

The Forrester report format is far less elabomtewise compared to Gartner. The
normalization compensates for this and makes thphgr comparable. For the 2006 - 2008
and 2012 reports Forrester decided to presentfisignily more graphs compared to other
years. This explains primarily the SaaS terms gnaavid decline pattern.
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Figure 6. Forrester keyword patterns. See AppendixXor data.

Comparing the reports from the two industry analy&artner presents nine sub-technology
concepts while Forrester presents four. Garthesgmts two of the concepts (SaaS and ASP)
in the first report (2006) and the other sevenimreduced later during the time frame.
Forrester’s first report (2007) contains one tedbgw (SaaS) with the additional sub-
technologies introduced later. Gartner was condigt¢he first industry analyst to introduce
new technologies in the comparison. Once introdasea concept among the group of
industry analysts, Forrester adopts the technaddgiencept within two years for ‘PaaS’ and
‘Cloud’, whilst within three years for ‘Public Cldu Forrester retires ‘PaaS’ after two years
in 2011, while Gartner continues to refer to thaaB’ within the time frame for the study.

4.2 Definition Analysis

The second stage in the analysis was performestablesh whether or not there are patterns
of interaction in what the industry analysts cominate in terms of their definition of the
technological concept.

Definition Analysis Execution

The selected macro diffusion research method @@mation of quantitative content
analysis and synthesising content analysis ofepert material from the industry analyst
firms.

The following steps were taken as part of the dk#dim convergence analysis:

1. The empirical data was collected by selecting Saa8rts published by the three
industry analysts selected. The qualifying conditiwas that the reports had to contain
a clearly stated definition of the concept SaaBeteligible. This requirement
excluded all of Forrester’s reports as they lacktated definitions. Gartner was the
only industry analyst with material covering allys of the studied time frame. Radar
first started presenting definitions in 2013.

2. All the SaaS definitions were highlighted and estied to a spreadsheet for further
analysis. (Appendix; ‘Gartner SaaS Definitions’atRr SaaS Definitions’).

3. The data was analysed with a quantitative visuadizanethod, and interpreted with
the results presented in this chapter.
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Definition Analysis Results

Gartner is the only industry analyst that considgeinrmally defined SaaS in each of their
reports. Forrester did not define SaasS in any ®féports while Radar defined SaaS in two
reports from 2013. Hence, the comparison of theeld@ment of the definition of SaasS is
limited to Gartner and Radar reports.

Gartner have, by publishing a yearly SaaS repaatdonsistent format, taken a leadership
role in that they have accepted the ownershipefigfinition. Among the industry analysts
they are the drivers of development of the debnitivith sub-technologies being added and
removed over time. This can be interpreted asmtukical diffusion (Ax & Bjornenak, 2007
which well matches the observed leadership of iffiesion and translation process described
in the keyword analysis section above.

Between 2006 and 2012 there was little overall igraent in the SaaS definition in the
Gartner reports. Much of the focus was on theidistion model, the licensing model and
what Saas is not. By striving to use a consistedtcear definition of the term which was
often repeated Gartner showed a will to matureadjelctify the technology and thereby
create what Czarniawska & Joerges (1996) calhgulistic artefact’. With an unchallenged
leadership position on the international industrglgst market, Gartner had significant
freedoms to develop the term and displayed a aiamtion of doing so. Some examples of
the diffusion of innovation (Rogers, 1962) in thar@er reports are that in the 2007 report
the term ‘SEAS' was introduced and defined butaswot defined in the 2008 and 2009
reports despite that the term (‘'SEAS' and ‘SEAPgswised in the two reports. The term was
not defined or used on the reports after 2009.hHeeivas it ever defined or used by any of the
other industry analysts (see keyword analysis edtr details). Besides the above
mentioned example Gartner's SaaS definition wa®sindentical, word by word, until 2013
when it was rewritten.

When rewritten in 2013 the definition of SaaS umdaTt expansion and increased in
granularity. Two new concepts were introduced;v&e SaaS’ and ‘Community SaaS’,
which were classified as varieties of the SaaS epind his brings us to one of the big
changes in the 2013 report; the requirement fostfevare to be remotely distributed was
toned down for SaaS in general and specificallytfiertwo newly introduced concepts.
Private and Community SaaS could be owned, maraggdperated by the organization
which totally contradicts the 2006-2012 requirersahft SaaS solutions had to be remotely
distributed and could not be an on-premises iratalt utilizing the customer’s infrastructure.
This is a radical change and can be interpretechattempt by Gartner to further diffuse the
innovation through a maturity process in which sethinologies are created that relate to the
main technology without being bound by the overhHtracteristics of the concept.
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Over time the SaaS definition is evolving and magiwhich well matches the theory.
Outside the designated definition format the reporttains a slightly changing vocabulary of
synonyms that could be considered part of a wigéiniion. For the purpose of clarity this is
analysed this in the keyword section above ratien tncluded here.

Studying Radars definition of SaaS from their 284j3orts it was discovered that the payment
model is not mentioned and that most of the fosumithe distribution model and where
SaaS belongs in the cloud architecture. The unifess of the application distributed is
clearly defined by describing that the customeregpect very limited configuration
capabilities and minimal control and influence be infrastructure utilized on the application
side.

Considering that Gartner is the dominant indusitiggst on the market the definition of SaaS
could be assumed to be followed by the other inguwstalysts and therefore creating a trend
in alignment of the definition over time. DuringetBtudied time frame the observed diffusion
and translation (Czarniawska & Joerges, 1996; Latt286) is obvious even with the limited
source material studied. Besides the payment nivaear's 2013 definition is rather well
aligned with Gartner’s 2012 definition. The abowscribed additions by Gartner in their
2013 report quite drastically expanded the Saafditien. This is a sign of a unidirectional
communication that can be confirmed by analysihef2014 reports once published. The
inter-organizational relationship supports the &xise of a fad perspective (Abrahamson,
1991) which explains the relationship in focus em@ within a specific group and that the
fashion-setter is one of the organizations in tteeig - which in this study corresponds to
Gartner.

4.3 Categorization Analysis

The third stage in the analysis was performed tabéish whether or not there are patterns of
interaction in what the industry analysts commutgicéa terms of their categorization of the
technological concept.

Categorization Analysis Execution

The analysis combines deductive content analysisgnthesising content analysis of the
report material from the industry analyst firmseTesulting data set is then mapped in a
graph with evaluation category by industry anabxar time, to identify possible patterns or
tendencies of alignment.

In order to map the industry analyst evaluatioa tategory, the following steps have been
taken:
1. Identify all reports from each industry analyshficontaining the chosen key concept
(SaaS).
2. ldentify and extract key value directing statemdrim each report associated with
the key concept.
3. ldentify and extract keywords.
4. Classify keyword valuation and reference to adepéocording to criteria and scale.
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The thesis-specific criteria to categorize the repwaluations into enumerated groups (#) are,
for the purpose of this analysis, defined as fodow

# | Label Technological Concept Adoption Rate on Local or
Reference evaluation Global Market

1 | Existing | The report mentions the concept, or the | Acknowledged, referenced,
functional equivalent to the technology. | without further indications on
use or adoption.

2 | Negative | Diminutive reference used Insignificant- or lacking
indication of adoption rate

3 | Blended [ Neutral or Diminutive reference used Recognized use and adoption
(-) rate indicated

4 | Blended | Neutral or Augmentative reference used | Established use and positive
(+) adoption rate indicated

5 | Positive | Augmentative reference used Adoption rate negligible or
omitted as technology assumed
ubiquitous (commoditised)

The details of the extraction, evaluation and aatiegtion of the industry analyst report
material is presented in the Appendix ‘Categor@atnalysis’.

Categorization Analysis Results

There is a clear trend emerging in the contentyaigbf the industry analyst reports in terms
of the categorization of SaaS as a technologicategnt. Comparing the data from early
reports with recent samples, across industry anfityss or geographies indicated in the
reports, a maturing technology with wider adoptol evermore positive and reinforcing
descriptions can be distinguished. This correspavedswith the Diffusion of Innovation
model put forward by Rogers (1962).

Similarly, at each point in time, comparing theustty analyst standpoint across industry
analyst sources a fairly uniform evaluation anegatization of SaaS as a technological
concept is communicated. If there are deviatidms nhaterial and analysis indicate that they
are temporary and that discrepancies are aligrigg €aickly. The lack of contradictory
views on the technology maturation and market adoftan be interpreted as a sign of
isomorphism (Abrahamson, 1991) within the industnalyst community where the market
leading organization is the fashion-setter, takivegleadership in and ownership of how the
technological concepts are portrayed and positioned

The graphical analysis illustrates a convergenaaitds a consensus between the

categorization applied by the different industralgets. No contrarian evaluations or
categorizations can be distinguished from the negeanalysed.
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Categorization Comparison 1

The first graph illustrates the average ratinghefévaluation of SaaS as a technology over
time, with all three industry analyst firms matérigpresented. The similarities in
categorization between the market leader and theending competitor can easily be
distinguished. With material available from thedhindustry analyst (Analyst C) for plotting
in the graph, there is a slight deviation in catezgion of the technology communicated
towards the market. Looking to the source matéoialurther guidance on underlying causes,
local market conditions and industry analyst-speciategorization format specifically for
their first year of reporting contributes to th&elience versus the other industry analysts. As
indicated by the graph, Analyst C aligns rapidiaods what can be perceived as market

consensus.
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Figure 7. Analyst categorization analysis. See Appe"Categorization Analysis Data" for data setadls.

In order to further study the pattern from the istty analyst firms as a group, the average of
their categorization values in plotted in the graplow. The missing values from Analyst C
between 2006 and 2010 unfortunately skew the ptasen slightly.

—#— Average

Categorization Group #
w
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Year

Figure 8. Analyst categorization analysis. See Appe"Categorization Analysis Data" for data setadls.
The trend and curve looks intermittently positipetentially indicating that market transitions

between maturation stages occurs in intervals argztain level of market saturation or
critical mass has been reached.
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Categorization Comparison 2

To eliminate the potential distortion due to thessmg values from Analyst C between 2006
and 2010, a separate set of graphs with the isbtateegorization values from Analyst A and
Analyst B is presented.
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Figure 9. Analyst categorization analysis. See Aplpe"Categorization Analysis Data" for data setadls.

With categorization values from Analyst A and Arsdli isolated, the values plotted for the
average between the two yields a slightly differesult.
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Figure 10. Analyst categorization analysis. Seeehgjix "Categorization Analysis Data" for data setiadls.
The average values visualized for Analyst A andlysteB are intermittently positive in two

distinct stages. The result is a S-curve shapeadrpawith, for this context, a striking
similarity with Rogers' 'Diffusion of Innovation Girve'.
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Categorization Comparison 3
To facilitate isolated analysis of the timeframehaiepresentative values from all three
industry analyst firms, a third set of plots is geated specifically for 2012(11)-2013.
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Figure 11. Analyst categorization analysis. Seeefglix "Categorization Analysis Data" for data setiadls.

As for the preceding scenarios, an average vakghgs compiled for reference.
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Figure 12. Analyst categorization analysis. Seeefgiix "Categorization Analysis Data" for data setiadls.

The standalone visualization for the timeframe walegorization values from all three
industry analyst firms contains too few data pototprovide a conclusive indication or
pattern.

Looking at the overall results from the chosen aimation approach, three different

outcomes can be summarised as follows.

- For the first visualization of the categorizatioithwthe values from Analyst C impacting
the pattern, the trend and curve looks intermilygmbsitive.

- For the second visualization where the data sebées isolated from values from
Analyst C, a distinct S-curve shaped pattern ensengeere the categorization of SaaS as
a technology moves through the stages of diffusidnnovation adoption - from initial
knowledge or awareness towards the perceptionadnwnarket adoption - within the
industry analyst group as a self-contained end-aisdience.

- The isolated visualization of the shorter timeframth all three industry analysts
represented (2012(11)-2013) was inconclusive mgesf any indication of potential
patterns.
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A common denominator for the different parts of pleeformed analysis; keywords, definition
and categorization, is that there are recurrintepag of alignment and convergence which
can be observed throughout the analysis. The obdeéndications of convergence are
explained by association to different mechanisrghlighted through the theoretical
framework and previous research; diffusion of iratogmns, isomorphism, fad- and fashion
theory, and translation. The alignment betweenshguanalysts across the spectrum of
keywords, definition and categorization constita@icators of what this thesis proposes as
patterns of co-propagation. Analogous with what Maggon describes as a collaborative,
collective process of creation - co-creation (FQrthetween vendors, suppliers and
customers, the co-propagation process takes pkatese/ely between propagators. In this
instance and context, the industry analysts, aettngromissory organizations, constitute
propagators and the co-propagation process yieldsigout where over time, the
communicated opinions and analysis of a technaddgioncept from these industry analysts
is a composite evaluation generated by a collectather than a number of unique, individual
evaluations from isolated and independent industialyst organizations. The aligning,
converging patterns observed in the analysis,ratieators of patterns of co-propagation.
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5 Discussion

This final chapter presents the research conclasaon fulfils the purpose of the research by
answering the research question. Further it prevaddiscussion of the findings, criticism to
the conducted research, the overall thesis cotiibumanagerial implications and
suggestions for further research.

51 Discussion

The industry analysts can be perceived as a panteaharket, and thus the categorization of a
technological concept applied by the industry astalgan be used as an indication on how far
the industry analysts per se have progressed inatieption process of the technological
concept itself. The categorization is in part basedhe state of the market as represented by
the industry analysts’ research, but also in parthe active positioning of the technology by
the industry analysts.

The analysis indicates that the industry analystrdaution to these processes takes place in
the Realm of Creation (by introducing new conceptsompanying definitions, and rating &
categorization materials), and the Realm of Propagavhich is the basis for their working
business model. Established through isomorphisntrandlation - the technological concept
is continuously created and propagated througldifhesion of innovation and co-creation
processes.

In the background, research problem, and purpashifothesis the notion of co-propagation
was identified as one of the observation focussargas established that industry analysts’
have a role in the propagation of a technologioakept, that they are involved in the
diffusion of innovations, and that they - individiyaas well as a group - interact with other
market parties. The industry analysts collect, est& and categorise information on defined
technological concepts which they to some extesd pharticipate in creating. This material is
distributed, published - propagated - to their esdr audience in the market. Co-propagation
is defined as a collaborative, collective procdgsropagation which takes place exclusively
between propagators. To qualify as a collaboratioéective process of propagation it is
expected that there are indications of alignmemtteraction in the industry analyst report
content. The analysis indicates that there arerabpatterns of alignment, hence co-
propagation, present for the context, industryystaland technological concept in question.

With 2006 as the starting point for the proprietagort material used in this research, a
similar categorization of SaaS from its emergeoc@aturation can be identified between the
two main industry analyst firms on the market, Gartand Forrester. Unfortunately the data
from the industry analyst Radar only covers thestrame from 2011 and onwards, limiting
part of the analysis.

The keyword analysis and the definition analysithlshow a pattern where a dominant leader
among the industry analysts develops definitionteofinologies and introduce and retire sub-
technologies. The other industry analysts showssafnmitation and translation in the
adoption pattern of new innovations. The keywordlgsis indicates a pattern of co-
propagation among the industry analysts where ¥ieatl adoption rate of introduced sub-
technologies is approximately fifty percent. Frdm point in time where a sub-technology is
introduced by the leader of the industry analystgr the adoption of the sub-technology
concept by the other group members takes placeckeata@ne to three years after its initial
introduction.
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The categorization analysis indicates a pattecooklation between the maturation level of a
technological concept and its overall adoption l@véhe market. Observing the average
categorization of the technological concept byitigistry analysts as a group over time, the
resulting S-curve shaped pattern bears a strikindesity with Rogers' 'Diffusion of

Innovation S-curve'.

The Rogers model does not in itself encompassdhesept maturation dimension, whilst the
Gartner Hype Cycle and the core of the industrnyyabhaeport messages are based on it. The
similarity between the average categorization eftéthnological concept and the diffusion
of innovation curve indicates a correlation whére narket adoption level develops in sync
with the maturation, and vice versa - the maturaligwel develops in sync with the market
adoption level. This part of the analysis provittesbasis for three interconnected
observations. The first observation based on thigetation is that a technological concept
with low market saturation is unlikely to reachigthmaturation level, or that a technological
concept with a low maturation level is unlikelyrech high market saturation.

The second observation is that the Rogers' S-aowelation mainly applies to the co-
propagated evaluation of the technological condeptjndustry analyst evaluation average,
as the individual industry analyst categorizatiarves observed in this thesis, for SaaS as
technological concept, do not correlate as welh\thie S-curve pattern.

The third observation is that the pattern of coppgated industry analyst adoption of a
technological concept corresponds well with presicesearch, and specifically the diffusion
of innovation model. The industry analysts shouspldy the same pattern and behaviour as
any other adopter group such as customers, or serid-in other comparable areas. When
looking at the industry analysts as a group, treyars identifies indications on that their
adoption of the technological concept follows thag®rs' 'Diffusion of Innovation S-curve'.

Important to note is that the predefined critefi¢he thesis specific categorization model is
acknowledged as an influencing variable in theseplations. With a different model, a
different pattern emerges. This is an area whetbduresearch would be of benefit to
corroborate or contradict these indications.

Looking at the industry analysts individually, ttetegorization analysis displays a pattern
where Analyst B and C 'follows suit' with Analyst(ér vice versa, depending on who the
market leader is). This is analogous with the pastestablished in the keyword and
definition analysis where a dominant leader amtwegridustry analysts leads the way in
establishing the co-propagated position from tldeistry analysts as a group.

The findings concluded through the analysis weteendrely in line with the authors' original
views when compared to the expected results. Aedegf fluidity in the definition and
meaning of the concept over time was expectedcanlil also be seen in the results from the
keyword and definition analyses. The positioninghef concept over time was expected to
follow a Gartner Hype Cycle-like curve, but the egieg pattern from the categorization
analysis rather points to a S-shaped curve, sindlére original Rogers' Diffusion of
Innovation curve (1962).

It can be said that there are indications of agpattio the positioning of the concept between
the industry analysts, as outlined in the expergsdlts; the market leader drives and
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progresses the established ‘truth’ whilst the caitgrs follow their lead. The expected signs
of a ‘Simon says ..’-effect within the group of uslry analysts. No extreme differences in
opinion and predictions were published and thefedrs focused on the core technologies
already established.

5.2 Conclusions

The substantive aim of this thesis was to shed bghhow industry analysts interact and
contribute to the diffusion of innovations throuygbsing the following research question:
- How do industry analyst opinions change over tiarel what potential patterns of
interactions between different industry analysts loa identified?

Application of the theoretical framework and anays the empirical material yielded the
following conclusion:

- The analysis identifies indicators of patterns @fpcopagation, where the individual
industry analyst firm is affected by the analysisuided for the technological concept by
its peer competitors, with regard to definitionsl @ategorizations.

- The industry analysts, individually and as a graljgn towards a common definition-,
as well as towards a similar categorization, oftdunological concept.

- Within their group, the industry analysts show sigfiimitation and translation in the
adoption pattern of new innovations, and follow Ragers' 'Diffusion of Innovation S-
curve' when forming the categorizations of a teddgioal concept.

5.3 Limitations

Criticism and vulner abilitiesin the method and analysis

There are several limitations in the thesis thatne be addressed further. First, given the
choice in method there is an issue of represeitialMV/ith only one technological concept as
the chosen artefact for observation, there arddiions in the generalizability of the findings.

The risks and issues with the chosen method anéntiprical material used for the thesis
have been pointed out earlier. These limitationgheeen taken into account throughout the
research process and are reflected in the presentdithe findings. Additional limitations
with the chosen problem and delimitations are therte are other mechanisms in the
marketplace such as customer- or supplier influeitezted towards the industry analysts
reflected in the report material, which isn’t indéd in the analysis.

The use of secondary material in the form of induahalyst reports, with the approach of
applying synthesising research using the trianguianodel described by Jick (1979) leaves
a degree of interpretation and categorization eftfaterials. To support and aid the process
strict, stringent criteria for the interpretatioave been set up and applied to minimize
interference - as presented in the analysis -Hautisk for human error and individual views
increases. In terms of the data set, it would Igdwalve represented a longer timeframe and
included multiple points of reference per yearfaidilitate the identification of a tangible and
convincing indicator in each analysis.

Awareness of these risks and limitations has mirgahithe impact on the research process,
but the problems and issues they pose are ackngaded
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54 Thesis contribution

The contribution of this thesis in the area ofulfbn of innovation is three-fold.
Firstly, it further highlights and examines theeroff the industry analyst in diffusion of
innovation as proposed in previous research.

Secondly, with inspiration from Ask & Magnusson 130, Pollock & Williams (2010), the
notion of ‘co-propagation’ amongst promissory otigations is introduced as industry
analysts on the market do not act in total isofatrom their competitors, and that messages
distributed by one organization affect future ewatitns made by other industry analysts in
the same marketplace. Co-propagation corresponti® two-creation mechanisms identified
by Magnusson (Forth), but instead of a processitaglace between the suppliers, customers
and industry analysts as actors - the co-propagé#ices place between the industry analysts.
The conclusion is that over time a consensus wisideratively developed within the

industry analyst firm group, is communicated iniddd to the unique perspectives and
analyses from each respective analyst firm.

Third, the methodological approach provides two pewspectives in the analysis of industry
analyst report material which may serve as a tofdrther refinement of research in this
area.

1. This thesis applies a macro diffusion method whieeequalitative data is analysed
through quantitative visualization, where trendd patterns can be identified.
Application of this composite analysis providesufetresearch in this area with an
alternative approach to studying text based maseria

2. The crossover between the qualitative stage anduhatitative visualization of the
results is enabled through an interpretation medtlblished in this thesis specifically
for the categorization of industry analyst evalomatf technological concepts. This
can be applied to market analysis material withireoareas as well to consistently
perform qualitative analysis with emphasis on mead®ption rate/level, and concept
maturity.

5.5 Implications for research and management

In addition to the theoretical contributions cowkne the previous sub-chapter, this study has
provided new insights for research as well as pmliad business management.

From an academic point of view, the implications @vo-fold.

The first implication concerns the notion of thexcept of co-propagation, patterns of co-
propagation, and potential additional patternsospmopagation amongst the group of

industry analysts. These factors constitute antiothdil variable to take into account in future
research, in the areas of diffusion of innovatfmemissory organizations, and the software
industry.

The second implication concerns the methods anlgsisalt is proposed that future research
in this area may be able to benefit from usingegithoth of the presented analysis methods, or
each in isolation, as a source of inspiration asay yield additional insight as well as further
validate this analysis approach through exposuothter materials.

The research also provides a contribution whiclukhbe of interest to managers within
industrial organizations. It is crucial to obtaimaeness of the behaviour and factors
affecting the industry analyst firms, as it is afigoon the basis of their advice and analysis
vast capital and operational expenditure investmarg made.
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5.6 Further research

Further research to extend or confirm the methpgéied, and analysis presented in this
thesis is suggested.

- Research to establish whether similar pattefe®-g@ropagation can be found for other
technological concepts such as e.g. CRM, ERP, &1 Asing the composite analysis
approach as inspiration.

- Investigation of industry analyst interactiondijferent methods, such as interviews and
case studies.

Furthermore, when the industry analysts are writirggreports and researching specific
product types they list companies that choose tigedg participate with access to software
and information, and those that did not. Both caieg are presented in the reports but can
the participation choice be detected in the prodeselopment and the assessed capabilities
of the product? Is there a difference in how thisice is positioning the company’s product
in for example Gartner’'s Magic Quadrant? By illuating the relationship from this angle
increased knowledge about the promissory organizattan be gained.
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7 Appendix

7.1 Categorization Analysis

Level Title Keywords - Bxtracted Keywords - highlighted Year Analyst
significant interest "SaaS is no longer just an SMB play; large enterprises show significant interest in Saas

5aas vendors still have work to do in narrowing the integration and customization gaps between Saas and on-premise apps

Security concerns are still a major hurdle in Saas adoption

Saas vendors must prove value for the dollar; firms cite total cost of ownership as a reason for preventing them from 2006 A

considering Saas

“become the key buzzword", "Rather quickly, Saas has become the key buzzword in the software world.", “traditional on-premise software vendors like
“traditional software vendors Microsoft, Oracle and SAP,

have made serious business who had tured their noses p at Saas, have now recogrized ts strong appeal and have made serious business investmentsin "/ *
2-Persuasion investments in the market" the market", "SaaS commands a presence in the software marketplace"

“earfy majority adoption",  "early majority adoption ", "Saas will continue to grow impressively", "Forrester believes that SMBs are likely to

"Saa will continue to grow” jump directly from being "very interested" to "using," bypassing the pilot phases that enterprise buyers prefer", "Enterprise 066 A

5aas adoption is now similar to SMB adoption at 15%, but with a much fatter pipeline for the next

3 - Decision 12month purchases"

"Preference for Saas is ""Preference for Saas is relatively fow across countries", "Asignificant amount of firms are not interested or don’t know enough 2008 a
2-Persuasion refatively low”, “not about Saas", "Cost and security concems keep firms away from Saas"

“only nascent adoption®,  "Soft vice (Saas) has onlfy adoption in Asia Pacific — but there is considerable interest ", "interesthasnot N
2-Persuasion “considerable interest", translated to adoption for Saas in Asia Pacific"

"GROWING IMPORTANCE OF "SOURCING EXECUTIVES MUST RECOGNIZE THE GROWING IMPORTANCE OF SAAS

SAAS”, “ continue to invest" Firms continue to invest in Saa$, even in the current recession”, "Saa$ is growing far beyond its early roots as a point or 2009 A
3 - Decision divisional solution"

"INTEREST IN SAAS "FIRMS' INTEREST INf SAAS EXPANDS AND BROADENS ACROSS APP CATEGORIES", "Firms See Low TCO, Fast Deployment, And

EXPANDS" Reduced Burden On IT As Key Drivers For 2010 A
3 - Decision Saas"

“several years of cloud “"technology professionals have now years of cloud. ing "hype,"", "FIRMS CONTINUE TO INVEST IN

computing “hype”, SAAS", "many examples of successful

"CONTINUE TO INVESTIN  cloud. ives", "Sourcing are gly 55335 solutions as part of their overall technology vendor R

SAAS", "many ples of ', "Firms almost afy ider sof -as-a-service (Saas) as a cost-advantage over on-premises in the

successful short run"

cloud initiatives"

“mainstream trend”, "The  "SaaS has become a mainstream trend across Europe . Overall adoption rates will be growing from approximately

Wild West adoption of cloud 15% in 2011 to 40% and more over the next two years", "The Wild West adoption of cloud is over", "Saas investments wilf 2012 A

is over", “investmentswill  accelerate strongly across Europe”

“adoption is rapidly going  "Soft: vice doption is rapidly going mai across more and more markets", "Saas demand has

mainstream ", "demand has  increased sharply across all major markets", "Shifts In Saas-Related Concerns Reflect Growing Market Maturity And Saas 2013 A

increased sharply" Awareness", "Complete IT resistance to Saas has steadily given way to more pragmatic discussions”

"often associated with CRM", Software as a service (Saas) is often associated with CRM

“also taking hold in other applications in domains such as sales, client service and marketing, It is also taking hold in other 2006 8

software categories software categories, such as supply chain management (SCM), and in domains such as the highperformance

workplace.

saa$ is nota panacea”, "It Despite its promise, Saa$ is nota panacea for the complex people and process issues in most

remains onlya small fraction organizations. It remains onlya small fraction of the software industry and the application code 2008 B
2-Persuasion of the software industry" base in a typical enterprise.

“grown for nearlya decade”, "Adoption of the on-demand deployment model has grown for nearlya decade, but its popularity

“popularity has increased  has increased significantly within the last four years. Initial concerns over security, response time, - 5

significantly”, "adoption has and service availability have diminished for many organizations as Saas business and computing
3-Decision  become more widespread." models have matured and adoption has become more widespread.”

“for mature markets suchas The Hype Cycle for Software as a Service, 2009, illustrates the dynamics of this formative delivery

sales force automationand  method and associated technologies. For mature markets such as sales force automation and Web

Web analytics, the technologies have moved very quickly through the Hype Cycle. Users have a 2008 N

analytics, the technologies  reasonable expectation of what Saa$ offers and the value it can bring. This is contrasted with the

have moved very quickly 19 technologies in new and emerging markets that dominate the Technology Trigger section on the
3-Decision  through the Hype Cycle" Saas Hype Cydle.

"does not provide a ringing  The data in this research does aringing of saas; levels

endorsement of Saas", among Saas users are little more than lukewarm: Larger enterprises are more satisfied than smaller B
2 - Persuasion "“lukewarm" ones. U.S. enterprises are more critical than those in the U.K. 2009

“the most mature of the  SaaS refers to applications delivered as cloud services, and is, in many ways, the most mature of the cloud types.

cloud types", "rare to find ‘While this maturity varies by type of application, it is rare to find companies that are not using some

companies thatare not using type of Saas, as it is likely to penetrate every company at one level or another. The 2010 Hype

some Cycle for Saa$ illustrates the dynamics of this formative delivery method and associated

type of Saa$ technologies. For mature markets, such as sales force automation and Web analytics, the s

technologies have moved very quickly through the Hype Cycle. In these markets, users have a
reasonable expectation of what Saas offers and the value it can bring, Other technologies,

particularly those with a heavy dependence on large data sets such as business intelligence, or

where perceived security or risks are too high, have moved through the Hype Cycle with amuch

slower velocity. 2010
Saas is in many ways the There are many types of cloud computing, and each is progressing at a different rate. Saas$ refers to

most mature of the cloud  applications delivered as cloud services, and is in many ways the most mature of the cloud types,

types, continuing to get buzz though ing to get buzz in the market. While this maturity varies by type of application, it is B
in the market" re to find  rare to find companies that are not using some type of Saas, as it is likely to penetrate every

companies thatare notusing company at one level or another. 2011
“most mature®, "rare to find Saas refers to

companies thatare not applications delivered as cloud services, and is in many ways the most mature of the cloud-related

using some type of Saas services. While this maturity varies by type of application, it is rare to find companies that are not e
using some type of Saas, as it is likely to penetrate every company at one level or anather. 2012
“most mature of the cloud-  There are many types of cloud computing, and each is progressing at a different rate, Saas refers to
related applications delivered as cloud services, and is in many ways the most mature of the cloud-related N
services.", "rare to find services. While this maturity varies by type of application, it is rare to find companies thatare not
companies thatare not using some type of Saas, as it is likely to penetrate every company at one level or ancther. 2013
med med arhigre an med IT hos de svenska verksamheter som har
molntjénster dr hogre." erfarenhet.", "Molntjanster kommer med ett starkt |6fte om minskade kostnader, okad flexibilitet och hogre kundngjdhet an
2-Persuasion traditionellt levererad ITi Sverige." 2012 [
"wixer med dver30 procent "Den starkaste tillvéxten stir Saas (Software as a Service) och PaaS (Platform as a Service) fér. Bida dessa omraden ligger inom
arligen, dock frdn relativt liga molntjénster som véixer med Gver 30 procent rligen, dock fran relativt liga virden annu.”, "Molntjanstemarknaden ar i en fas
wvarden annu.”, av kraftig tillvixt och utveckling, dér tillvaxten férvantas vara fortsatt hog under dren 2012-2016 tillsammans med ett 6kat
"Molntjénstemarknaden dri utbud av produkter. Sattet att IT genom har nd och en Gkad mognad hos kunderna.
en fas av kraftig tillvixt och  Penetrationen 6kar, dvs andelen verksamheter som tar till sigmolntjanster, sival som 6aknde taganden hos existerande
3-Decision  utveckling”, "molntjinster  kunder som mer & i under ret." 2012 [
"kraftig tillvéxt och "Molntjanstemarknaden &r i en fas av kraftig tillvixt och utveckling, dar tillvaxten forvantas vara fortsatt hog under &ren 2012-
utveckling, "saas utgirden 2016 tillsammans med ett 6kat utbud av produkter”, “saas - Software as a Service eller mjukvara som tjanst utgsr den absolut
absolut stirsta delen av stirsta delen av molntjénster idag", "Den totala Saas-marknaden vaxer frin 4 miljarder till att férvantas passera 6 miljarder
3-Decision  molntjinster idag" innan 2015." 2012 c
4 “rapid growth.", "accelerate "The Nordic Cloud market is amarket in rapid growth. The upcoming years the drivers behind the market growth will
growth further" accelerate growth further" 2013 [
“Cloud is "nothing new” on the sky", "Cloud is nota new concept", "The abilityto scale---on---demand, consume resources
only when required, and replace capital expenditures (CapEx) with operating expenses (OpEx) opens new avenues to
"nothing new”, "a business. The cloud has become a sustainable way to increase enterprise value, innovate, and differentiate an organization in
sustainable way to increase  the marketplace. The signs are clear that the cloud market is maturing rapidly, and this is expected to keep driving adoption
enterprise value" rates in the enterprise cloud market" 2013 ¢
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7.2 Categorization Data

Comparison 1

Year Analyst A | Analyst B | Analyst C | Average
2006 1 1 1,0
2007 2 2 2
2008 2,33 2,5 24
2009 3 2,5 2,8
2010 3 5 4,0
2011 4 5 4,5
2012 5 5 2,67 4,2
2013 5 5 4,5 4,8
Comparison 2

Year Analyst A | Analyst B | Average

2006 1 1 1

2007 2 2 2

2008 2,33 2,5 2,4

2009 3 2,5 2,8

2010 3 5 4

2011 4 5 4,5

2012 5 5 5

2013 5 5 5
Comparison 3

Year Analyst A | Analyst B | Analyst C | Average
2011

2012 5 5 2,67 4,2
2013 5 5 4,5 4,8
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7.3 Gartner Inc. Keyword Data

2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013
Hype Cycle for Hype Cycle for |Hype Cycle for |Hype Cycle for |Hype Cycle for Hype Cycle for |Hype Cycle for  |Hype Cycle for
Gartner Inc. Software as a Softwareasa  |Software asa |Software asa |Software as a Software asa | Software as a Software as a
Reports Service, 2006 Service, 2007 Service, 2008 | Service. 2009 [Service, 2010 Service, 2011 Service, 2012 Service, 2013
# of pages 40 40 53 77 72 60 62 68
SaaS + Software
as a Service 147 232 421 558 484 520 440 501
SEAS + SaaS-
enabled application
server + SEAP 0 11 27 34 0 0 0 0
Paas + Platform as
a Service 0 0 40 44 93 15 31 90
Cloud (all
combinations) 0 0 74 155 313 188 248 402
ASP + Application
Service Provider |16 8 12 9 6 2 1 2
Private SaaS 0 0 0 0 0 0 0 2
Community SaaS |0 0 0 0 0 0 0 3
Private Cloud 0 0 0 2 3 4 9 9
Public Cloud 0 0 0 0 4 6 6 12

Note, the data is presented unnormalized.

7.4 Forrester Research Inc. Keyword Data
2006 | 2007 | 2008 | 2009 | 2010 | 2011 2012 2013
SaaS Adoption
2010_ Buyers See |The Saas
Global Software-As-A-|More Opllons But Market Hits SaasS Adoplion
Forrester Software-as-a- Software-As-A- |Service Must Balance TCO, Mainstream_ Software-As-A- Trends In Asia
Research Inc. No report service_adoption Service Adoption Security. And Adoption Service Adoption Pacific For 2013
Reports matching criterion | 2006 Sept Adoption. 2008 |Expands. 2009 |Integration Highlights 2011 _|[In Europe. 2012 |And 2014. 2013
# of pages 0 9 7 4 4 5 5 8
Saa$S + Software-
as-a-Service 0 23 9 45 63 76 40 143
SEAS + SaaS-
enabled application
server + SEAP 0 0 0 0 0 0 0 0
Paas + Platform as
a Service 0 0 0 0 2 2 0 0
Cloud (all
combinations) 0 0 0 0 9 23 9 72
ASP + Application
Service Provider [0 0 0 0 0 0 0 0
Private Saas [ 0 0 0 0 0 0 0
Community SaaS__|0 0 0 0 0 0 0 0
Private Cloud 0 0 0 0 0 0 0 0
Public Cloud 0 0 0 0 0 0 0 18

Note, the data is presented unnormalized.

Forrester Research Inc. published the first rejpadBeptember 2006, and no separate report was geddor
2007. In the analysis, the report is attribute@@607, hence the Forrester Research Inc. keyworlgsisapans
2007-2013. This has no effect or bearing on théyaisaitself.
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7.5 Gartner Inc. SaaS Definitions

7.5.1 2006 SaaS Definition
Hype Cycle for Software as a Service, 2006. Lewi€lslrk, Robert P.Desisto, James

Holincheck, et al.

Software owned, delivered and managed remotelynieyon more providers. If the vendor
requires user organizations to install softwargoemise using their infrastructures, then it
isn't SaaS. SaaS delivery requires a vendor tageaemote, outsourced access to the
application, as well as maintenance and upgradeécssrfor it. The infrastructure and IT
operations supporting the applications must alsoutsourced to the vendor or another
provider.

The provider delivers an application based on glsiset of common code and data
definitions, which are consumed in a one-to-mangehby all contracted customers at any
time. Customers may be able to extend the data Inbgdesing configuration tools supplied
by the provider, but without altering the sourcdeoThis approach is in contrast to the
traditional application hosting model, in which {m@vider supports multiple application
codes and multiple application versions or a custedhdata definition for each customer.
On a pay-for-use basis or as a subscription basegage metrics. Purchasing is based on a
subscription (for example, per-user, per-month tea)se basis (for example, allocating a
certain number of transactions for a fixed timequ: A perpetual license purchase isn't
considered SaaS.

These trends will affect various parts of the orgaition:

e A CIO or application manager needs to assess témgiee with respect to their
maturity and peer adoption.

e Business users may gain influence in selectindnapisg applications to fit their
functional needs. However, they should be carefuke marginalize the IT
organization, which will still be closely involvddr customization requirements and
service-level agreements to minimize outages.

e For enterprise architects, SaaS intersects witbradthnologies, such as
infrastructure as a utility and service-orientechitecture.

e Procurement or sourcing managers may need anlgmte® set of best practices to
deal with the shifting market position and relasibips among software vendors,
systems integrators and infrastructure providers.

Despite its promise, SaaS is not a panacea faraimplex people and process issues in most
organizations. It remains only a small fractiortred software industry and the application
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code base in a typical enterprise. The best adoptth will be deliberate use of SaaS,
initially for narrow processes where the technolagg vendor capabilities are a good match.

7.5.2 2007 SaaS Definition
Hype Cycle for Software as a Service, 2007. Rdbellesisto, Ben Pring, Bill Gassman,et al.

SaaS is software owned, delivered and managed efnint one or more providers. If the
vendor requires user organizations to install saferon premise using their infrastructures,
then the application isn't SaaS. SaaS deliveryiresja vendor to provide remote, outsourced
access to the application, as well as maintenamd¢eipgrade services for it. The
infrastructure and IT operations supporting theliappons must also be outsourced to the
vendor or another provider.

The provider delivers an application based on glsiset of common code and data
definitions, which are consumed in a one-to-mangehby all contracted customers at any
time. Customers may be able to extend the data Inbgdesing configuration tools supplied
by the provider, but without altering the sourcdeoThis approach is in contrast with the
traditional application hosting model, in which ghv@vider supports multiple application
codes and multiple application versions or a custedhdata definition for each customer.
SaaS is purchased on a pay-for-use basis or dsargition based on usage metrics.
Purchasing is based on a subscription (for exanpeleuser, per-month fee) or use basis (for
example, allocating a certain number of transastion a fixed time period). A perpetual
license purchase isn't considered SaasS.

These trends will affect various parts of the orgaition:

e A CIO or application manager needs to assess témgiee with respect to their
maturity and peer adoption.

e Business users may gain influence in selectindnapisg applications to fit their
functional needs. However, they should be carefuke marginalize the IT
organization, which will continue to be closely ahwed for customization
requirements and service-level agreements to neiutages.

e For enterprise architects, SaaS intersects witbradthnologies, such as
infrastructure as a utility and service-orientechtecture (SOA).

e Procurement or sourcing managers may need anlgmte® set of best practices to
deal with the shifting market position and relasibips among software vendors,
system integrators and infrastructure providergsghare in addition to the best
practices they follow for evaluating functionalitgchnology, cost, services, viability
and vision.
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Despite its promise, SaaS is not a panacea faraimplex people and process issues in most
organizations. It remains only a small fractiorited software industry and the application
code base in a typical enterprise. The best adoptth will be deliberate use of SaaS,
initially for narrow processes where the technolagg vendor capabilities are a good match.

7.5.3 2008 SaaS Definition

Hype Cycle for Software as a Service, 2008. Rdbeltesisto, Michele Cantara, Eric Thoo,
et al.

SaasS is software owned, delivered and managed egnint one or more providers. If the
vendor requires user organizations to install saferon-premises using their infrastructures,
then the application isn't SaaS. SaaS deliveryiresja vendor to provide remote, outsourced
access to the application, as well as maintenamteipgrade services for it. The
infrastructure and IT operations supporting theliappons must also be outsourced to the
vendor or another provider.

The provider delivers an application based on glsiset of common code and data
definitions, which are consumed in a one-to-manyehdy all contracted customers at any
time. Customers may be able to extend the data Inbydesing configuration tools supplied
by the provider, but without altering the sourcdeoThis approach is in contrast with the
traditional application hosting model, in which ghv@vider supports multiple application
codes and multiple application versions or a custethdata definition for each customer.
SaasS is purchased on a pay-for-use basis or dssargtion based on usage metrics.
Purchasing is based on a subscription (for exanpeleuser, per-month fee) or use basis (for
example, allocating a certain number of transastion a fixed time period). A perpetual
license purchase isn't considered SaaS.

These trends will affect various parts of the oigaition:

e A CIO or application manager needs to assess témine with respect to their
maturity and peer adoption.

e Business users may gain influence in selectindnapisg applications to fit their
functional needs. However, they should be carefttm marginalize the IT
organization, which will continue to be closely ahwed for customization
requirements and service-level agreements to nzeimutages.

e For enterprise architects, SaaS intersects witbrdadthnologies, such as
infrastructure as a utility and service-orientechtecture (SOA).

e Procurement or sourcing managers may need anlgmtee set of best practices to
deal with the shifting market position and relasibips among software vendors,
system integrators and infrastructure providergsehare in addition to the best
practices they follow for evaluating functionalitgchnology, cost, services, viability
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and vision.
Despite its promise, SaaS is not a panacea faraimplex people and process issues in most
organizations. It remains only a small fractiorited software industry and the application
code base in a typical enterprise. The best adoptth will be deliberate use of SaaS,
initially for narrow processes where the technolagg vendor capabilities are a good match.

7.5.4 2009 SaaS Definition

Hype Cycle for Software as a Service, 2009. Rdbeliesisto, Kimberly Collins, James
Holincheck, et al.

SaaS is software owned, delivered and managed efnint one or more providers. If the
vendor requires user organizations to install saferon-premises using their infrastructures,
then the application isn't SaaS. SaaS deliveryiregja vendor to provide remote, outsourced
access to the application, as well as maintenam¢eipgrade services for it. The
infrastructure and IT operations supporting theliappons must also be outsourced to the
vendor or another provider.
The provider delivers an application based on glsiset of common code and data
definitions, which are consumed in a one-to-manyehdby all contracted customers at any
time. Customers may be able to extend the data Inbgdesing configuration tools that the
provider supplies, without altering the source cddes approach is in contrast with the
traditional application-hosting model, in which thevider supports multiple application
codes and multiple application versions or a custedhdata definition for each customer.
SaasS is purchased on a pay-for-use basis or dsargtion based on usage metrics.
Purchasing is based on a subscription (for exanpeleuser, per-month fee) or use basis (for
example, allocating a certain number of transastfon a fixed time period). A perpetual
license purchase isn't considered SaaS.
These trends will affect various parts of the orgaition:
e The "buzz" of cloud computing has increased thibNity of SaaS applications by
user organizations.
e The importance of integration with on-premises aaplons and data sources has
greatly increased.
e Architectural differences have been magnified dyitime past year due to variability
offered in multitenant infrastructure approaches.
Despite its promise, SaaS is not a panacea faraimplex people and process issues in most
organizations. It remains only a small fractiortred software industry and the application
code base in a typical enterprise. The best adoptth will be deliberate use of SaaS,
initially for narrow processes where the technolagyl vendor capabilities are good matches.
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7.5.5 2010 SaaS Definition
Hype Cycle for Software as a Service, 2010. Rdbeltesisto.

SaaSs is software that is owned, delivered and nehegmotely by one or more providers. If
the vendor requires user organizations to instdth\ere on-premises using their
infrastructures, then the application isn't Saa&SSdelivery requires a vendor to provide
remote, outsourced access to the application, Assvenaintenance and upgrade services for
it. The infrastructure and IT operations supportimg applications must also be outsourced to
the vendor or another provider.
The provider delivers an application based on glsiset of common code and data
definitions, which are consumed in a one-to-manyehdby all contracted customers at any
time. Customers may be able to extend the data Inbgdesing configuration tools that the
provider supplies, without altering the source cddes approach is in contrast with the
traditional application-hosting model, in which thevider supports multiple application
codes and multiple application versions or a custedhdata definition for each customer.
SaasS is purchased on a pay-for-use basis or dsargtion based on usage metrics.
Purchasing is based on a subscription (for exanpeleuser, per-month fee) or use basis (for
example, allocating a certain number of transastion a fixed time period). A perpetual
license purchase isn't considered SaaS.
The following trends will affect various parts detorganization:
e The "buzz" of cloud computing has increased thiwNity of SaaS applications by
user organizations.
e The importance of integration with on-premises aaplons and data sources has
greatly increased.
e Architectural differences have been magnified dyitime past year, due to the
variability offered in multitenant-infrastructur@proaches.
Despite its promise, SaaS is not a panacea faraimplex people and process issues in most
organizations. It remains only a small fractiortred software industry and the application
code base in a typical enterprise. The best adoptth will be deliberate use of SaaS,
initially for narrow processes where the technolagg vendor capabilities are good matches.

7.5.6 2011 SaaS Definition
Hype Cycle for Software as a Service, 2011. Rdbeliesisto.

SaaSs is software that is owned, delivered and nethegmotely by one or more providers. If
the vendor requires user organizations to instdthere on-premises using their
infrastructures, then the application isn't Saa&.SSdelivery requires a vendor to provide
remote, outsourced access to the application, Assvenaintenance and upgrade services for
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it. The infrastructure and IT operations supportimg applications must also be outsourced to
the vendor or another provider.
The provider delivers an application based on glsiset of common code and data
definitions that are consumed in a one-to-many rhbgall contracted customers at any time.
Customers may be able to extend the data modedibhg gonfiguration tools the provider
supplies, without altering the source code. Thgagch is in contrast with the traditional
application-hosting model, in which the providepgarts multiple application codes and
multiple application versions or a customized dakgfinition for each customer.
SaaS is purchased on a pay-for-use basis or dsargiion based on usage metrics.
Purchasing is based on a subscription (for exanpeleuser, per-month fee) or use basis (for
example, allocating a certain number of transastion a fixed time period). A perpetual
license purchase isn't considered SaaS.
The following trends will affect various parts dktorganization:

e The buzz of cloud computing has increased theilitgilbf SaaS applications by user

organizations.

e The importance of integration with on-premises maplons and data sources has
greatly increased.

e Architectural differences have been magnified dyitime past year, due to the
variability offered in multitenant-infrastructur@proaches.

Despite its promise, SaaS is not a panacea faraimplex people and process issues in most
organizations. It remains only a small fractiorited software industry and the application
code base in a typical enterprise. The best adoptth will be deliberate use of SaaS,
initially for narrow processes where the technolagg vendor capabilities are good matches.

7.5.7 2012 SaaS Definition
Hype Cycle for Software as a Service, 2012. Rdbeltesisto.

SaasS is software that is owned, delivered and neghegmotely by one or more providers. If
the vendor requires user organizations to instdti\&re on-premises using their
infrastructures, then the application isn't Saa&SSdelivery requires a vendor to provide
remote, outsourced access to the application, Ass/eaintenance and upgrade services for
it. The infrastructure and IT operations supportimg applications must also be outsourced to
the vendor or another provider.

The provider delivers an application based on glsiset of common code and data
definitions that are consumed in a one-to-many rhbgall contracted customers at any time.
Customers may be able to extend the data modedibg gonfiguration tools the provider
supplies, without altering the source code. Thgagch is in contrast with the traditional
application-hosting model, in which the providepgarts multiple application codes and
multiple application versions or a customized daghnition for each customer.

Purchasing SaasS is based on a subscription (fongeaper-user, per-month fee) or use basis
(for example, allocating a certain number of tratisas for a fixed time period). A perpetual
license purchase isn't considered SaaS.

The following trends will affect various parts dktorganization:

50



e The buzz of cloud computing has increased theilitgilof SaaS applications by user
organizations.

e The importance of integration with on-premises aaplons and data sources has
greatly increased.

e Architectural differences have been magnified dythe past year, due to the
variability offered in multitenant-infrastructur@@roaches.

Despite its promise, SaaS is not a panacea fardimplex people and process issues in most
organizations. It remains only a small fractiorited software industry and the application
code base in a typical enterprise. The best adoptth will be deliberate use of Saas,
initially for narrow processes where the technolagyg vendor capabilities are good matches.
It is worthy to note that most new vendors in thplecation market tend to have SaaS as their
only or primary delivery model.

7.5.8 2013 SaaS Definition
Hype Cycle for Software as a Service, 2013. Rdbeltesisto

Software as a service (SaaS) is an applicationcgeavailable uniformly to all qualified
subscribers. The application software is ownedyeretd and managed by one or more
providers. A SaaS service subscriber is exposedtorthe application-level functionality,
configuration and other application tooling, anéslmot monitor, manage or control the
underlying infrastructure (including network, seisjeoperating systems, storage, databases or
application platform services).
A SaaS provider delivers an application based simaging model at one or more layers of
the application stack (i.e., application logic, iqagion platform, data platform and system
infrastructure). SaaS is consumed as a subscrip#ionce that may be based on per user per
month or some other quantifiable metric, such asstactions processed and logins.
The following are key cloud application stack @weristics typically exploited with SaaS:

» Service-based

» Scalable and elastic

* Shared

» Metered by use

» Uses Internet technologies

Software as a service (SaaS) is an applicationcgeavailable uniformly to all qualified
subscribers. The application software is ownedyeetd and managed by one or more
providers. A SaaS service subscriber is exposedtorthe application-level functionality,
configuration and other application tooling, an@slmot monitor, manage or control the
underlying infrastructure (including network, seisjeoperating systems, storage, databases or
application platform services).

A SaaS provider delivers an application based simaaing model at one or more layers of the
application stack (i.e., application logic, apptioa platform, data platform and system
infrastructure). SaaS is consumed as a subscrip#ionce that may be based on per user per
month or some other quantifiable metric, such assactions processed and logins.
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7.6

Radar Ecosystem Specialists SaaS Definitions

Year |Radar Report | Saas$ Definition
2006 [No report availible |No report availible
2007 |No report availible |No report availible
2008 |No report availible |No report availible
2009 [No report availible |No report availible
2010 |No report availible |No report availible
2011 |No report availible |No report availible
2012 [IT-Radar-2012 No Saas Definition
1. Software as a Service (SaaS). Kund erbjuds majlighet att anvanda applikationer som kars i leverantdrens
infrastruktur. Applikationerna kdrs genom en mindre kravande mjukvara, sasom en web-browser, eller
annan typ av mjukvara anpassad for andamalet. Kunden har inget direkt inflytande eller kontroll dver
infrastrukturen som driver applikationer, eller tillhérande utrustning sasom natverk och servrar. Kunden har
inte heller direkt och/eller full kontroll éver applikationens konfigurationer och kapacitet, annat an pa
Molntjanster_2012-{grundidggande niva. Leverantoren levererar applikation och kapacitet, med givna instaliningar, enligt
2013A [2016 dverenskommelse med kunden.
Saas$ (Software as a Service): contains the uppermost layer of the Cloud architecture, the actual business
application: e.g., CRM, ERP, collaboration, etc. SaaS users are generally “traditional” end-users within
Nordic-Cloud- business units. Saas provides applications/ services using a Cloud infrastructure or platform, rather than
Market-2014- providing Cloud features themselves. Often, kind of standard application software functionality is offered
2013B |16.pdf within a Cloud.
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