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Abstract

Thanks to advances in genome sequencing, empirical patterns of within-
and between-species genetic variation are readily available. By studying
these patterns much has been learned about the evolutionary histories
of species. But the causes and consequences of different evolutionary
histories are still difficult to tell apart. To this end, comparative analy-
ses of genetic variation under different models are required. This thesis
analyses genetic variation under specific models that are relevant for a
number of biological species.

Firstly, this thesis discusses a method for inferring the population-size
history of the population in question using simulated, as well as empiri-
cally observed frequency spectra of mutations. The method performs well
when applied to simulated data, provided that a large number of muta-
tions is sampled. However the estimation based on empirical data is bi-
ased. Secondly, the thesis studies a mainland-island colonisation model.
The model allows for different levels of multiple paternity in the popula-
tion. Multiple paternity promotes genetic variation. This effect is much
larger during colonisation than on the long run. Therefore, multiple pa-
ternity may facilitate the establishment of species in new areas. Thirdly,
this thesis analyses a colonisation model for species that reproduce both
sexually and asexually, and have limited dispersal capabilities. Due to
limited dispersal capabilities, sexual reproduction may be hindered lo-
cally, especially during colonisation. Unless the individuals are highly
sexual, a few clones establish the front of the colonisation forming wide
clonal colonies. Finally, this thesis analyses a joint effect of migration,
selection and random genetic drift during adaptation in subpopulations
subject to different environments. When divergent adaptation is driven
by mutations, the frequency at which mutations appear, as well as how
strongly they are selected for are the decisive parameters for whether or
not subpopulations can adapt to their respective environments despite
migration and drift. This remains to be analysed further.

Keywords: coalescent process, site frequency spectrum, multiple pa-
ternity, dominant clone, divergent selection.
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theoretical results, performed computer simulations, executed de-
mography estimation for the data simulated, and for the empirical
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1
Introduction

Genetic variation within and between biological species is a result of the
interplay of a number of evolutionary processes such as mutation, recom-
bination, random genetic drift, population-size fluctuations, migration,
and natural selection. Despite numerous theoretical advances made in
the field of population genetics, the mechanisms that allow the existing
species to evolve in response to temporally and spatially changing en-
vironments (adaptation), and possibly give rise to new species are not
fully understood [4–10]. The questions in population genetics that are
still hotly debated include the following. Why do most species reproduce
sexually, whereas some reproduce asexually or have both modes of re-
production [11–14]? Under which conditions do individuals in sexually
reproducing species exhibit mate preferences [15, 16]? Specifically, do
mate preferences promote or inhibit the tendency of a species to produce
new ones through the process of speciation [7]? Which genome regions
initialise the process of speciation [7–10]? When during speciation should
one expect to observe ‘concentrated genetic architectures’ of genes that
drive speciation, and what is the mechanism behind their establishment
[17]? Due to the heritability of genetic variation, the answers to these
and related questions can be gained by analysing empirical genome-wide
patterns of genetic variation from within and between species to search
for signatures of adaptation, and/or speciation [7–10]. Needless to say,
the interpretation of empirical genetic data relies on a theoretical under-
standing of how different evolutionary processes contribute to establish-
ing genetic variation. In this and the following chapters of this thesis,
a number of past and present theoretical advances in understanding the
patterns of genetic variation in natural populations are outlined.

Genetic variation is established via random mutations, and, in sexu-
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2 Chapter 1 Introduction

ally reproducing organisms, via recombination. Mutations alter genome
sequences (also called loci) by changing one or more nucleotides along
the locus. The process of recombination, instead, re-arranges pairs of
maternal or paternal genome sequences, thus producing individuals with
unique arrangements of genetic sequences along genomes, that is, unique
genotypes.

However, because natural populations have finite sizes, an individual
in the population in question may by chance fail to give rise to offspring.
This effect is referred to as random genetic drift. Thus, random genetic
drift limits genetic variation. This effect is larger in smaller populations.

In addition to loss by chance, demographic processes such as colonisa-
tion of new habitats, expansion or contraction of population size, mating
patterns (sexual and/or asexual reproduction, locally confined reproduc-
tion due to spatial structures of populations, etc.) can also affect the
extent of population genetic variation. For example, severe reductions of
population size limit the number of genotypes preserved in the popula-
tion.

The extent of genetic variation is also influenced by the process of
migration between geographically structured populations. On the one
hand, migrants can bring new genetic variants into populations, and
hence increase the within-population genetic variation. On the other
hand, migrants can decrease the between-population genetic variation.

Finally, natural selection acts in such a way that the better adapted
individuals have a higher chance of surviving, and establishing their off-
spring than those poorly adapted [18]. However unlike the processes
listed above which affect all genome-wide regions in a mutually similar
manner, natural selection acts locally on the genome regions which de-
termine the degree of individual’s adaptation to the environment, and on
the closely linked neutral regions (hitchhiking) [19, 20]. Natural selection
removes deleterious mutations at the loci targeted by selection (nega-
tive selection) or increases the frequency of beneficial mutations (positive
selection) [21]. Thus, natural selection is expected to reduce the within-
population genetic variation along regions targeted by selection, and their
closely linked neighbourhood by selecting against the genotypes that are
poorly adapted in the environment in question. However, natural selec-
tion may also favour individuals with different genetic variants (alleles) at
a given locus over the individuals with the same alleles at the locus. This
type of selection is known as balancing selection [21]. Moreover, when
populations are exposed to different environmental conditions, natural
selection is expected to favour different genotypes in the different pop-
ulations, thus increasing the between-population genetic variation along
the genome regions subject to selection [6, 7, 9, 22–24]. This is the so-
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called divergent selection.

In summary, the contributions of the processes described above in
establishing genetic variation are in general difficult to analyse jointly,
because they may differ over time but also between different genome
regions. But is it necessary to account for all these processes when
analysing empirical patterns of genetic variation? Which mechanism are
important for establishing and maintaining genetic variation in natural
populations? To answer these questions, more or less complex models
of the evolution of genetic variation must be analysed, and the underly-
ing model predictions must be compared against each other. This thesis
provides an advance in the endeavour in answering these questions by
considering a number of models relevant for biological species.

The basic models, such as the Wright-Fisher model [11, 25] or the
Moran model [26] neglect the effect of selection. These models are very
important because empirical studies [27–31] suggest that the majority of
genome-wide genetic variation is neutral or under weak selection. More-
over, neutral genetic variation provides a background for finding the
signatures of selection along the genome of the population in question
[7, 9, 10, 32].

In order to understand the patterns of neutral genetic variation using
population-genetics models, one commonly makes a number of simplify-
ing assumptions: 1) populations are of constant size, 2) mating is random,
3) populations are well mixed [11, 25, 33–35]. Under these assumptions,
the coalescent process [33] provides a powerful method for generating
ancestral gene genealogies of a sample of alleles at one or more loci from
a given population. Consequently, it provides a complete description of
the expected patterns of neutral genetic variation. However, it is likely
that neither of the three assumptions listed above is fulfilled in natural
populations [36–40]. Therefore, it must be understood: what are the
consequences on the patterns of genetic variation upon relaxing one or
more of these assumptions? Under which conditions is the coalescent
process not appropriate?

In Refs. [41, 42] it was suggested that the coalescent process describes
well gene genealogies under a varying population size, provided that the
timescale of population-size changes is much shorter or much longer than
the corresponding coalescent timescale. When the two timescales are
of the same order, the approximation based on the coalescent process
fails. The single-locus gene genealogies under varying population sizes
are fully determined by the results in Ref. [1] (their Eq. (20)). The effect
of population-size variations on two-locus gene genealogies is in general
more difficult to analyse than the effect on one-locus genealogies, and
simplifying assumptions concerning the population-size history need to
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be made in models. In Ref. [2] it was shown that severe reductions of
the population size during recurrent bottlenecks can promote the degree
of association between pairs of physically distant loci in comparison to
that expected using the coalescent process. This was discussed in more
detail in the Licentiate thesis [3].

Using the results of Ref. [1], the moments of the site frequency spec-
trum of mutations at a neutral locus under a given demographic his-
tory can be computed [I]. This was used in Ref. [I] to estimate the
demographic histories of Human populations using empirical genome-
wide data gathered in the 1000 Genomes Project [43]. As shown in
Ref. [I], empirical distributions of commonly used tests of neutrality
such as Tajima’s D [32], Fay & Wu’s H [20] and others, differ sub-
stantially between the different populations. The question arises: since
the empirical test distributions are different, how can one compare the
extents of selection at candidate loci under selection between the differ-
ent populations? This problem is resolved by integrating the estimated
demography of the population in question into the tests of neutrality,
yielding demography-adjusted tests [I]. Indeed, the empirical distribu-
tions of demography-adjusted tests are found to be similar between the
different Human populations [I]. However the demographies estimated
using empirical data are inevitably biased due to the assumptions made
to facilitate the estimation. It remains to be understood how this bias
influences the distributions of demography-adjusted tests. The results
obtained in Ref. [I] are further discussed in Chapter 3.

Apart from the effect of population-size fluctuations, it must be un-
derstood how different mating patterns, with or without limited move-
ment or dispersal capabilities of individuals influence the shape of gene
genealogies and hence the patterns of genetic variation in natural popu-
lations. Under which conditions are the assumptions that the population
is well-mixed and that its individuals exhibit random mating inappropri-
ate? In the model analysed in Ref. [II], mating is not random. Instead,
mating is allowed to result in higher or lower levels of multiple paternity.
Multiple paternity is observed in many species, including e. g. the ma-
rine snail Littorina saxatilis [15], and a number of fish and invertebrate
species [44–47]. The population in the model is also assumed not to be
freely mixing. Instead, the population inhabits a geographically struc-
tured habitat with a large source population (mainland) and a number
of islands that are assumed to be empty initially. While individuals in
each patch are assumed to mix freely, migration is allowed to occur only
between closest neighbouring patches. The analysis in Ref. [II] shows
that when the population establishes a steady state, the gene genealo-
gies are well described by the coalescent process, but with a coalescent
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timescale that depends on an effective population size [48]. The effective
population size depends on the level of multiple paternity in the popula-
tion [II]. However on short timescales, that is, during the establishment
of the individual island populations, the resulting gene genealogies and
the corresponding genetic variation cannot be described in terms of the
effective population size alone [II]. These results are further discussed in
Chapter 4.

The model presented and analysed in Ref. [III] considers the spatial
and genetic structure of a colonising population in which each individual
reproduces both sexually and asexually. Examples of species that have
the capacity for both sexual and asexual reproduction are the seaweed
Fucus radicans [49], aquatic plant Butomus umbellatus [50] and others.
Despite the fact that most species reproduce sexually [13], some species
are highly asexual, especially in young habitats or during expansions [50–
56]. The dominance of asexual reproduction has been argued for by a
number of selection-based hypotheses [53, 57–61]. But these hypotheses
have been difficult to prove empirically [62, 63]. The question is: un-
der which conditions can asexuals dominate over sexuals assuming that
genetic differences between them are selectively neutral? An important
difference between sexual and asexual reproduction is that the former
requires both sperms and eggs. Therefore, limited dispersal capabili-
ties and the underlying local sexual structure of the population can be
important confounding factors for sexual reproduction, as suggested in
Ref. [64]. This was tested in Ref. [III]. The results in Ref. [III] show that
clonal colonies establish the front of colonisation as long as the rate of
production of clonal propagules is not too low. On the long run the pop-
ulation establishes a homogeneous sex ratio, and the overall frequency of
sexual over asexual reproduction remains constant for a long time. But
due to the limited dispersal capabilities and locally confined reproduc-
tion, the overall genotypic variation in the population differs from that
expected under models of well-mixed populations with mixed sexual and
asexual reproduction, such as the model analysed in Ref. [65]. The results
obtained in Ref. [III] are further discussed in Chapter 5.

Finally, the effect of natural selection must be taken into account.
Basic models of natural selection consider a single well-mixed popula-
tion exposed to a given fixed environment [11, 25, 66, 67]. However, it
is well understood that when a species is subject to spatially changing
environmental conditions, its subpopulations can diverge, and hence ini-
tialise speciation [6, 7, 9, 22–24]. Therefore, it is necessary to analyse
models of geographically structured populations subject to divergent se-
lection. The joint effect of migration and divergent selection has been
extensively studied in the past [17, 68–76]. These studies showed that
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migration can limit or prevent divergence between subpopulations that
are exposed to opposing environments. In Ref. [17] it was shown that
divergent subpopulations tend to establish ‘concentrated genetic archi-
tectures‘. However it is still not well understood: how does the joint
effect of selection and migration change during the course of adaptation?
Under which conditions can two diverged subpopulations diverge further
despite the effect of migration and random genetic drift? When during
adaptation is the population expected to establish ‘concentrated genetic
architectures‘ [17]? What is the mechanism behind? These questions are
discussed in Chapter 6.

This thesis presents the background to the methods used, and of
findings discussed in Refs. [I, II, III]. It also presents a number of unpub-
lished results that are summarised in Chapter 6. The thesis is organised
as follows.

The basic models and concepts used in population genetics are in-
troduced in Chapter 2. This chapter is essentially Chapter 2 in the
Licentiate thesis [3]. It provides an introduction to the Wright-Fisher
model of reproduction [11, 25], an introduction to the coalescent process
[33], then to a number of common models of the processes of mutation
and recombination, and to modelling natural selection [11, 25, 66, 67].
Chapters 3-5 discuss the models analysed and the results obtained in
the papers [I, II, III], respectively. Chapter 6 outlines selected unpub-
lished results on local adaptation in two partly isolated subpopulations.
Finally, Chapter 7 summarises and discusses the main findings of this
thesis. Selected calculations are given in appendices.



2
Modelling population genetics

This chapter explains the basic models used in population genetics. The
chapter is essentially Chapter 2 in the Licentiate thesis [3]. It is organised
as follows. Section 2.1 explains the Wright-Fisher model of reproduction
[11, 25]. Section 2.2 summarises the idea behind and the main results
of the coalescent process, a powerful method for tracing the ancestry of
a sample of individuals from the population in question [33]. Modelling
of neutral mutations, and of recombination are covered in Section 2.3
[21, 35]. Section 2.4 explains common models of the process of natural
selection [11, 25, 66, 67, 77, 78].

2.1 Wright-Fisher model

The Wright-Fisher model [11, 25] for the population consisting of N
haploid1 individuals is based on the following three assumptions:

• generations are discrete and non-overlapping,

• the population size N is constant, independent of time,

• the number of offspring of an individual is binomially distributed
with the parameters N , and 1/N . Here N is the number of trials.
For each trial the success probability that this individual establishes
an offspring is equal to 1/N .

1In a cell of a haploid organism one finds a single copy of each chromosome. In
diploid organisms, by contrast, only sex cells carry a single copy of each chromosome
(thus, sex cells are haploid), whereas somatic cells carry paired chromosomes. These
are diploid cells. Two copies of a single chromosome in a diploid cell typically differ
in their genetic sequences.

7



8 Chapter 2 Modelling population genetics

The first assumption listed above implies that the members of the parental
generation produce progeny simultaneously, and that they are replaced
immediately afterwards. This assumption may be relaxed. For exam-
ple, in the Moran model [26] a single randomly chosen individual gives
rise to a child in each time step. At the same time, a single randomly
chosen individual dies. This individual may be the one that gave rise
to a child, but it may also be some other individual. In this model, one
generation is assumed to be equal to N , that is, to the average number
of time steps needed for an individual to be replaced by an offspring.
The generations are, thus, overlapping. Most of analyses in this thesis
assume non-overlapping generations, but a model introduced and dis-
cussed in Chapter 5 accounts both for overlapping and non-overlapping
generations.

In order to understand how genetic variation under the Wright-Fisher
model evolves in time, each individual is characterised by its genetic
sequence at the locus of interest (hereafter referred to as allele). Under
the three assumptions listed above, the Wright-Fisher population can be
generated as follows. The population in generation ℓ + 1 is obtained by
sampling at random with replacement N alleles from the alleles in the
population in generation ℓ. Each of the alleles from generation ℓ can be
a parent to an allele in generation ℓ+ 1 with probability 1/N . Similarly,
one generates the population in generation ℓ + 2 by sampling from the
individuals (alleles) in generation ℓ+ 1, and so on.

Due to random sampling in the Wright-Fisher population of a finite
size N , a given allele may become lost by chance. This effect is referred
to as random genetic drift. The effect of genetic drift is regulated by
the population size N : drift is stronger when N is smaller. This can be
explained as follows. Consider a locus with two possible alleles, denoted
by A1 and A2. Assuming that in generation ℓ there are i copies of A1,
the probability that there are j copies of A1 in generation ℓ+ 1 is:

pij =

(

N

j

)(

i

N

)j (

1−
i

N

)N−j

. (2.1)

The process defined with transition probabilities (2.1) inevitably reaches
an absorbing state that is characterised by complete loss of A1 (or A2)
and fixation of A2 (or A1) [79]. The average number of generations ℓloss
that the population needs to experience complete loss of genetic variation
at a given locus (also known as the mean fixation time) depends on the
initial frequency p0 of allele A1 according to [79]

ℓloss(p0) ≈ −2N [p0ln(p0) + (1− p0)ln(1− p0)] . (2.2)
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Here it is assumed that N ≫ 1. It follows that fixation occurs faster
when populations are of smaller size. This implies that the effect of
random genetic drift is stronger for smaller populations. The fixation of
A1 occurs with probability p0 [79]. Note also that in the limit of infinite
population size the allele frequencies are expected to remain unchanged.
This is commonly referred to as Hardy-Weinberg equilibrium [80, 81].

The Wright-Fisher model can be extended to account for sexually
reproducing diploid organisms. As an example consider a well-mixed
population of Nf females and Nm males that mate randomly. Since the
individuals are diploid, the population contains 2(Nf +Nm) alleles. As-
suming that Mendelian inheritance2 applies, one finds that the proba-
bility that two alleles sampled at random from 2(Nf + Nm) alleles stem
from a single allele in the previous generation is equal to (2Ne)

−1, where
[48, 79]

Ne =
4NfNm

Nm +Nf
. (2.3)

Here, Ne stands for an effective population size.

In summary, the Wright-Fisher and Moran model provide a method
for tracing the ancestry of the population or a given sample of the pop-
ulation generation by generation. But instead of doing this generation
by generation, the ancestry of the sample can be obtained much faster
using the coalescent process [33, 35]. This is discussed next.

2.2 Coalescent process

The coalescent process provides a fast method for tracing backwards the
ancestry of alleles sampled at the present time until the most recent
common ancestor (MRCA) of the sample is found. In what follows, the
ancestry of a given sample is called the gene genealogy (Fig. 2.1). This
section outlines the basic concepts behind the coalescent process. The
following is based on the results in Refs. [33, 35]

Consider aWright-Fisher population ofN haploid individuals. A gene
genealogy of n sequences sampled from this population at the present
time can be inferred using the standard coalescent theory. The derivation
of Eqs. (2.4)-(2.9) given below was described in Refs. [33, 35].

The probability P (n, 1) that n alleles sampled have n different ances-

2According to Mendelian inheritance, a child inherits at random one of the two
maternal alleles, and at random one of the two paternal alleles.
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tors one generation back in time is

P (n, 1) =
n−1
∏

i=1

(

1−
i

N

)

. (2.4)

Assuming that the population size is much larger than the sample size
(N ≫ n), P (n, 1) becomes

P (n, 1) ≈ 1−

n−1
∑

i=1

i

N
= 1−

n(n− 1)

2N
. (2.5)

The probability P (n, ℓ) that the sample has n distinct ancestors ℓ gen-
erations back in time satisfies P (n, ℓ) = P (n, 1)ℓ. In the case N ≫ n,
P (n, ℓ) can be approximated by

P (n, ℓ) ≈

(

1−
n(n− 1)

2N

)ℓ

. (2.6)

When n2 ≪ N , Eq. (2.2) reduces to

P (n, ℓ) ≈ e−ℓ
n(n−1)

2N . (2.7)

Therefore, ℓ + 1 generations back in time, the number of ancestors of a
sample is less than n with probability Pc(n, ℓ+ 1) given by

Pc(n, ℓ+ 1) ≈
n(n− 1)

2N
e−ℓ

n(n−1)
2N . (2.8)

In other words, in generation ℓ + 1 at least two sequences find their
common ancestor with probability Pc(n, ℓ + 1). Note that, under the
assumption N ≫ 1, the probability that more than two sequences find
their MRCA in a single generation is negligible and can be ignored. In
this case, thus, Pc(n, ℓ + 1) stands for the probability that a pair of se-
quences, among the n sequences sampled, find their MRCA in generation
ℓ+1 back in time. An event in which two sequences find their MRCA is
called a coalescent event.

From Eq. (2.8) it follows that the number of generations to the first
coalescent event in a sample of n alleles (τn) is approximately exponen-
tially distributed with mean:

〈τn〉 =
N
(

n

2

) . (2.9)

Thus, the average number of generations for obtaining a coalescent event
between any pair of lineages scales linearly with the population size,
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and it is inversely proportional to the total number of possible pairs
of the lineages in question (that is,

(

n

2

)

), each pair being equally likely
to coalesce. Noting that each coalescent event reduces the number of
ancestral lines to be traced back by one (Fig. 2.1), the time to the MRCA
of the entire sample is given by

∑n
i=2 τi, where τi (i = 2, . . . , n) are

independent random variables, distributed approximately exponentially
with mean N/

(

i

2

)

[35]. The total branch length Tn of a gene genealogy
of sample size n satisfies Tn =

∑n
i=2 iτi.

The coalescent process provides a method for generating an ensem-
ble of gene genealogies of sample size n much more efficiently than by
tracing the ancestry generation by generation. When a gene genealogy is
obtained, neutral mutations may be superimposed on it, and hence the
patterns of neutral genetic variation are fully described by the coalescent
process [35]. The number of mutations along a branch of length τi is
Poisson distributed with mean θτi/2, where θ = 2µN , and µ ≪ 1 is the
mutation probability per generation, allele, individual.

Apart from being efficient, the coalescent process is also robust, and
difficult to reject. It can be proven that the standard coalescent is not
only valid for the Wright-Fisher model, but also for many other pop-
ulation models, provided that the variance σ2 of the reproductive suc-
cess between individuals remains finite in the limit of N → ∞ (that
is, σ2/N → 0 in the limit of N → ∞) [34]. An example is the Moran
model introduced in Section 2.1. For this model it can be shown [34] that
the coalescent method is applicable, but with a factor N/2 in Eq. (2.9)
instead of N as in the Wright-Fisher model.

Although the coalescent process is built upon assumming that the
population size remains constant over time, in some cases it can be ap-
plied to fluctuating population sizes upon defining a corresponding ef-
fective population size Ne [41, 42, 48]. In Ref. [41] it was shown that
the effective population-size approximation is applicable for the cases of
both slow and rapid population-size fluctuations (in relation to the co-
alescent timescale). In the former case, the effective population size is
approximately equal to the population size at the present time. In the
latter case it is equal to the harmonic mean of temporal population sizes
Nℓ [41]

Ne =

(

lim
L→∞

1

L

L−1
∑

ℓ=0

1

Nℓ

)−1

. (2.10)

Here, L is the number of generations back in the past since the present
time.

However, when population-size fluctuations are neither slow nor fast
in comparison to the coalescent time scale, the result of the standard
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MRCA

present

past

τ 5
τ 4

τ 3
τ 2

Figure 2.1: Gene genealogy of a sample of size n = 5 (illustration).
The times during which the gene genealogy has exactly i = 2, 3, 4, 5 lines
are denoted by τi. The most recent common ancestor of the sample is
denoted by MRCA. This figure is taken from the Licentiate thesis [3].

coalescent approximation that makes use of Eq. (2.10) may not be appro-
priate to describe typical gene genealogies [1, 41]. The results in Ref. [1]
(their Eq. (20)) allow for computing moments of the total branch length
〈T k

n 〉 (k = 1, 2, . . .) of gene genealogies for populations of varying sizes.
The approach outlined in Ref. [1] for computing the moments makes use
of ‘the population-size intensity function’ [82], that accounts for temporal
changes in the coalescent time scale due to population-size fluctuations.
More details on the derivation of this result are given in Refs. [1, 3].
For k = 1, Eq. (20) in Ref. [1] agrees with the result in Ref. [83]. The
expression for the second moment in Ref. [1] is in agreement with the
corresponding result in Ref. [84].

Finally, note that apart from the standard coalescent, there are also
other types of coalescents, such as Xi-coalescents [85–88]. Under a Xi-
coalescent, multiple ancestral lines are allowed to merge in a single an-
cestor in a given generation. This type of Xi-coalescents is also known
as the Lambda-coalescent [86]. In a more general case, a Xi-coalescent
allows for simultaneous multiple mergers in a given generation.

A Xi-coalescent is obtained under models allowing for skewed off-
spring distribution among individuals in a population [89], in models
that account for selective sweeps [88], as well as in models of populations
that undergo recurrent bottlenecks in their histories [2, 90].
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In the next section, modelling the processes of mutation and recom-
bination are discussed.

2.3 Mutation and recombination

Mutations alter the sequence of nucleotides at a given locus, and hence
contribute to increasing genetic variation at this locus. The nucleotide
sequence can be changed by mutations in several different ways. One
possibility is that mutations induce a change of one or more nucleotides
in the sequence. Other possibilities include nucleotide rearrangements
within sequences, such as inversions, or translocations [21]. Mutations
may also shorten or extend the sequences (deletions and insertions). This
section discusses commonly used models for neutral mutations. Models
including natural selection are covered in Section 2.4.

When modelling neutral mutations, one uses the so-called infinite-
alleles model [91]. Under this model, each mutation gives rise to a new
type of an allele. This model is appropriate when empirical data provide
only the information whether a diploid individual has the same alleles
at a given locus (homozygote), or it has different alleles at the locus
(heterozygote). Data of this kind are, for example, amplified fragment
length polymorphisms (AFLP) [92].

Another used model is the infinite-sites model [93]. In this model one
treats loci as infinitely long sequences of nucleotides (i. e. sites). It is as-
sumed that each mutation occurs at a new site, causing single nucleotide
polymorphisms (SNPs). Under this model, thus, exactly two different
nucleotides appear at each polymorphic site. This model is appropriate
for ‘complex’ species that have long genomes, e. g. Humans [43].

Yet another used model is the stepwise-mutation model [94–96]. In
this model an allele is defined by the number of repeated sequences of
base pairs it contains, and it is assumed that a mutation occurring at
a given locus may either decrease or increase the number of repeated
sequences by one [94] (for example, due to deletions, or insertions). The
stepwise-mutation model is commonly used to describe genetic variation
at microsatellite loci3.

In this thesis mutations are modelled according to either the infinite-
alleles or the infinite-sites model. It is assumed that mutations accumu-
late along a given locus with the probability µ per generation, sequence,
individual. For simplicity, the probability µ is further assumed to be
constant over time.

3Microsatellite loci contain repeated sequences of two to five base pairs. Alleles at
a given microsatellite locus mainly differ by the number of repeated sequences [96].
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Figure 2.2: Recombination due to crossover of maternal chromosomes
(schematically). (a) Two maternal and two paternal chromosomes. Left
coloured areas of the chromosomes depict allelic types at locus a, and
right coloured parts depict allelic types at locus b. Two maternal chromo-
somes split in two parts. Each part stemming from one copy of maternal
chromosomes attaches to the opposite part of the other copy of maternal
chromosomes (depicted by arrows). As a result, the combination of al-
lelic types at the two loci in the offspring is different from that in either
of its parents (panel b). This figure is a modified version of Fig. 2.1 in
the Licentiate thesis [3].

Apart from the process of mutation, in diploid organisms it is further
necessary to account for the process of genetic recombination as a source
of multi-locus genetic variation. Indeed, recombination re-arranges pairs
of maternal or paternal chromosomal sequences (chromosomal crossover,
Fig. 2.2), and thus contributes to multi-locus genetic variation. As a con-
sequence, an offspring typically inherits neither a complete (‘unbroken’)
set of chromosomes from the mother, nor a complete set of chromosomes
from the father [21, 79]. Apart from crossover, there are other types of
recombination such as gene conversion [21]. In this thesis recombination
is assumed to occur due to chromosomal crossover.

Empirical data show that the probability that a pair of loci on the
same chromosome recombines is larger when the two loci are farther
apart [97]. But the recombination rate is known to be inhomogeneous
along the Human genome [98]. It is common to express the physical
distance between two loci in terms of the probability r that a chromosome
recombines between the two loci per generation, chromosome, individual.
In this thesis, it is assumed that r is constant over time.
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Note that in well mixed populations, assuming random mating and
Mendelian inheritance, the association of neutral genetic variation be-
tween a pair of loci situated at different chromosomes is random. Such
loci are said to be in linkage equilibrium. Otherwise, loci are said to be
in linkage disequilibrium [98–102].

Finally, recall that up to now, models of neutral genetic variation were
outlined. The next section discusses basic models of natural selection.

2.4 Selection

In the previous sections, models and sources of neutral genetic variation
were discussed. However, the effect of natural selection inevitably influ-
ences the patterns of genome-wide genetic variation. Darwin proposed
that the survival (viability) and/or reproductive success (fecundity) of
an individual depend on the environment that the individual is exposed
to: the individual may be more or less ‘fit’ [18]. Less fit individuals re-
produce less successfully than better fit individuals. In other words, less
fit individuals are ‘selected’ against in a given environment, and their fre-
quency is expected to progressively decrease in the population (‘survival
of the fittest’) [18]. This is the basic idea behind the process of natural
selection.

But what determines how individuals perform in a given environ-
ment? Depending on the environment, specific biological traits, such as
resistance or susceptibility to a certain disease, size, tolerance to high,
or low salinity, and similar, may be particularly important for survival,
or fecundity of individuals. For example, in the populations of the sea
snail Littorina saxatilis, individuals that are larger, have thicker shells,
and smaller feet survive better in crab-exposed than in wave-exposed en-
vironments [36]. The opposite is true for the smaller individuals, with
thinner shells, and larger feet: these are better equipped to withstand fre-
quent waves, than crab attacks. The two types of individuals are said to
belong to ‘divergent ecotypes’ of L. saxatilis, that are a result of natural
selection acting in opposing directions in wave- and crab-exposed envi-
ronments [36]. Note that the characteristics of biological traits that are
relevant for the fitness of an individual are commonly referred to as the
phenotype. Consequently, it is commonly stated that natural selection
acts on phenotypes.

However, a phenotype under the given environment is determined by
the genotype of the individual in question at specific loci on the genome
[6–10, 25, 77, 78]. These loci may be exposed to weaker or stronger nat-
ural selection. Alternatively, the loci may exhibit ‘plasticity’ that allows
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the individuals with the same genotype to exhibit different phenotypes in
response to different environments [103]. The effect of plasticity on the
capacity of individuals to adapt is still poorly understood [7], and it is
beyond the scope of the present thesis. In what follows, two well-known
models of natural selection are outlined.

In a simple model of a population subject to natural selection it is
assumed that selection acts on a single locus. The population is further
assumed to be diploid, well mixed, and randomly mating. At the lo-
cus targeted by selection, the population is assumed to have two alleles,
denoted by A1, and A2 below. One of the two alleles (say, A2) is ad-
vantageous in comparison to the other (A1). The fitness of the different
genotypes, each being determined by a pair of alleles at a given locus, is
assumed to be as follows: the fitness of the homozygote A1|A1 is equal
to unity, the fitness of the heterozygote A1|A2 is equal to 1 + s, and the
fitness of the homozygote A2|A2 is equal to 1 + 2s. Here, s is a selec-
tion coefficient that determines the selection strength for the beneficial
allele A2, and selection is assumed to be additive. The population size is
further assumed to be constant over time, and the number of offspring
reproduced by a given individual is directly proportional to the ratio of
the fitness of the individual over the average fitness of all individuals
in the population. Under these assumptions it can be shown under a
deterministic approximation that the stable steady state of the system
initialised with alleles A1 and A2 corresponds to the fixation of allele
A2 (and extinction of allele A1) [25]. However, in finite populations the
effect of random genetic drift needs to be taken into account. Due to
random fluctuations, the advantageous allele A2 can experience extinc-
tion by chance, especially if its initial frequency in the population is low.
The fixation probability of the advantageous allele A2 that is introduced
in the population of size N at a frequency p0 can be approximated by
[77, 78, 104]

pfix(p0) ≈
1− e−4sp0N

1− e−4sN
. (2.11)

Here it is assumed that N is large. When only one advantageous advan-
tageous allele that is weakly selected for is introduced in the population
(p0 = (2N)−1), and Ns ≫ 1, then Eq. (2.11) reduces to pfix ≈ 2s. The
latter expression was derived in Ref. [105]. The fixation of the advanta-
geous allele at the locus under selection is referred to as selective sweep
[106]. For populations of large size (N ≫ 1), and when Ns ≫ 1, the
average number of generations τsweep needed for the sweep to occur when
p0 = (2N)−1 can be approximated by [107, 108]

τsweep ≈ 2
ln(4Ns)

s
. (2.12)
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As Eq. (2.12) shows, the duration of the sweep is longer in larger than in
smaller populations, all else being the same. Conversely, the duration of
the sweep is shorter when selection for the advantageous allele is stronger.
Note that genetic variation at a neutral locus closely linked to the locus
that experiences selective sweep is expected to be reduced due to the
sweep [109]. Namely, an allele at the neutral locus that is associated to
the advantageous allele A2 establishes more offspring in relation to other
alleles at the neutral locus that are associated to the allele A1. This effect
is referred to as hitchhiking [109]. The effect of hitchhiking is stronger
the closer the neutral locus to the selected one is [107–109].

Another well-known model of natural selection is Fisher’s geometric
model of adaptation in a well-mixed random mating population subject
to a given fixed environment [11]. This model was analysed in great detail
in Refs. [66, 67]. In the model individuals are subject to selection that
acts on many (say, η) traits. The traits are visualised as mutually orthog-
onal axes in an η-dimensional space. The environment is assumed to be
such that it is optimal for a particular point Θ in this space. Here, Θ is
an η-dimensional vector, and it is referred to as optimal phenotype. The
question is: how do the individuals of the population reach this optimal
phenotype, and hence adapt to the given environment? The individuals
that do not have the optimal phenotype may adapt due to, for example,
mutations that make changes to individuals’ phenotypes [66, 67], or due
to recombination that may form new genotypes more or less fit than the
genotypes present in the population [7, 10, 17, 75, 110]. Alternatively,
‘standing genetic variation’ may contribute to adaptation when environ-
mental conditions exhibit temporal changes [111]. Namely, some loci
may be neutral under particular environmental conditions, and hence
accumulate standing genetic variation. When the environment changes,
and these loci become targets of selection, their standing genetic varia-
tion can facilitate adaptation by increasing the chance that particularly
beneficial alleles are present in the population. These beneficial alleles
then may increase in frequency due to selection [111]. This thesis is
mostly concerned with the former sources of adaptation. The impor-
tance of standing genetic variation for adaptation is briefly discussed in
Chapter 6.

In Refs. [66, 67], a mutation is assumed to either increase or decrease
the phenotype of the individual in question by an amount that is referred
to as the mutation-effect size. The mutation can either move the phe-
notype towards the optimum or away from it. In the former case, thus,
the mutations are deleterious, and they cannot persist and establish in
the population due to the effect of natural selection. By contrast, ben-
eficial mutations may establish in the population, but this depends on
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the interplay between random sampling effects in populations of finite
sizes (genetic drift) and natural selection. This is discussed next for the
fitness function used in Ref. [67].

In Ref. [67], the fitness wr of a resident with the phenotype denoted
by zr below is assumed to be given by

wr = e−
(zr−Θ)2

2σ2 . (2.13)

Here, σ is a parameter that determines the strength of selection towards
the optimum. Selection is stronger when σ is smaller, and vice versa.
To estimate the fixation probability of a beneficial mutation under this
model, one can make use of Eq. (2.11). Indeed, assuming that the resident
individuals in the population have the phenotype zr, and that, upon
fixation of the mutation, the individuals have the phenotype zm, the
selection strength 2s for the mutant individuals can be estimated using
[67, 104]

2s =
wm

wr
− 1 . (2.14)

Note that the factor two on the left hand side of Eq. (2.14) appears
because here it is assumed that the population is diploid. By contrast, in
Refs. [67, 104] the population was assumed to be haploid, and hence the
selection strength s in Refs. [67, 104] is two times larger than that given
by Eq. (2.14). The results obtained in Ref. [67] are briefly discussed next.

It was found in Ref. [67] that the distribution of the mutation-effect
sizes fixed in the course of adaptation is approximately exponential pro-
vided η is large enough (i. e. η ≥ 5). This conclusion does not depend
on the probability distribution from which the mutation-effect sizes are
drawn in the course of adaptation [67]. The same is true for alternative
fitness functions that differ from that in Eq. (2.13). Furthermore, the
conclusion also holds independently of the initial distance of the average
phenotype of the individuals from the optimum, and on when during
adaptation the statistics of the factors fixed is made [67]. These findings
fully describe the effect of selection and genetic drift in a freely-mixing
population subject to a given (fixed) environment. However, no such
general results are available for geographically structured populations
that are subject to different environmental conditions along their distri-
butions, and that are not completely isolated from each other.

In summary, this chapter presented a number of existing theoretical
results that concern the effect of different evolutionary processes on ge-
netic variation. They provide a basis for interpreting empirical genome-
wide genetic patterns. But because precise life histories of individuals are
in general unknown, interpretations of empirical data inevitably depend
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on particular assumptions concerning the underlying population-size his-
tory, and population structure. As a consequence, different assumptions
may give rise to different conclusions concerning the historical evolu-
tionary events [112]. Furthermore, genetic variation in natural popula-
tions is inevitably influenced by stochastic fluctuations (random sampling
due to finite population sizes, then mutations, recombination, and pos-
sibly migration in geographically structured populations occur with a
given probability etc.). The effect of different population-size histories,
and population structures in the presence of stochastic fluctuations can,
however, be tested using models. This thesis first discusses the effect of
population-size fluctuations on site frequency spectra of mutations under
piecewise constant demographies (Chapter 3, paper [I]). The effect of a
population structure in the presence of different levels of multiple pater-
nity is discussed in Chapter 4 (paper [II]). Next, Chapter 5 analyses the
effect of a population structure but in the presence of mixed sexual and
asexual reproduction. Finally, Chapter 6 (unpublished results) discusses
the effect of migration, selection and drift.
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3
Frequency spectra of SNPs

under varying population sizes

As explained in the introduction, genome-wide patterns of genetic varia-
tion are shaped by a joint effect of random genetic drift, demographic his-
tory, and natural selection. In the previous chapter it was described how
each of these processes individually influences genetic variation. How-
ever, the results outlined in the previous chapter are based on the as-
sumption that the demographic history of the population in question, as
well as the selection strength are known, whereas this is not true in re-
ality [7, 10, 36, 104]. While the demography is expected to influence the
whole genome in a similar manner [27], the effect of selection is likely to
be different genome-wide. The latter is because the strength of selection
may differ between different regions targeted by selection [28, 84], as well
as because the effect of selection on closely linked neutral regions can
differ due to genome-wide inhomogeneity of the recombination rate [98].
Thus, interpreting genome-wide empirical data is challenging [112]. A
number of past and present advances concerning this task are discussed
in this chapter.

In the past, many statistical tests of neutrality of genome regions were
proposed. Examples include Tajima’s D [32], Fay & Wu’s H [20], and
others. These tests are based on comparing empirical frequency distribu-
tions of SNPs to those expected under the null model that assumes that
mutations are neutral, and that the population size is constant. The
frequency distributions of SNPs are commonly referred to as site fre-
quency spectra (SFS). The site frequency spectra can be either unfolded
or folded. To obtain unfolded SFS it is necessary to know the ancestral
nucleotide at the site in question. If this information is available, then

21
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the number of individuals (i) that carry a mutation at this site ranges
from i = 1 to i = n − 1 where n denotes the sample size. The number
of mutations appearing in i individuals is denoted by ξi. The unfolded
SFS is given by the counts ξi (i = 1, . . . , n − 1). When empirical data
do not provide an information about the ancestral nucleotide at a given
site, one uses folded SFS. The counts of the folded SFS (denoted by ηi
below) satisfy [113]

ηi = ξi + ξn−i , where i = 1, . . . ⌈
n− 1

2
⌉ . (3.1)

In Eq. (3.1), ⌈x⌉ denotes the smallest integer not less than x. The mo-
ments of the site frequency spectra of neutral mutations (Appendix A)
can be expressed in terms of the branch lengths of gene genealogies of a
given sample, and they were derived in Ref. [114].

Tests of neutrality mentioned above make use of the fact that the
SFS of a genome region under selection and its neighbourhood differ
from the SFS expected for neutral regions (not linked to the selected
ones). However the difference between the former and the latter SFS
depends on the strength of selection, as well as whether sampling is done
during or after a selective sweep [112, 115]. If the locus under selection
or a closely linked neutral region are sampled during a selective sweep,
it is expected that mutations of intermediate frequency appear in excess
[20, 112]. However immediately after a selective sweep, the locus under
selection and its closely linked neutral regions show an abundance of mu-
tations of high frequency [20]. Furthermore, the effect of hitchhiking on
neutral loci decreases with increasing the time after the selective sweep
because new mutations at the neutral locus accumulate after the sweep.
Thus signatures of selection can be visible in different parts of the SFS
(typically high or intermediate mutation counts). For this reason differ-
ent tests assign different weights to the spectrum counts ξi [116]. For
example, Tajima’s D is designed to capture an excess (or a deficit) of
mutations of intermediate frequency. This test is powerful against rela-
tively recent selective sweeps that are caused by strong selection [115].
By contrast, Fay & Wu’s H is sensitive to an excess of mutations of high
frequency, and it can be more powerful than Tajima’s D to detect very
recent hitchhiking events [20].

However recall that the null-model in these tests of neutrality is not
only based on the assumption that all mutations are neutral, but also that
the past population size was constant over time. As a consequence, devi-
ations from ‘neutrality’ detected by these tests can be due to selection, as
well as due to population-size fluctuations [20, 115–117]. Indeed, the SFS
of neutral mutations obtained under population-size fluctuations, as well
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Figure 3.1: Distribution of test values over all sliding windows (window
size 105 base pairs, sliding step size 104 base pairs) across the genomes of
the Human populations: YRI (black), CEU (blue), CHB (green). Left:
Tajima’s D. Right: Fay & Wu’s H . The empirical data are taken from
Ref. [43]. This figure shows the first two upper panels of Fig. 5 in Ref. [I].
For further details, see Ref. [I].

as the corresponding null-distributions of the tests may differ substan-
tially from those expected for populations of constant size, e. g. due to
recent population-size expansions or bottlenecks [28, 113]. However, a de-
mographic history is expected to have an impact on all genome regions,
whereas the effect of selection is more or less local on a genome-wide
scale. This motivated many researchers to use the quantiles of empiri-
cal genome-wide distributions to detect deviations from neutrality [29–
31, 118, 119]. As an example, Fig. 3.1 shows empirical genome-wide test
distributions obtained by scanning the genomes of three different Human
populations [I]. As this figure shows, the empirical test distributions dif-
fer substantially between the different populations. The question arises:
since the empirical distributions corresponding to different populations
have different shapes, how can one compare the extents of selection on
candidate regions between the different populations? In order to answer
this question, the underlying demographies must be estimated. Next,
the estimated demographies need to be integrated into SFS-based tests
of neutrality to obtain demography-adjusted tests [I]. A method for esti-
mating Human demographies is discussed next. Details concerning how
demography-adjusted tests are obtained are given in Ref. [I].

The demographic history of the population in question can be in-
ferred by applying a maximum-likelihood method to empirical spectra
of intergenic, physically distant SNPs [28, 120, 121]. The former is re-
quired because intergenic SNPs are expected to be neutral [28, 120, 121],
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but this expectation has been challenged [122]. The latter requirement
serves to simplify the analysis because distant SNPs are approximately
uncorrelated. For uncorrelated SNPs, the counts ξ1, ξ2, . . . are multinomi-
ally distributed. Apart from these two requirements concerning empirical
data, it is further necessary to make assumptions on the underlying model
of population-size histories. This facilitates the maximum-likelihood ap-
proach. The method applied in Ref. [I] is based on a piecewise constant
population-size model in which the population size is assumed to have ex-
perienced at most two sudden changes in the past. This model has been
suggested [28, 29, 121] as an approximation to the main events of the
Human out-of-Africa expansion [37–39, 123]. The maximum-likelihood
procedure for inferring the parameters of this demographic model re-
quires the first moment of the site frequency spectrum 〈ξi〉 (or 〈ηi〉) to
be computed. This can be done using simulations, but the procedure is
facilitated if analytical expressions are available. As shown in Ref. [I], the
analytical expression for the first moment of the site frequency spectrum
under the demographic model assumed can be obtained by combining
the results given in Ref. [1] to those given in Ref. [114] (Appendix A). To
avoid possible miss-specifications of the ancestral sequences, the demog-
raphy estimation in Ref. [I] was based on folded SFS. After obtaining
the analytical expression for 〈ηi〉, the maximum-likelihood demography
is estimated as follows. A wide range of candidate demographies (with
different values of model parameters) are chosen to be tested. For each
demography, the expected spectrum counts 〈ηi〉 (i = 1, . . . , n − 1) in a
sample of size n are computed. Next, for each demography, the proba-
bility to observe empirically obtained counts ηi under the demography is
computed. Finally, the maximum-likelihood demography is estimated by
finding the demography with the highest likelihood among the candidate
demographies tested.

Note that empirical spectra are inevitably influenced by stochas-
tic fluctuations. The effect of fluctuations is reduced by using a large
number of SNPs as an input for demography estimation. To estimate
the number of SNPs needed for the demography estimation to be reli-
able, the maximum-likelihood procedure described above was tested in
Ref. [I] against simulated data under two reference demographies. The
maximum-likelihood estimation was found to perform well when the es-
timation was based on at least 105 independent SNPs [I]. By contrast,
the estimation performed poorly when the number of SNPs was set to
104 [I]. In Ref. [I], this analysis of the performance of demography esti-
mation served to guide the sampling of empirical data (gathered in the
1000 Genomes Project [43]) that were then used for the estimation of the
demographies of ten Human populations.
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Figure 3.2: Distribution of demography-adjusted test values over all slid-
ing windows (window size 105 base pairs, sliding step size 104 base pairs)
across the genomes of the Human populations: YRI (black), CEU (blue),
CHB (green). Left: Tajima’s D. Right: Fay & Wu’s H . The empirical
data are taken from Ref. [43]. This figure shows the first two lower panels
of Fig. 5 in Ref. [I]. For further details, see Ref. [I].

The Human demographies estimated in Ref. [I] are consistent with
the demographies estimated in Refs. [28, 121]. The site frequency spec-
tra of non-African populations under the model assumed are consistent
with a population bottleneck, whereas the maximum-likelihood demogra-
phy of the African population ASW corresponds to two past population-
size expansions. The maximum-likelihood demographies of the two other
African populations sampled (YRI, and LWK) correspond to a population-
size expansion followed by a very recent population-size decline.

The demographies estimated allow for demography-adjusted tests to
be constructed and applied to genome scans [I]. Recall that demography
estimation is based only on intergenic, physically distant SNPs, each pair
of SNPs being at least 5 · 104 base pairs separated. By contrast, the dis-
tributions of demography-adjusted and unadjusted tests are obtained by
computing test values along continuous sliding windows containing 105

base pairs (sliding distance 104 base pairs). The sliding-window approach
was suggested in Ref. [30]. The results reported in Ref. [I] show that,
unlike the distributions of the demography-unadjusted tests, the distri-
butions of demography-adjusted tests are similar between the Human
populations sampled (compare Fig. 3.2 to Fig. 3.1). Thus a compari-
son of the extents of selection at the candidate regions between different
populations is facilitated when using demography-adjusted tests of neu-
trality.

In Ref. [I] it was further found that the unadjusted empirical test
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values are, apart from some deviations, roughly linearly related to the
adjusted empirical test values. As a consequence, both demography-
adjusted and unadjusted tests detect the same candidate regions under
selection [I]. A linear relationship was also found between demography-
adjusted and unadjusted test values obtained for simulated SFS of neu-
tral mutations under a given null demography [I]. However, in the
simulations, as well as in the derivation of both adjusted and unad-
justed tests, the effect of recombination on genetic sequences is neglected
[20, 30, 32, 115, 116]. By contrast, the effect of recombination cannot
be neglected along empirical genome-wide sequences. As suggested in
Ref. [32], recombination is expected to shrink the theoretically expected
distributions. However, the effect of recombination can differ between
adjusted and unadjusted tests, and thus possibly distort the linearity
observed in computer simulations. The extent of distortion is likely to
depend on the recombination rate at a given genome region. As men-
tioned above, empirical test distributions revealed that a small amount
of regions deviate from a linear relationship between the adjusted and
unadjusted test values. These deviations can be caused by a joint effect
of selection and recombination along these regions. In order to under-
stand how recombination alters demography-adjusted and unadjusted
tests, further computer simulations that incorporate the effect of recom-
bination must be made.

The demography-adjusted tests described above are based on de-
mographies estimated using empirical spectra. In Ref. [124] it was argued
that the exact underlying demography cannot be estimated using site
frequency spectra, because substantially different demographies can give
rise to exactly the same spectra. However when demography estimation
is constraint to a simple model, such as the one used here, the parameter
values of the maximum-likelihood demography are sufficiently close to
the corresponding parameter values of the true underlying demography,
provided that the estimation is based on a large number of SNPs.

In summary, both unadjusted and adjusted test distributions detect
the same candidate regions under selection. However empirical distri-
butions of demography-adjusted tests facilitate the comparison of the
extents of selection on candidate regions between different populations,
whereas such a comparison is difficult to make using unadjusted tests.
Still, the results outlined above are based on a number of simplifying
assumptions. Firstly, intergenic regions may not be neutral [122]. Sec-
ondly, candidate demographies were constrained to a simple demographic
model. Finally, the effect of recombination is neglected in test definitions.
It remains to be understood how these assumptions influence the results
presented.
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Multiple paternity in

geographically structured

populations

In the previous chapter it was discussed how the patterns of neutral ge-
netic variation in populations of varying size differ from the patterns in
populations of constant size. The demographic history of Humans was
approximated by varying population sizes that account for past sudden
population-size changes. In other words, in the approximation made, the
exact geographic structure with migration between the individual popu-
lations after their establishment, as well as the process of establishment
of a given population after the first founder event were neglected. How-
ever natural populations are geographically structured, and many are
currently ongoing colonisations of new habitats thanks to the process of
migration. Furthermore, natural populations can be subject to frequent
extinctions in particular local geographic areas. In this case, the popu-
lations that persist in near-by habitats (so-called refuge areas) may give
founders to the locally extinct areas, and hence re-establish populations.
Whether or not this happens depends on the movement and dispersal
capabilities of the population (in relation to the underlying geographic
structure of the habitat), as well as on the capacity for population growth
starting from the first founders in a given area. For the latter, the amount
of genetic variation that the founders bring into new areas can be critical,
especially if areas are subject to unstable environmental conditions. If
the population colonises the habitat in a stepwise fashion from a large
source area, the genetic variation of the founders can decrease as the
distance from the source refuge population increases (repeated founder
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events) [125]. This is particularly true when considering genetic variation
in recently colonised areas, as new genetic variants arising due to typi-
cally rare mutations can be neglected on short timescales [125]. But it
has been suggested in Ref. [126] that this tendency may be counteracted
by a particular mating pattern - multiple paternity [15, 127]. Therefore,
it needs to be understood: how does multiple paternity influence genetic
variation? Does the effect of multiple paternity differ during and after
the establishment of populations in geographically structured habitats?
To answer this question, a mainland-island colonisation model was anal-
ysed in Ref. [II]. The results obtained in Ref. [II] are presented in this
chapter.

An example species for which the model analysed in Ref. [II] is rele-
vant is the marine snail Littorina saxatilis. This snail has been (and is)
colonising new areas [126], and offspring of single females stem from mul-
tiple males [15, 127]. L. saxatilis spread from refuge areas to the northern
Atlantic after the last ice-age, 12000−15000 years ago [15]. Due to the re-
treat of the ice-cap, many islands became available as potential habitats,
and new geographic areas over which this species can spread continue to
emerge due to the uplift of land [15, 126, II]. In the archipelago along
the Swedish west coast, that comprises of mainlands, islands and sker-
ries (ordered by a decreasing size and age, see Fig. 4.1), the mainlands
are likely to be the source populations from which younger islands and
skerries were populated [126, 128]. Furthermore, since L. saxatilis has
limited movement capabilities, and its individuals are unlikely to survive
in the water, the colonisation of new habitats probably occurred (and is
still occurring) by rafting in a stepwise fashion from the mainlands as
the oldest source populations [126, 128]. The colonisation of new areas
is relatively infrequent [128]. But this species has a high capacity for
population growth, as females carry up to a hundred or more offspring
beneath their shells. Census population sizes on islands and skerries are
found to range between 102 and 103 [128]. This suggests that one founder
female can colonise an island or a skerry in a single generation. As noted
above, L. saxatilis is also known for its extremely high level of multiple
paternity. A brood of a single female is typically sired by 15− 23 males
[15, 127]. Multiple paternity has also been found in a number of fish and
invertebrate species, but in these species the number of sires per female
brood is smaller, around six to ten [44–47].

To understand the importance of high levels of multiple paternity
during and after colonisation of a geographically structured habitat, a
model that allows for both low and high levels of multiple paternity in
the population was analysed in Ref. [II]. The results in Ref. [II] concern
the spatial and temporal dynamics of genetic variation at a single locus
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Mainland
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Skerry

Colonisation Path

Figure 4.1: Illustration of the colonisation process of an archipelago by
the marine snail L. saxatilis (schematically) in accordance with the re-
sults reported in Refs. [126, 128]. The mainland is coloured red, whereas
islands, and skerries are coloured green, and blue, respectively. The size
of islands is typically much smaller than the size of the mainland. The
same is true when comparing skerries to islands. Furthermore, the main-
land is the oldest habitat, whereas islands and skerries appeared subse-
quently by the uplift of land [126]. Arrows depict a possible colonisation
path in agreement with the findings of Refs. [126, 128]. This figure is
taken from Ref. [3].

that is assumed to be neutral. The model and the results obtained in
Ref. [II] are discussed next.

Motivated by the life history of the snail L. saxatilis outlined above,
the colonisation of the habitat is modelled as follows. The habitat is
assumed to consist of a mainland, and of islands arranged linearly at
increasing distances from the mainland. In most of simulations, the
number of islands k was set to k = 10. At the beginning of the pro-
cess of colonisation, the mainland is assumed to be occupied, whereas
the remaining islands are empty. The lifecycle of individuals (that are
assumed to be diploid) occurs in the following order: mating, migration,
reproduction, death of adult individuals. The generations are assumed
to be discrete and non-overlapping. Since mating is assumed to occur
before migration, the migration of males can be neglected. The process
of mating occurs locally within the mainland, or a given island, and it is
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Figure 4.2: Spatial model for the colonisation of the mainland-island
habitat. The mainland is denoted by i = 0. The islands are assumed
to be empty in the beginning of the process of colonisation, whereas the
mainland is populated. The population size of the mainland is assumed
to be constant over time, and much larger than the population size of any
island (after the island becomes populated). An empty island becomes
populated upon the arrival of one or more founder females. An occupied
island sends in each generation on average M females to its right, and
left closest neighbors (except for the last island, that only has the left
neighbour). Likewise, the mainland sends on average M females per gen-
eration to the first island. An empty island may only receive individuals.
This figure is taken from Ref. [3].

discussed in more detail below. Migration is assumed to occur between
the neighbouring islands (Fig. 4.2). Thus the model corresponds to a
stepping-stone colonisation model [83, 129–131]. In each generation, an
occupied island i = 1, . . . , k − 1 sends on average M females to each of
its two closest neighbours. Island k, and the mainland send on average
M females to their respective (single) neighbours. Finally, empty islands
can only receive immigrants.

An empty island is assumed to be populated up to its carrying capac-
ity (denoted by 2N below) immediately after it receives the first founder
females. Namely, each female is assumed to carry a large number of
offspring, and the founder females at the given island are assumed to
produce 2N offspring, males and females being equally likely. Once an
island is populated, its population size is assumed to remain constant
over time. Furthermore, the population size of the mainland is assumed
to be much larger than that of a populated island, and also constant
in time. To simplify the analysis, the process of mutation is neglected
in islands, whereas the mainland is the only source of genetic variation,
and its heterozygosity on the locus of interest is assumed to be equal
to unity. These assumptions simplify computer simulations, because the
process of reproduction, and mutation do not need to be explicitly sim-
ulated for the mainland. More importantly, these assumptions do not
affect qualitatively the main conclusions, as long as the scaled migration
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rate (M) is not too low. Indeed, upon assuming that the per-individual
per-generation per-allele mutation rate is the same for individuals on the
mainland and on any island, the mutation rate scaled by the population
size of an island is much smaller that the mutation rate scaled by the
population size of the mainland. As a result, when M is not too low, the
process of migration from the mainland brings new genetic variants into
islands more efficiently that the process of mutation.

Finally, mating (that occurs prior to migration) is modelled as fol-
lows. Each female is assumed to receive in total l active sperm packages
(thus, those that are not sterile). In the model, the parameter l is equal
for all females, and in all generations. The sperm packages are assumed
to be of equal quality. Furthermore, each package is assumed to be able
to persist for a long time after the female receives it, as well as to fertilise
a large number of eggs. These assumptions are in agreement with empir-
ical findings [126]. Assuming that the eggs are fertilised after all l sperm
packages are collected, and that each package persists until the end of
the mating season of the female, the probability p that two eggs are fer-
tilised by the same sperm package is equal to p = 1/l. The model further
assumes that during the mating season each female encounters s males
that are randomly chosen from the males present in the population. The
parameter s is assumed to be the same for all females, and in all gener-
ations. Furthermore, one male among the s mating partners of a given
female can be dominant over the others, either because he is a more suc-
cessful mate, or a female exhibits a preference for this male (suggested
in Ref. [15]). In the model it is assumed that the female mates with
one male (chosen randomly among her s partners) with the probability
α ≥ 1/s. Conversely, any of the remaining s − 1 partners experiences
the probability (1 − α)/(s − 1) to mate this female. The parameter α
is assumed to be the same for all females, and in all generations. When
α = 1/s, all mating partners of a given female are on average equally
successful mates. Otherwise, when α > 1/s, one mate is dominant over
the others. Under these assumptions, it is possible to determine how
the parameters l, s, and α determine the effective population size of a
well-mixed population. Recall that in the populated islands, the popula-
tion size is assumed to be equal to 2N , and that males and females are
reproduced equally likely. The computation of the effective population
size under the model is briefly described next.

Under the model assumptions, and assuming further that females are
on average equally successful in producing offspring, it follows that two
offspring come from the same female with the probability 1/N . Further-
more, two offspring come from the same male with the probability pm
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that is given by [II]

pm =
1

N
κ+ (1−

1

N
)
1

N
. (4.1)

The second term stands for the probability that two offspring do not share
a mother (probability 1−1/N), but they share a father (probability 1/N).
The first term in Eq. (4.1) stands for the probability that two offspring
that share a mother (probability 1/N), also share a father (probability
κ), where

κ = p+ (1− p)
(

α2 +
(1− α)2

s− 1

)

. (4.2)

Here, the first term stands for the probability that two eggs are fertilised
by the same sperm package (p = 1/l), and the second term stands for
the probability that two eggs are fertilised by distinct sperms packages
(probability 1−p), but they both come from the same male. In the latter
case, the male is either the dominant one (probability α2), or any mate
of the remaining ones (probability (1 − α)2/(s − 1)). When α = 1/s,
the probability that two packages come from the same male is equal to
1/s. The probability κ directly determines the level of multiple paternity
within the population [II]. The largest level of multiple paternity is
achieved when κ = 0, and this is obtained under the commonly used
random mating model (i. e. in the limit of l → ∞, α = 1/s, s = N ,
N ≫ 1 [132]). Single-paternity (monogamous mating) is obtained when
κ = 1. In Ref. [II], Eqs. (4.1)-(4.2) were used to show that the effective
population size Ne in a large well-mixed population (N ≫ 1) is given by

Ne = 4
N

2 + κ
. (4.3)

Thus, when κ = 0 (largest level of multiple paternity), the effective
population size is largest and equal to the census population size (Ne =
2N). In this case, thus, the effective population size under the model
presented reduces to Eq. (2.3). By contrast, when κ > 0 (thus, for smaller
levels of multiple paternity) the effective population size is smaller than
the census population size. In some special cases, the mating model
presented reduces to other existing mating models (see the comparisons
in Ref. [II]).

The mating model was tested against the empirical data on paternity
obtained from females mated under controlled conditions in the labora-
tory (data taken from Ref. [16]), as well as from females sampled from
wild populations (data taken from Ref. [15]). The empirical distributions
of the number of offspring coming from a single male in a brood of a given
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female were used to fit the model parameters p, s, and α. The distribu-
tions obtained under the model for the best-fitted parameters resemble
the corresponding empirical distributions [II]. Using a chi-square test, it
was found that the model cannot be rejected. However, in comparison
to the best-fitted theoretical distributions, the empirical distributions re-
vealed an excess of males with single progeny. This may be because all
sperm packages in the model are treated as on average equally success-
ful in fertilising eggs, whereas in natural populations females can exhibit
cryptic choice of sperm [15].

To understand the consequences of multiple paternity and the geo-
graphic structure of the population described above, the population het-
erozygosity needs to be determined, both on short and long timescales.
The expected population heterozygosity H

(i)
c in island i in the generation

when this island is populated (colonisation-phase heterozygosity) is [II]

H(i)
c = P (0|i)H(0) . (4.4)

Here, H(0) is the mainland heterozygosity (that is set to unity in the
simulations), and P (0|i) is the probability that the most recent common
ancestor of two alleles sampled randomly in island i (in the generation
when this island is populated) stems from an individual that is born on
the mainland. In the case of M ≪ 1 it was found that [II]

P (0|i) =
(

1−
1

8
(1 + κ)

)i( 2MNe

2MNe+1

)i−1

. (4.5)

Similarly, the expected steady-state heterozygosity under the model can
be computed using a system of recursion relations, as shown in Ap-
pendix S3 in Ref. [II].

As expected, both the colonisation-phase, and the steady-state het-
erozygosity for a given level of multiple paternity decrease as the distance
from the mainland increases [II]. Furthermore, both the colonisation-
phase, and the steady-state heterozygosity in any given island are pro-
moted by increased levels of multiple paternity. The results further show
that the ratio of the colonisation-phase heterozygosity for a given value
of multiple paternity over the heterozygosity for a single paternity in-
creases substantially as the distance from the mainland increases. The
same is true for the steady-state heterozygosity. However, the ratio is
much larger in the former than in the latter case. The increase of the
steady-state heterozygosity due to multiple paternity arises due to the
corresponding increase of the effective population size. By contrast, the
increase in the initial colonisation phase is much larger and it does not
arise due to the increase in the effective population size alone. Indeed,
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from Eq. (4.5) it follows that the colonisation-phase heterozygosity in
islands cannot be expressed in terms of M (migration is the only source
of genetic variation) and the effective population size Ne. Instead, there
is an additional nontrivial dependence on κ (the inverse of the degree of
multiple paternity).

In addition to the above, simulations further show that temporal fluc-
tuations of the heterozygosity during the steady state are substantial, and
they are larger at larger distances from the mainland (Fig. 4.3A). In the
island farthest from the mainland, the distribution of the heterozygosity
is bimodal, as expected when the rate of income of new genetic material
is small [133]. The population in this island experiences long periods
of low heterozygosity values (lower than 0.1), and short periods of rela-
tively high heterozygosity values (higher than 0.4). The analysis shows
that with increasing the level of multiple paternity, the duration of the
low-heterozygosity phase on average decreases, whereas the opposite is
true for the high-heterozygosity phase (Fig. 4.3B). The latter effect is
more pronounced than the former effect.

In summary, the results discussed above show that in a geograph-
ically structured population arranged in a stepping-stone fashion with
a mainland as a source population, genetic variation decreases as the
distance from the mainland increases. This is true for short timescales
(colonisation phase) as well as for long timescales (steady state). By
contrast, in stepping-stone models that do not include a mainland, the
steady-state heterozygosity is the same for all islands [83, 129–131]. The
latter is also true for mainland-island models where the distance between
island populations is neglected (either all islands receive migrants from
the mainland simultaneously, or each island is equally likely to receive
migrants from the mainland) [134]. Furthermore, bursts of high genetic
variation coming from the mainland are promoted by higher levels of
multiple paternity. This effect is much more pronounced in the initial
colonisation phase, than on the long run. The finding that temporal
fluctuations of the heterozygosity at a single neutral locus are substan-
tial under the model analysed suggests that similar fluctuations should
be observed when analysing empirical genome-wide patterns of neutral
genetic variation at a given time. These results suggest that multiple
paternity may be an important survival strategy of species that spread
to newly available geographic areas and have limited dispersal capabil-
ities, especially if the new areas are subject to environments that differ
from those in refuge areas. In this case, genetic variation that is neutral
in refuge areas may be exposed to selection in new areas. Thus, genetic
variation carried by the founders (the colonisation-phase heterozygosity)
can be understood as standing genetic variation [111] (see Section 2.4).
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Figure 4.3: Temporal fluctuations of heterozygosity. (A) Heterozygosity
as a function of distance from the mainland and of time (single realisation
of the model described). Mainland is not shown. The data correspond to
105 generations after the initial 7 · 106 generations. The number of avail-
able mates is s = 10. (B) Analytically computed durations of low-and
high-heterozygosity phases (blue, and red) relative to their corresponding
values for s = 1. (C) Analytically computed steady-state heterozygosity
(black) relative to its corresponding value for s = 1. Remaining param-
eters: all available males are on average equally successful, α = 1/s, the
mainland heterozygosity is set to unity, the scaled female migration rate
is M = 0.05, the number of females in each populated island is N = 100,
the probability that two eggs are fertilised by the same sperm package is
p = 0.1. This figure is taken from Ref. [II].

While the results outlined above suggest that multiple paternity may
be an important strategy for species colonising new areas, such as L.



36 Chapter 4 Multiple paternity in geographically structured populations

saxatilis, it must be emphasised that mating is also costly [15]. The
empirical distributions of male-family sizes of wild populations showed
that the best fit with the mating model was obtained upon assuming
that no two eggs are fertilised by the same sperm package. This could be
because each sperm package is able to ferilise only one egg (this constraint
was not accounted for in the model). However, this could also be because
females experience extremely large number of matings (l → ∞). If this
is the case, than multiple paternity could have also developed in this
species because the cost of rejecting the mating could be higher than the
cost of accepting it (as suggested earlier in Ref. [15]). The mating model
presented could not be rejected, but the best-fitted model distributions
largely disagreed with the empirical distributions in the region of small
male-family sizes. The model showed that the probability that a father
sires a single offspring is smaller than that observed in the laboratory,
but also in the wild. This difference could arise because females exhibit
cryptic choice of sperm. However, this difference could also arise because
the approximation that the population is well-mixed is not necessarily
supported in natural populations, especially with limited movement and
dispersal capabilities. Indeed, a few females can be surrounded by many
males, or vice versa, and the density of the population can differ between
different parts of the habitat. Chapter 5 discusses a model that includes
the exact spatial structure of sexes in populations with limited dispersal
capabilities.
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Limited dispersal in populations

with sexual and asexual

reproduction

Chapters 3-4 summarised a number of advances in understanding genetic
variation in natural populations under varying population sizes (Chap-
ter 3), or during and after colonisation of geographically structured habi-
tats. Recall that the results outlined in the previous two chapters are
based on the following two assumptions: 1) the population reproduces
sexually, and 2) individuals are freely mixing (in Chapter 4 the latter
is applied to each habitat locally). However many biological species re-
produce both clonally and sexually. Examples include macroalgae, a
number of terrestrial and aquatic plants, as well as a number of ani-
mals [49, 135–137]. Furthermore, dispersal (or movement) capabilities in
most species are limited, suggesting that individuals cannot mix freely
[49, 128]. Therefore, it needs to be understood: how is genetic variation
influenced upon relaxing one, or both assumptions given above? This
chapter discusses a number of empirical and theoretical advances con-
cerning this question. The discussion and results presented below were
given in Ref. [III]. A closely related model was analysed in collaboration
with Johan Fries (Master thesis [138]).

In species reproducing both asexually and sexually, one commonly
finds that during invasions, or in recently inhabited areas, or at the edges
of species’ distributions, clones are more frequent than genetically unique
individuals [50–56]. An example species supporting this finding is a re-
cently established seaweed, Fucus radicans (see Fig. 5.1). To explain this
dominance of clonal recruits over sexual recruits, many authors invoked
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Figure 5.1: Distribution of Fucus radicans in the Baltic Sea, northern Eu-
rope. Grey shows unique individuals or local clones. Remaining colours
denote clones that were found at more than one site. Each site is addi-
tionally labelled by the number of individuals sampled in it. The symbol
“x” indicates a location where a free-floating individual was found. The
symbol “+” represents a location where one attached individual of Fu-
cus radicans was found (reported in Ref. [139]). The remaining data are
taken from Ref. [140]. Fucus radicans is not found in established popula-
tions north of the sampled populations shown in this figure. This figure
is taken from Ref. [III].

selection [53, 57–61]. The selection-based hypotheses suggested in these
studies advocate the importance of clonal reproduction for conservation
of particularly beneficial genotypes in the population [57–59], or of su-
perior genotypes that originated from hybiridsation with closely related
species [53, 60, 61]. However, the existing selection-based hypothesis lack
empirical support [62, 63, 141]. Indeed, empirical studies of F. radicans
designed to find signatures that the genotype of the highly dominant fe-
male (coloured blue in Fig. 5.1) is superior over the others were without
success [62, 63]. This raises the question: can an alternative selection-free
hypothesis explain the observed patterns in this and similar species?

An important difference between sexual, and asexual reproduction,
that is typically neglected in studies of species with both modes of re-
production, is that sexual reproduction is possible only in the presence
of both sperms and eggs. Therefore, in species with limited dispersal ca-
pabilities, solely inhomogeneous spatial sexual distribution of individuals
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may result in facultative uniparental reproduction [64]. Consequently the
spatial sexual distribution of a given species can have an important effect
on the local (but also global) capacity of the species to reproduce sexu-
ally. It has been suggested [54, 55] that this effect may be particularly
important during expansions of species over new geographic areas. How-
ever, this suggestion has not been tested, and hence empirical as well as
theoretical studies commonly neglect it. In order to understand the im-
portance of facultative uniparental reproduction, a model that includes
a neutral, selection-free interplay between sexual and asexual recruits in
species with limited dispersal capabilities must be studied.

A neutral spatially-explicit model with sexual and asexual reproduc-
tion was studied in Ref. [III]. The model, and the results given in Ref. [III]
are discussed next.

The model is constructed to allow for analysing the process of coloni-
sation of a habitat by a species that reproduces both clonally and sexu-
ally. In the model, the dispersal capability of propagules (gametes, and
asexual fragments) are limited, and spatial distribution of sexes is explic-
itly accounted for, as described below. All individuals in the model are
assumed to have the same characteristics, whether they are reproduced
sexually or asexually. Firstly, the rate of production of “successful” sex-
ual propagules is assumed to be the same for all individuals and in all
generations. The same is true for “successful” asexual propagules. Here,
“successful” propagules account for fertile gametes (that is, viable asexual
propagules) that are able to successfully reach another patch. Secondly,
the dispersal capability is assumed to be the same for all propagules,
whether they are sexual or asexual. Thirdly, the survival probability to
adulthood is the same for sexual and asexual recruits. Fourthly, the av-
erage lifetime of all individuals is the same. The details of the model are
described below.

In the model, the habitat is assumed to consist of N patches that are
arranged linearly in a circle. Each patch is assumed to be either empty,
or populated with one individual. Each individual is either a male or a
female with a given genotype (ID). All individuals are assumed to pro-
duce and disperse locally both asexual and sexual propagules. Local
dispersal of propagules occurs through the process of short-range dis-
persal. The short-range dispersal displacement for a given propagule is
sampled randomly from a distribution with a parameter α ≪ N . The
short-range dispersal distance is roughly proportional to α. The distri-
bution of propagules in a given patch determines the birth rates of sexual
and asexual recruits in this patch (given in Ref. [III]). But at most one
of the recruits in each patch can survive to adulthood (see below). The
model further assumed that adult individuals die (after reproduction) at
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a per-generation per-individual death rate d. Thus the generations are
either overlapping (for d < 1), or non-overlapping (for d = 1). Next,
in each empty patch random sampling is performed between the sexual
and asexual recruits reproduced in this patch. The recruit sampled oc-
cupies the patch. By contrast, all recruits reproduced in a patch that is
occupied with an adult die. After this step, the individuals in occupied
patches are treated as adults constituting the next generation.

In addition to the above, the model further allows for occasional long-
range dispersal of whole adult individuals (relocation). This process has
been suggested to have important consequences on sexual and genetic
patterns of populations [142]. Long-range dispersal is assumed to occur
at a per-individual per-generation rate lr. This process is modelled using
a symmetric power-law distribution with a parameter β. For the value of
β used in Ref. [III] (β = 1.25), the average long-range dispersal distance
is roughly proportional to the size of the habitat. While long-range dis-
persal of adults is possible for aquatic plants (water can transport large
body masses), for terrestrial plants it is more appropriate to assume in-
stead that fertilised eggs (seeds) can be transported by large distances
[143]. To asses the consequences of this difference between terrestrial and
aquatic plants, additional simulations with long-range dispersal of seeds
(instead of adults) were performed in Ref. [III].

Note that the sexes, and IDs of individuals allow for tracking the
dynamics of sexual and genetic structure of the population. The sex and
ID are copied from a parent to its asexual recruit. Similarly, the sex
and ID are copied in the process of long-range dispersal of adults. By
contrast, a sexual recruit has equal chances to be a male or a female, and
each sexual recruit receives a new ID.

The model described above was simulated in Ref. [III] for a wide range
of parameter values. In all simulations, the per-individual per-generation
rate of production of successful sexual propagules was set to two, whereas
the per-individual per-generation rate of production of successful asexual
propagules (hereafter clonal birth rate) was set to a constant c ≤ 1. Note
that a well-mixed population with equal number of males and females
has the same capacity for sexual and asexual reproduction when c = 1.
Conversely, when c < 1, the former capacity is larger than the latter. The
habitat size was set to a large value (N = 2000 in most simulations), and
the population was initialised with 100 individuals occupying neighbour-
ing patches around a single origin of population expansion. The sexes
were initially homogeneously distributed, and individuals were assigned
unique IDs. For other parameter values, refer to Ref. [III].

The population under the model described above has a fixed maxi-
mum size. Thus, due to random fluctuations, the population must even-



Limited dispersal in populations with sexual and asexual reproduction 41

Number of generationsNumber of generationsNumber of generations

a b c

d e f

g h i

F
re

q
u

en
cy

P
o

si
ti

o
n

P
o

si
ti

o
n

Figure 5.2: The importance of the rate of clonal reproduction c. Pan-
els a-c: space-time patterns of local sex ratios (pools of 8 neighbouring
patches) obtained from single stochastic realisations of the model with
c = 0.02 in a, c = 0.2 in b, and c = 1 in c. Empty patches are coloured
white. Blue depicts all males, and red all females. Yellow denotes sex
ratio 1 : 1. Panels d-f: same as in a-c, respectively, but during longer
times. Panels g-i: time dependence of the average frequency of occupied
patches (black line), and of the average frequency of asexuals (solid blue
line) for the parameter values in d-f, respectively. Grey lines depict the
results of independent simulations (100 runs in g, h, and 5 runs in i).
Dashed blue lines indicate the frequency of asexuals in the quasi-steady
state. Initial configuration: 100 neighboring patches occupied, alternat-
ing sexes. The per-individual rate of production of sexual propagules
is fixed to two. Remaining parameters: N = 2000, β = 1.25, α = 3,
d = 10−2, lr = 0. This figure and the caption are taken from Ref. [III].
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tually experience extinction [144]. The time to extinction depends on the
population size, as well as on the overall population death and birth rate.
For most of the parameter values tested, the population initialised with
100 individuals increases in size until the habitat is filled. Thereafter the
population size remains roughly constant during the time simulated (up
to 106 generations, [III]). However, this is not true when the death rate
is high (d = 1), and the clonal birth rate is small (c ≤ 0.2, recall also that
the short-range dispersal parameter is set to α = 3, or 10 in Ref. [III]).
In these cases, the population does not manage to colonise the habitat,
and instead experiences rapid global extinction.

Apart from global extinction, the population is expected to eventu-
ally experience global fixation of one sex (unless extinction occurs prior to
global fixation). However, global fixation was not observed in the simu-
lations carried out in Ref. [III] (excluding the parameter values for which
rapid global extinction occurred). In what follows, global extinction and
fixation are disregarded.

The results show that in a moderately to a highly asexual species that
colonises new areas, clones establish the front of the colonisation (“an
asexual wave”). This is true even when the rate of clonal reproduction
is low in comparison to the rate of sexual reproduction (but not too low,
Fig. 5.2). Note that sexual reproduction is locally impossible in the singe-
sex areas established during the colonisation of the habitat (Fig. 5.2b-c).
The IDs of the individuals show that these areas are single-clone colonies.

The front of the colonistion in the form of the single-clone colonies es-
tablishes because sexual reproduction is hindered in areas that are yet to
be colonised due to the lack of mates. Thus, clones are more frequent than
sexual recruits during colonisation. However, sexual reproduction is pre-
served around the origin of population expansion. The region where sex-
ual reproduction is possible progressively spreads over the clonal colonies
established, leaving behind essentially homogeneously distributed sexes.
In the model analysed in the Master thesis [138] (closely related to the
present model), it was shown that the region of essentially homogeneous
sex ratio spreads in the form of a traveling wave with a speed propor-
tional to α. The speed was found to be larger for smaller values of the
clonal birth rate c [138].

When the colonisation of the habitat is completed, and there are no
new areas for clones to expand over, asexual recruitment decreases due
to the expansion of the region that carries sexual recruits. This process
eventually completely erodes the clonal colonies that were formed dur-
ing the colonisation of the habitat. Finally, the population reaches a
quasi-steady state. In this state, the sexes are essentially homogeneously
distributed. Due to local random fluctuations, however, small single-sex
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colonies appear temporarily. Unlike the single-sex colonies that form dur-
ing the colonisation, the colonies in the quasi-steady state consist of mul-
tiple genotypes of the same sex. The overall frequency of asexuals in this
state fluctuates around a constant value that increases with increasing
the rate of clonal reproduction, all else being the same. The population,
however, must eventually exit this state to experience global extinction,
prior to which it can also experience global fixation (see above).

The colonisation of the habitat in the form of a clonal expansion, as
well as the overall persistence time of the clonal colonies formed dur-
ing the colonisation are supported by longer lifetimes of individuals [III].
This is expected because sexual recruits spread over already colonised ar-
eas after the individuals in the colonised areas die (the latter occurs with
the probability d). Thus, the waiting time for the expansion of the region
with sexual recruits is longer when d is smaller (all else being the same).
By contrast, occasional long-range dispersals of adults support asexuals
during the colonisation, but the persistence time of the clonal colonies is
shorter when the long-range dispersal rate is larger [III]. This is because
when the habitat is empty, patches located far from the origin of coloni-
sation can be colonised thanks to long-range dispersal. These colonisers,
being unable to find local mates, reproduce strictly clonally (their sexual
propagules remain unused). But during later stages, long-range disper-
sal promotes the introduction of the individuals of the opposite sex into
the clonal colonies established, and hence facilitates the erosion of the
clonal colonies. These effects are important for the underlying genetic
structure of the population in the presence of long-range dispersal [III].
With solely short-range dispersal, the population establishes two domi-
nant single-clone colonies. By contrast, when occasional long-range dis-
persal is allowed for, the population typically establishes more than two
dominant clonal colonies. Among these, multiple widespread colonies
may belong to single clones. Finally, with increasing the size of the habi-
tat, the chances that the population establishes large clonal colonies and
to maintain them over extended periods of time increase, because the
mean long-range dispersal distance increases [III].

The results obtained under the model are in agreement with empirical
observations concerning geographic distributions of clonal and sexual re-
cruits [50–56]. Indeed, the model confirms that during colonistion of new
areas, a species that reproduces both sexually and asexually is expected
to have a higher frequency of asexuals than of sexuals, with a few clones
being dominant. Thus, the dominant female observed in F. radicans is
not necessarily dominant because her genotype is superior. She may be
a “lucky” female that established the front of the colonisation.

By comparing the results of the model with relocation of seeds to
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those of the model with relocation of adults, it is found that widespread
multiple (distant) clonal colonies of a single clone are much less likely in
the former than in the latter case [III]. In terms of natural populations,
the former model is more appropriate for terrestrial than for aquatic
plants [143]. The results obtained under the two models are in agreement
with empirical findings concerning terrestrial plants [145–147] in relation
to aquatic ones [49–51, 54].

Finally, note that due to limited dispersal, the overall genotypic di-
versity in the population on the long run is larger than that expected
in well-mixed populations with mixed sexual and asexual reproduction
(results not shown). Therefore it may be very difficult to distinguish
between clonal and sexual recruits from empirical genetic sequences. In-
ferring the rate of clonal reproduction is difficult also in well-mixed pop-
ulations [65, 148]. But, the problem is more difficult in the presence
of limited dispersal capability, as the genotypic diversity in this case is
larger than in well-mixed populations.

The model outlined neglected the fact that sperms, eggs, and asexual
propagules have different biomasses, and that they may have different
dispersal capabilities. Furthermore, in the model it was assumed that
each individual produces on average the same amount of sexual (and of
asexual) propagules per generation. In other words, the ‘reproductive-
strategy trait’ was fixed. The question is: how does this trait evolve
during colonisation? This depends on the genetic content of the first
founders, but also on dispersal capabilities of propagules. Because eggs
are typically heavier than sperms, and hence eggs are expected to disperse
by shorter distances than sperms, it is unclear whether a reproductive
strategy of males can differ from that of females [138]. In order to answer
this question, further modelling work is required.

This chapter concludes the discussion in this thesis concerning neutral
genetic variation. The following chapter analyses the effect of selection,
migration and drift on the dynamics of local adaptation.



6
Adaptation in small partly

isolated subpopulations

Chapters 3-5 described how varying population sizes, geographic struc-
ture, multiple paternity, and mixed sexual and asexual reproduction in-
fluence the patterns of neutral genetic variation. However, some loci
are inevitably influenced by natural selection (see Section 2.4). This
chapter discusses how selection in geographically structured populations
influences genetic variation at loci targeted by selection. The results
presented below were obtained in collaboration with Anna Emanules-
son (Master thesis [149]), Fengchong Wang (Master thesis [150]), Roger
Butlin, Kerstin Johannesson, and Bernhard Mehlig.

As explained in Section 2.4, an individual may be more or less fit
in a given environment, depending on how close its phenotype is to the
optimal phenotype in the environment. When environmental conditions
differ across the geographic distribution of a given population, different
parts of the habitat have different optimal phenotypes, and the popula-
tion is said to be exposed to divergent selection. Whether or not indi-
viduals in the different subpopulations are able to adapt to the respec-
tive optima under divergent selection, depends on the selection strength,
but also on the geographic structure of the subpopulations, i. e. whether
they are isolated from each other or not. Theoretical studies suggest
that adaptation is more difficult in the latter than in the former case
[68]. This is because migration opposes the effect of selection. While
selection tends to remove deleterious alleles from, and to increase the
frequency of beneficial alleles in each subpopulation, migration between
subpopulations exposed to divergent selection has an opposite effect: mi-
gration repeatedly removes beneficial alleles from, and introduces dele-
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terious alleles in each subpopulation. This opposing effect of migration
and divergent selection results in an establishment of migration-selection
balance that inevitably limits, or prevents the capability of the indi-
viduals in the subpopulations to adapt to their respective environments
[68, 69, 110, 151, 152]. Still, empirical studies show that it is common to
find in nature examples of adaptive divergence when subpopulations are
not isolated from each other, and indications are that adaptation in the
presence of migration may occur rapidly [6, 7, 9, 22–24]. An example is
the sea snail Littorina saxatilis with two divergent ecotypes formed [36],
as already mentioned in Section 2.4. The two divergent ecotypes of L.
saxatilis are capable of producing viable and fertile offspring, and hence
they are not treated as separate species. However, mating between them
(though possible at the present time) is difficult due to the difference
in their sizes. Thus, the loci giving rise to the size differences between
the two ecotypes can be understood as potential candidates for estab-
lishing primary reproductive barriers between the ecotypes [6, 8]. On
the long run, the two ecotypes might establish complete reproductive
barriers, and hence evolve to separate species [6–8, 10]. By studying the
genomes of the two ecotypes, the mechanisms responsible for establishing
primary reproductive barriers can be revealed [7, 10]. In order to be able
to interpret empirical genome data, and detect loci that are responsible
for the establishment of primary reproductive barriers between divergent
ecotypes, it is necessary to understand the dynamics of local adaptation.

An example of local adaptation with two divergent partly isolated
subpopulations is shown in Fig. 6.1. In the subpopulation with the posi-
tive value of the optimal phenotype, individuals with positive phenotypes
are more frequent than those with negative phenotypes (Fig. 6.1). The
opposite is true for the other subpopulation. Recall that the pheno-
type of an individual is determined by the genotype at the locus (or
loci) targeted by selection. In diploid populations, a genotype is deter-
mined by pairs of alleles at loci subject to selection. Usually, each allele
is characterised by its effect size, and the phenotype is determined by
the sum of allele-effect sizes at the loci in question. An allele-effect size
can be altered by a mutation. Similarly to alleles, mutations are also
characterised by effect sizes. Upon experiencing a mutation, an allele
attains the effect size that is equal to the sum of its size prior to the
mutation, and the mutation-effect size. Adaptive divergence in Fig. 6.1
occurs thanks to mutations that manage to spread and maintain in the
population. The question arises: under which conditions can a mutation
increase in frequency despite being beneficial in one and deleterious in
the other subpopulation?

As explained in the previous paragraph, local adaptation in one sub-
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Figure 6.1: Local adaptation in two partly isolated subpopulations sub-
ject to divergent selection acting upon a single locus. The results shown
are obtained using a stochastic simulation of adaptation. Panels a, and
b show the time dependence of the phenotypes of individuals in the sub-
population with a positive value of the optimal phenotype (θ(1) = 2, a),
and in the subpopulation with a negative value of the optimal pheno-
type (b, θ(2) = −2). The frequencies of individual phenotypes are colour
coded (see the colour bar). The subpopulations are initially monomor-
phic and contain only alleles of zero effect size. Mutation-effect sizes are
drawn from a normal distribution with mean zero, and a standard de-
viation of σµ = 0.05. Remaining parameters used: selection parameter
σ = 2.5, mutation rate µ = 10−4, migration rate m = 0.01, population
size N = 100. The simulations were performed by Anna Emanuelsson
(Master thesis [149]).

population occurs through the accumulation of alleles of positive effect
sizes. Conversely, local adaptation in the other subpopulation occurs
through the accumulation of alleles of negative effect sizes. Therefore, in
order for adaptive divergence to occur, the population as a whole must
be polymorphic at one or more loci subject to selection. The frequency of
deleterious alleles in each subpopulation is determined by a migration-
selection balance. Many authors have analysed the conditions under
which a population subject to divergent selection establishes a stable
polymorphism. In Refs. [68–74] the stability properties of polymorphic
states were analysed under the assumption that the subpopulations were
of infinite sizes, thus neglecting the effect of random genetic drift. The
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main finding in these studies is that when migration is too strong in
comparison to selection, polymorphic states are unstable, and hence di-
vergent adaption to the opposing environments is prevented. However,
even if a given polymorphic state is found to be stable, this does not
guarantee that the population establishes it due to the effect of random
genetic drift.

The effect of random genetic drift was accounted for in, e. g. Refs. [17,
75, 76, 153]. In Ref. [76], selection was assumed to act on one locus. Two
to five loci under selection were analysed in Ref. [153]. Conversely, com-
plex models of genetic architectures during adaptation were analysed in
Refs. [17, 75]. The analysis in Ref. [76] concerns the conditions for which
an initially monomorphic population establishes a dimorphism upon in-
troducing a mutant allele beneficial in one, and deleterious in the other
subpopulation. Due to a migration-selection balance, there is a critical
migration rate above which the initially monomorphic population can-
not establish and maintain a dimorphism [76]. The critical migration
rate increases with increasing the population size, showing a decreasing
importance of the effect of random genetic drift. The same is true when
the selection strength for a mutant allele in the subpopulation where it
is beneficial is increased, and the selection strength against the mutant
allele in the subpopulation where it is deleterious is decreased [76]. A
similar analysis can be found in Ref. [153], but in the model in Ref. [153],
the population is initialised with one monomorphic locus, and a few other
dimorphic loci. This study found that the probability that a dimorphism
is established at an initially monomorphic locus is typically not influenced
by divergence at other loci, but by the selection strength for a mutant al-
lele in the subpopulation where it is beneficial, and the selection strength
against the mutant allele in the opposite subpopulation [153]. However,
the results in Refs. [76, 153] are relevant for understanding the first step
of adaptation at a given locus - a transition from a monomorphic to a
dimorphic state. Therefore, it needs to be further understood how the
population manages to escape one dimorphism and establishes another
polymorphic state. In order to understand this, the following questions
need to be answered. Firstly, how does the (deterministic) critical migra-
tion rate above which a mutation of a given effect size cannot establish in
the population depend on the extent of divergence between the subpop-
ulations? Secondly, how does the probability that a mutation of a given
effect size spreads in the population depend on how far the subpopula-
tions have diverged prior to the mutation? Specifically, does an increased
level of divergence reduce the probability that a mutation of a given effect
size establishes in the population (as is the case for freely-mixing popu-
lations exposed to a fixed environment [67])? Thirdly, do the answers to
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the first and second question posed above depend on whether selection
acts upon one or multiple loci? The answers to these questions are nec-
essary in order to determine the conditions under which local adaptation
in the two subpopulations is possible to progress towards the divergent
local optima, despite migration and random genetic drift.

In order to answer these questions, this chapter analyses the following
model for local adaptation. The population consists of two diploid sub-
populations of equal size (N individuals). Note that an experimental de-
sign with two divergent subpopulations has been suggested to be crucial
for increasing the statistical power of data in empirical studies of adapta-
tion [152]. In the model generations are discrete and non-overlapping. In
the beginning of each generation adult individuals migrate to the neigh-
bouring subpopulation with the probabilitym per generation, individual,
subpopulation. After migration, adults in each subpopulation mate ran-
domly, whereas individuals residing in different subpopulations after mi-
gration do not mate with each other. In order to keep the population size
constant in time, 2N gametes are sampled from parental individuals in
each subpopulation. The number of gametes that a parent contributes
to the next generation is assumed to be proportional to the fitness of
the parent relative to the average fitness of all parental individuals in
a given subpopulation. This corresponds to soft fecundity selection, as
implemented in Ref. [75]. The fitness of a parent is determined by its
phenotype, which is in turn assumed to be determined by the diploid
genotype at a given locus under selection. Alleles at the locus are given
allele-effect sizes, and the phenotype is assumed to be equal to the sum
of the corresponding pair of allele-effect sizes at the locus. The fitness
w

(j)
i of the parent with phenotype zi in subpopulation j = 1, 2 is given

by

w
(j)
i = e−

(zi−θ(j))2

2σ2 . (6.1)

Here σ is a selection parameter (assumed to be the same in both sub-
populations), and it is such that selection is effectively weaker when σ
is larger, all else being the same. Furthermore, θ(j) denotes the opti-
mal phenotype in subpopulation j. It is assumed that θ(1), and θ(2) are
symmetric around zero, so that θ(1) = −θ(2) = 2. The fitness function
(6.1) corresponds to the fitness function (2.13) introduced in Chapter 2,
but here the ‘trait space’ is assumed to be one-dimensional. The 2N ga-
metes sampled as described above pair randomly (without replacement)
to form the next generation of N diploid individuals. In the example of
local adaptation shown in Fig. 6.1, each gamete is assumed to experience
mutations with the probability µ per generation, gamete, subpopulation.
Mutation-effect sizes are drawn from a Gaussian distribution with mean
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zero, and a standard deviation σµ. However, to understand whether or
not a mutation of a given effect size (beneficial in one, and deleterious in
the other subpopulation) can spread in the population, the main analysis
in this chapter is performed as follows.

First, the population is assumed to consist of allele-effect sizes X ,
and −X (where 0 ≤ X ≤ 1). Thus, an individual can have a phenotype
equal to 2X (a homozygote with both alleles having effect sizes equal to
X), or −2X (a homozygote with both alleles having effect sizes equal to
−X), or 0 (a heterozygote). A deterministic approximation of the model
shows that the population initialised with allele-effect sizes X , and −X
establishes a stable dimorphism (hereafter denoted by {X,−X}). This
is true for any value of the migration rate, as also shown in Ref. [76].
The frequency of deleterious alleles in each subpopulation is governed by
a migration-selection balance, and it decreases with increasing X (that
is, with increasing the extent of divergence between the two subpopula-
tions). Second, starting from the stable dimorphism {X,−X}, a muta-
tion of effect size ǫ (0 ≤ ǫ ≤ 1−X) is assumed to alter one allele of size
X in the subpopulation with the positive optimal phenotype (where it
is beneficial). The entire population (with allele-effect sizes X , −X , and
X + ǫ) is afterwards assumed to evolve until the new (or the old) steady
state is achieved, whereas further mutations are neglected.

Additional analysis is performed to account for two loci under selec-
tion. In this case, it is assumed that with the probability r per generation,
gamete, subpopulation, a gamete is a product of recombination between
the chromosomes of its parent. The effect of a mutation in the two-locus
model is studied in a similar manner as in the one-locus case. But here
the two loci are allowed to differ in the extents of their divergence. This
is because the migration-selection balance established at one locus may
differ from that established at the other locus if the two loci differ in the
extents of their divergence. To be able to understand the consequences of
this effect, the population is initialised with allele-effect sizes symmetric
around zero at both loci, but with Y , and −Y at one locus, and Y + α,
and −Y − α at the other (where 0 ≤ Y ≤ 0.5, and 0 ≤ α). When r = 0,
the two-locus model reduces to the one-locus model, in which case it
holds that X = 2Y + α. The parameter α serves to distinguish between
the extents of divergence at the loci. When α = 0, the loci do not differ
by the extent of their divergence, whereas when α > 0, the second locus
exhibits a higher divergence than the first one. To emphasize this, in
the analysis of the two-locus model below, the first, and the second locus
are referred to as the locus of smaller, and larger effect size, respectively.
The effect of a mutation is studied upon introducing it to the locus of
either larger, or smaller effect size.
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Figure 6.2: The stable-state frequency of allele-effect size X in the sub-
population with the positive optimal phenotype in dependence of X ,
and migration rate m (one-locus model). The population is initialised in
vicinity of the steady dimorphism {X,−X} in such a way that a small
fraction of alleles of effect size X is substituted by the same amount of
alleles of effect size X + ǫ. The frequencies are colour coded (see the
colour bar). The values of migration rate m tested are: 0 ≤ m ≤ 0.5,
and of allele-effect size X are: 0.01 ≤ X ≤ 1 (mesh size 0.01 in both
cases). The final steady state is determined by iterating the dynamics of
the system (deterministically) until a predetermined stopping condition
for the steady-state is met. The stopping condition used: none of the
frequencies of allele-effect sizes changes by more that 10−5 within 1000
consecutive generations. The maximum number of generations used to
find the steady state: 106. Remaining parameters: mutation-effect size
ǫ = 0.05, selection parameter σ = 2.5. The simulations were performed
by Anna Emanuelsson (Master thesis [149]).
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To answer the first question posed above, a deterministic approx-
imation is employed. By tracing the (deterministic) dynamics of the
frequencies of allele-effect sizes X , −X , and X + ǫ (initialised in vicinity
of the steady dimorphism {X,−X} as explained above) one can arrive
at the stable steady state of the population (Fig. 6.2, see also Figs. B.1-
B.2). The stability of the steady state found (for given m, and X) is
checked by numerically computing the eigenvalues of the stability ma-
trix of the system (Appendix B). In the white region shown in Fig. 6.2
the frequency of X is approximately zero within the numerical precision
used. The same region is white in the opposite subpopulation as well
(not shown). Thus, in this region the deterministic approximation pre-
dicts that alleles of effect size X experience extinction. In conclusion,
when the migration rate is not too large, the population establishes a
stable dimorphism {X + ǫ,−X} (hereafter, the mutant allele replaces
the resident one). However, when migration is too frequent, the popu-
lation does not manage to escape the initial dimorphism {X,−X}. The
critical migration rate above which the mutant allele of size X+ ǫ cannot
replace the resident one of size X decreases with increasing the extent
of divergence between the subpopulations (X). This effect is more pro-
nounced for weak levels of selection (large σ), and it becomes negligible
for stronger selection (Fig. B.3). The dependence of the critical migra-
tion rate on the extent of divergence between the two subpopulations is
similar for mutation-effect sizes (ǫ) smaller than that set in Fig. 6.2. But
the critical migration rate in late stages of divergence is somewhat higher
for smaller than for larger values of ǫ (results not shown).

Note that the algorithm used did not manage to estimate the steady-
state frequencies for several combinations of the parameters m, and X in
a narrow region depicted in blue in Fig. B.1. The reason for this is that
the steady states in this region are marginally stable.

Since natural populations are of finite sizes, the results obtained us-
ing a deterministic approximation need to be adjusted to account for
the effect of random genetic drift. Indeed, while under the deterministic
approximation X + ǫ replaces X when the migration rate is below the
critical value (Fig. 6.2), genetic drift may limit this tendency in small
populations. As expected, the simulation results show that the probabil-
ity that X+ ǫ replaces X decreases with increasing the migration rate m
(Fig. 6.3). Furthermore, the replacement probability is typically larger
when the mutation-effect size (ǫ) is larger (compare red and blue symbols
in Fig. 6.3). However, the difference between the two replacement prob-
abilities decreases with increasing the migration rate. For sufficiently
frequent migration (Fig. 6.3c), the replacement probability obtained for
the smaller mutation-effect size is approximately equal to that obtained
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Figure 6.3: Replacement probability in dependence of allele-effect size X
(one-locus model). The population is initialised in the (deterministically
determined) steady dimorphism {X,−X}, where one allele of effect size
X in the subpopulation with the positive optimal phenotype experiences
a mutation of size ǫ. The simulations are advanced until either allele-
effect size X , or X + ǫ experiences extinction. In the former case, the
replacement event is noted. The mutation-effect size ǫ is set to ǫ =
0.01 (blue), or ǫ = 0.05 (red). The migration rate is m = 0.01 in a,
m = 0.05 in b, and m = 0.1 in c. Grey lines show the analytically
computed fixation probabilities (Eq. (2.11) in Section 2.4 [77, 78]) in an
isolated subpopulation (m = 0) for ǫ = 0.01 (dashed), and ǫ = 0.05
(solid). The simulation results are shown by symbols. Blue and red
lines show Eq. (2.11) but modified as follows: the selection strength in
Eq. (2.11) is substituted by a diversification coefficient evaluated at the
stable dimorphism {X + ǫ,−X} (solid), or at the unstable dimorphism
{X,−X} (dashed). Remaining parameters: selection parameter σ = 2.5,
population size N = 200, 2 · 105 stochastic simulations. The simulations
were performed by Anna Emanuelsson (Master thesis [149]).
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for the larger mutation-effect size during the initial stages of adaptation.
Lastly, recall that in the case of a freely-mixing population (exposed to
a fixed environment), the fixation probability of a mutation of a given
size strictly decreases as the individuals in the population approach the
optimum, i. e. as X increases [67]. This is depicted by the grey lines in
Fig. 6.3. By contrast, when divergent subpopulations exchange migrants,
the replacement probability does not strictly decrease as the individuals
in the subpopulations approach the respective divergent optima. Rather,
when X is small, the replacement probability increases with increasing
X . This occurs until X reaches a certain threshold value at which point
the replacement probability starts decreasing with increasing X . The op-
posite trend is observed for the average time needed for the replacement
to occur (results not shown).

What causes this complex dependence? Whether or not the replace-
ment occurs depends on how advantageous the mutant homozygote is
over the resident ones, but also on the strength of the counteracting effect
of migration. In the subpopulation where the mutant allele is introduced,
the selection strength for the mutant homozygote over the resident ben-
eficial homozygote strictly decreases with increasing X , all else being
the same (see grey lines in Fig. 6.3). But the effective migration rate
between the two subpopulations also decreases with increasing X . This
can be seen in Fig. B.2: for a given migration rate, the frequency of X+ǫ
changes from yellow to dark red as X increases, suggesting a reduction
of the frequency of −X in this subpopulation. The effective migration
rate decreases much more rapidly in the beginning of adaptation than
towards its end (Fig. B.2). Thus, the results in Fig. 6.3 suggests that,
with increasing X in the beginning of adaptation, the (negative) effect
of migration decreases more rapidly than the (positive) effect of selec-
tion, thus facilitating the replacement. But when the effective migration
is reduced to a large extent, the negative effect of migration decreases
much more slowly with increasing X than does the positive effect of se-
lection. As a result, in this region one finds a decreasing trend of the
replacement probability. The slope of the decreasing trend in this region
is approximately the same for different migration rates, including the
case of isolated subpopulations.

Finally, the results described above are not only valid when selec-
tion acts on a single locus, but also in the two-locus model (Fig. 6.4):
in the beginning of adaptation, the replacement probability increases
as the individuals in the two subpopulations approach their respective
optima, while for intermediate to high levels of divergence between the
subpopulations the replacement probability decreases. When allele-effect
sizes at the two loci differ (α > 0), the locus with the larger allele-effect
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Figure 6.4: Replacement probability in dependence of allele-effect size Y
(two-locus model). The population is initialised in the (deterministically
determined) steady state with allele-effect sizes Y , and −Y at one locus,
and Y +α, and −Y −α at the other. Thereafter, one allele of effect size Y
in the subpopulation with the positive optimal phenotype experiences a
mutation of size ǫ. The simulations are advanced until either allele-effect
size Y , or Y + ǫ experiences extinction. A separate set of simulations
is performed for the case that a mutation lands on the second locus.
The parameter α is set to α = 0 (a-b), or α = 0.1 (c-d). In c-d,
the replacement at the locus of smaller effect size (Y ) is depicted in
blue, whereas at the locus of larger effect size (Y + α) is depicted in
red. The recombination rate r is set to r = 0.05 (a, c), or r = 0.5
(b, d). Remaining parameters: selection parameter σ = 2.5, mutation-
effect size ǫ = 0.05, migration rate m = 0.1, population size N = 200,
2 · 105 stochastic simulations. The simulations were performed by Anna
Emanuelsson (Master thesis [149]).
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size experiences a larger replacement probability than the locus with the
smaller allele-effect size (compare red and blue symbols in Fig. 6.4c-d).
This suggests that one locus tends to diverge faster than the other in the
course of adaptation, and hence supports the finding of ‘concentrated
genetic architectures’ in Ref. [17]. The difference between the replace-
ment probabilities at the two loci, however, decreases as the individuals
in the subpopulations approach their respective optima. In the cases
shown, the replacement probability is approximately the same for differ-
ent values of the recombination rate (Fig. 6.4, compare also to Fig. 6.3c
recalling that the one-locus model is obtained upon setting r = 0 in the
two-locus model, and it holds that X = 2Y + α).

In summary, the findings outlined above show a number of features
of the dynamics of divergent local adaptation. First, the deterministic
critical migration rate above which a mutation of a given effect size can-
not spread in the population typically decreases as the individuals in the
subpopulations approach the corresponding optima. This effect is more
pronounced for weak than for strong selection. Second, the probability
that a given mutation-effect size spreads in the population of a finite
size depends in a complex manner on how close the individuals in the
subpopulations are to their respective optima. In the beginning of adap-
tation, the probability increases as the individuals in the subpopulations
approach their optima. But at a certain divergence level, the probability
starts decreasing with increasing the extent of divergence. In this region
the decreasing trend of the replacement probability is approximately the
same for different migration rates (including the case of isolated sub-
populations). This suggests that signatures of migration should be more
difficult to detect at later than at early stages of adaptation. However,
the results also show that in the beginning of adaptation, the difference
between the replacement probability under a mutation of smaller effect
size and that under a mutation of larger effect size decreases with in-
creasing the migration rate. This suggests that under relatively frequent
migration between the two subpopulations, initial stages of adaptation
may be carried out by small mutation-effect sizes. These may be difficult
to detect in genome-wide scans [8, 20, 112, 115].

The findings under the one-locus model hold also for the two-locus
model. But the advantage of the two-locus model is that it allows to un-
derstand qualitatively how the genetic architecture is expected to evolve
in the course of divergent adaptation. The two-locus model shows that
a mutation of a given effect size experiences a larger chance of being es-
tablished in the population if it lands on a more than on a less diverged
locus. This is because the migration-selection balance established at one
diverged locus differs from that at the other locus. The effective migra-
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tion rate at the locus with the higher extent of divergence is smaller than
at the other locus, and hence the mutation is more likely to spread when
it lands on the former than on the latter locus. This can be understood
as a mechanism for establishing ‘concentrated genetic architectures’ [17].
According to the results shown here, it is expected that the tendency of
the population to establish ‘concentrated genetic architectures’ is most
pronounced for small levels of divergence between the subpopulations,
and it decreases as the individuals in the subpopulations approach their
respective optima. The latter suggests that ‘concentrated genetic archi-
tectures’ should be less expected in populations that are polymorphic
prior to divergence, where the polymorphism consists of intermediate to
large allele-effect sizes (for example, these can come from standing genetic
variation [111], refer also to Chapter 4).

The results presented here stress the complexity of the interplay be-
tween migration, selection, and random genetic drift in the course of
adaptation in partly isolated subpopulations. They can serve as a start-
ing step towards estimating the distribution of mutation-effect sizes es-
tablished in the population as adaptation progresses. Clearly, the results
suggest that the corresponding distributions of the established mutation-
effect sizes during adaptation in partly isolated subpopulations should
differ from that in completely isolated subpopulations. But it should
also be expected that the differences between the distributions change as
the individuals in the subpopulations approach their respective optima.

The dependence of the replacement probabilities on the extent of
divergence between the subpopulations is a necessary step towards un-
derstanding under which conditions the divergence is possible, and how
close the individuals can approach the local optima. The next step is to
estimate the persistence time of the different extents of divergence be-
tween the subpopulations. This result, and the results presented here on
the replacement probability can be used to estimate the typical magni-
tude of the mutation-effect sizes, and their frequency of appearance that
are necessary for divergent adaptation to progress towards the divergent
optima, despite migration and random genetic drift.
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7
Summary and conclusions

It is well-know that nature is rich in species [154], as well as that new
species continue to emerge from the existing ones through the process
of speciation [6, 7, 9, 22–24]. But species are also subject to the risk of
extinction. A confounding factor for the survival of a given species is its
genetic variation, especially at genome regions (loci) subject to selection.
Many authors have raised the question: which loci are subject to selec-
tion (see, for example, Refs. [27, 29–32, 119])? While today it is possible
to obtain empirical genome-wide patterns of genetic variation, it is still
difficult to interpret them. Indeed, there may be a bias in the interpreta-
tion due to the (usually unknown) underlying demographic history of the
population in question, or its geographic structure. Furthermore, genetic
variation is inevitably subject to stochastic fluctuations. To understand
the importance of stochastic fluctuations, more or less complex demogra-
phies, and geographic structures for the patterns of genetic variation, it
is necessary to use models. This thesis presented and analysed a number
of models relevant for biological species.

Chapter 3 discussed the effect of varying population sizes on com-
monly used tests of neutrality based on site frequency spectra (SFS) of
SNPs, e. g. Tajima’s D [32], Fay & Wu’s H [20], and others. These tests
are built upon assuming that the population size is constant. Empirical
genome-wide distributions of Tajima’s D computed along the genomes
of different Human populations differ substantially between the different
populations [I]. This raises the question: since the distributions have
very different shapes, how can one compare the extents of selection at
candidate regions between the different populations? In order to answer
this question, it was proposed in Ref. [I] to redefine the SFS-based tests
by integrating the underlying demographies of the populations into the
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tests. The tests obtained in such a way are termed demography-adjusted.
To obtain demography-adjusted tests, the underlying demography of the
population in question must be estimated. This can be done by applying
a maximum-likelihood approach on empirical data sampled from inter-
genic (presumably neutral), physically distant SNPs [28, 121]. In Ref. [I]
candidate demographies were constraint to a piecewise constant demo-
graphic model with at most two population-size changes. This model
has been argued [28, 29, 121] to capture the main events of the human
out-of-Africa expansion [37–39, 123]. The maximum-likelihood proce-
dure was tested agains simulated data. The procedure constrained to
the demographic model assumed performs well if the estimation is based
on at least 105 SNPs. The same procedure was executed on empiri-
cal data from ten human populations. This allowed to construct the
corresponding demography-adjusted tests. The empirical genome-wide
distributions of the demography-adjusted tests were found to be similar
between the different populations. Therefore demography-adjusted test
distributions facilitate the comparison between the extents of selection
of candidate regions between different populations. However the values
of demography-adjusted tests were found to be roughly linearly related
to the values of unadjusted tests. Thus demography-adjusted and un-
adjusted tests yield the same candidate regions under selection. But,
are intergenic regions neutral [122]? Recall that a linear relationship
observed between the empirical values of demography-adjusted and un-
adjusted tests was confirmed by computer simulations of neutral genetic
variation at loci (not subject to recombination) under a given null demog-
raphy. But if intergenic regions are under selection, how does this bias
demography estimation and the resulting demography-adjusted test dis-
tributions? Furthermore, the effect of recombination cannot be neglected
along wide windows of the genomes of Humans, whereas it is neglected
in test definitions [20, 32, 116, I] as well as in computer simulations [I].
Therefore, it remains unclear: why is a linear relationship observed be-
tween empirical values of adjusted- and unadjusted tests? The effect of
selection on intergenic regions and of genome-wide recombination rate
on demography-adjusted tests of neutrality is yet to be understood.

Chapter 4 analysed genetic variation under the model that was con-
structed in Ref. [II] to mimic the colonisation history of the snail Lit-
torina saxatilis [126, 128, II]. This species inhabits large refuge areas
(mainlands) from which it spreads in a stepwise fashion over smaller is-
lands that have been, and are emerging due to the uplift of land [126].
It was suggested in Ref. [126] that a reduction of genetic variation that
is expected due to repeated founder events [125] can be counteracted by
multiple paternity observed in this species. But, does the effect of multi-
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ple paternity differ during colonisations of new areas and on the long run?
In order to answer this question, mating model that allows for both high
and low levels of multiple paternity was constructed, and single-locus
heterozygosity during and after the colonisation of a mainland-island
habitat was analysed in Ref. [II]. The mating model was tested against
empirical data gathered from paternal analyses [15, 16]. The model could
not be rejected, but empirical distributions showed that the number of
males siring one or two offspring was larger than that obtained under the
model. As expected [125], it was found that genetic variation decreases
with increasing the distance from the mainland, both during the coloni-
sation phase, and in the steady state. The decreasing trend of genetic
variation is more severe when the level of multiple paternity is lower,
than when it is higher. Thus multiple paternity enhances the heterozy-
gosity. However, the results showed that this effect of multiple paternity
is much larger during colonisation than on the long run. This effect is
particularly pronounced at islands that are far from the mainland. Here,
genetic variation fluctuates significantly with periods of complete loss of
genetic variation. Multiple paternity decreases the duration of phases of
low genetic variation, and increases the duration of phases of high genetic
variation. These results suggest that multiple paternity may be a strat-
egy of this snail to increase genetic variation that the founders introduce
to new emerging islands, and thus to increase chances to successfully in-
vade new areas. While multiple paternity in this respect may facilitate
the colonisation of new habitats, this may not be the main reason for
why this mating pattern evolved. Other reasons, such as avoiding the
cost of rejecting an intercourse [15], could also be relevant.

Chapter 5 discussed the sexual and genetic patterns in species that
reproduce both sexually and asexually, and have limited dispersal capa-
bilities. Many empirical studies reported that in young or marginal areas
species with both modes of reproduction are commonly characterised by
widely distributed clones, whereas genotypically unique individuals ex-
pand over small areas [49–51, 53, 55, 62]. To explain this pattern, many
selection-based hypotheses have been proposed [53, 57–61]. However,
empirical tests to support the selection-based hypotheses were not suc-
cessful [62, 63]. This raises the question: does the dominance of clones
in young areas or at the edges of species distributions necessarily imply
that selection disfavours recombination of genotypes through sexual re-
production? In order to answer this question, a selection-free model was
analysed in Ref. [III]. The model is constructed to explicitly account
for the spatial distribution of sexes, and limited (short-range) disper-
sal capabilities of propagules. The model further allows for occasional
long-range dispersal of whole adult individuals. In the model, all individ-
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uals are treated equally, independently of whether they are reproduced
sexually or asexually. While long-range dispersal of adult individuals is
possible for aquatic plants, in terrestrial plants only seeds can be trans-
ported by long distances [143]. To be able to assess the consequences
of this difference between terrestrial and aquatic plants, an additional
model with long-range relocation of seeds was analysed in Ref. [III]. Us-
ing simulations, the dynamics of sexual and genetic patterns was tracked
during the colonisation of the habitat, and long thereafter. The model
results show that moderately to highly asexual populations that man-
age to colonise the habitat are expected to be dominated by widespread
single-sex colonies during the colonisation phase. Each of these large
single-sex colonies consists of a single clone (clonal colonies). The clonal-
colonies establish the front of the colonisation even when the rate of
production of asexual propagules is low in comparison to the rate of pro-
duction of sexual propagules (but not too low). This is the consequence
of limited dispersal capability of propagules: sexual reproduction is lo-
cally possible only if both sperms and eggs are present, whereas no such
constraint can be made for asexual reproduction. However sexual re-
production persists around the origin of colonisation. The region where
sexual reproduction is possible expands over time leaving behind essen-
tially homogenous distribution of sexes. When the colonisation of the
habitat is completed, asexual recruitment starts decreasing. The region
that carries sexual recruits eventually depletes the clonal colonies formed
during the colonisation phase, and hence establishes essentially homoge-
neous distribution of sexes along the habitat. This distribution of sexes
persists for a long time (quasi-steady state) until the population even-
tually experiences global extinction (alternatively, global fixation of one
sex may occur prior to extinction). However, the time until extinction
after establishing the quasi-steady state is expected to scale exponen-
tially with the population size [144]. The same is true for the time to
fixation. The formation of clonal colonies during colonisation, and their
persistence time thereafter are supported by longer lifetimes of individu-
als. The former is also true for the process of long-range dispersal. The
persistence time, by contrast, reduces with increasing the rate of long-
range relocation, as this process promotes the introduction of individuals
of the opposite sex in the clonal colonies established during colonisation.
Finally, with long-range dispersal of adults, the population typically es-
tablishes multiple widespread colonies belonging to single clones. This
is, by contrast, not a typical outcome under the model with relocation
of seeds. In conclusion, the patterns obtained under the selection-free
model described are in agreement with observations reported in empiri-
cal studies of young colonisers of new areas that reproduce both sexually
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and asexually. Thus, this model can serve as a basis for selection-based
hypotheses to be tested against.

Finally, Chapter 6 discussed the dynamics of two partly isolated sub-
populations subject to divergent selection at a given locus. Individuals
are assumed to be diploid, and the phenotype of an individual is de-
termined by the sum of its pair of allele-effect sizes at the locus. It is
well recognised that a condition for both subpopulations to experience
adaptation towards their respective optima is that the population (as a
whole) is polymorphic at the given locus. However, the tendency of the
population to establish a polymorphism may be counteracted by migra-
tion. Indeed, migration repeatedly removes beneficial alleles from, and
introduces deleterious alleles in each subpopulation. The contrasting in-
terplay between migration and selection is termed migration-selection
balance. Many studies analysed the conditions under which a popula-
tion that is initially monomorphic at the locus in question establishes
a dimorphism [76, 109, 110]. However, it must be understood: under
which conditions the diverged subpopulations can diverge further? Un-
der which conditions a mutation of a given effect size may spread in the
population that consists of two already diverged subpopulations? These
question were discussed in Chapter 6 . A deterministic approximation
shows that when migration is not too frequent, the initially dimorphic
population establishes a new dimorphism after a mutation of a given
effect size is introduced: the mutant allele spreads in the population,
whereas its non mutated version experiences extinction. In Chapter 6,
this was termed replacement. The migration rate above which the re-
placement is not expected to occur decreases with increasing the extent
of divergence between the two subpopulations. To assess how random ge-
netic drift influences the tendency of the mutant allele to replace its non
mutated version, computer simulations were used. The results show that,
for a mutation of a given effect size, the replacement probability depends
in a complex manner on the extent of divergence between the subpop-
ulations. By increasing the extent of divergence up to a certain critical
value, the replacement probability increases. But after this critical value,
the replacement probability decreases with increasing the extent of di-
vergence. Note that in the absence of migration, the replacement prob-
ability strictly decreases as the individuals in the subpopulation (where
the beneficial mutation is introduced) approach the optimal phenotype
[67]. Thus, in the presence of migration the following can be deduced. In
the initial stages of adaptation (small extents of divergence) the negative
effect of migration decreases with increasing the extent of divergence.
The same is true for the positive effect of selection. But the former oc-
curs much more rapidly than the latter. Therefore, in the initial stages
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of adaptation the replacement probability increases. In later stages of
adaptation, by contrast, the effective migration is so small that it does
not have any significant effect on further adaptation. By comparing the
results obtained for a mutation of a larger effect size to those for a muta-
tion of a smaller effect size, it was found that the replacement probability
in the former case is higher than in the latter case. By increasing the
migration rate, the difference between the two replacement probabilities
decreases. When migration is relatively frequent, the results show that
in early stages of adaptation the replacement probability for the larger
mutation-effect size is close to that for the smaller mutation-effect size.
Assuming that mutations of small effect sizes appear more frequently
than mutations of large effect sizes [17, 75], it should be expected that
early stages of adaptation of the subpopulations that exchange migrants
relatively frequently are led by mutations of small effect sizes. At later
stages, however, mutations of larger effect sizes are more likely to spread
in the population, as is also the case in the absence of migration. The
results obtained in the one-locus model were found to hold for the two-
locus model as well. Here, the replacement probability at the locus with
the larger allele-effect size was found to be larger than that at the locus
with the smaller allele-effect size. This suggests that one locus may tend
to drive local adaptation, as was also suggested in Ref. [17] (‘concentrated
genetic architecture’). However, the difference between the replacement
probabilities at the two diverged loci decreases as adaptation progresses,
and vanishes in late stages of adaptation. This suggests that concentrated
genetic architectures may not be obtained if adaption is initialised from
standing genetic variation.

This thesis provides a number of advances in understanding how dif-
ferent demographies, mating patterns, and selection contribute to shap-
ing the patterns of genetic variation in natural populations. As discussed
above, the amount of genetic variation can be critical for the establish-
ment and maintenance of species in environments they are exposed to,
or in new environments they colonise. If environmental conditions are
different between the different habitats of a given species, its popula-
tions may exhibit adaptive divergence, the process that may eventually
lead to a complete reproductive isolation between the different popula-
tions, that is, speciation. An example species that is currently ongoing
speciation is the snail Littorina saxatilis that has two divergent ecotypes
formed [6, 10]. This makes Littorina saxatilis a suitable species for study-
ing speciation at work and hence gaining a better understanding of the
mechanisms that allow for speciation to occur [6, 7, 9, 10, 155]. For
example, does speciation occur thanks to standing genetic variation, or
due to new mutations? In the latter case, what are the typical mutation



Summary and conclusions 65

effect-sizes, and at which frequency should mutations appear in order for
divergence of ecotypes to be possible? Does assortative mating (mate
preference) facilitate divergence? L. saxatilis is likely in an initial stage
of speciation, and genome-wide sequences sampled from its divergent
ecotypes should provide a valuable insight into the process of speciation
[8, 10, 155]. But in order to be able to interpret empirical data, further
theoretical work is required. To this end, it is necessary to build a model
that accounts for genome-wide patterns of genetic variation with some
regions assumed to be subject to selection, and others being neutral.
Related modelling work that includes both neutral, and regions under
selection can be found in Ref. [110]. The model should further incorpo-
rate earlier findings concerning the life history of L. saxatilis, such as the
colonisation of new areas from a large source population [126, 128], mul-
tiple paternity [15, 127] with a possibility for mate-preferences based on
mates’ sizes [156], but also different selection pressures in different areas
over the species’ geographic distribution (wave-exposed, crab-exposed,
hybrid zones) [6]. Using such a model, it will be possible to contrast the
patterns expected when adaptation is initialised with or without standing
genetic variation. In the former case, multiple paternity is expected to
promote the extent of standing genetic variation that founders introduce
to new areas [II]. But the effect of divergent selection on genome-wide
regions in the presence of multiple paternity or mate preferences is yet
to be understood. In the near future, a spatially-explicit genome-wide
model described above will be built and analysed in collaboration with
the Linneaus Centre for Marine Evolutionary Biology (CeMEB).

Further work will also be done to understand better the interplay be-
tween sexual and asexual reproduction in species that have both modes
of reproduction. As mentioned in this thesis, limited dispersal capabil-
ities of propagules contribute to increasing genotypic variation on the
long run, which makes it difficult to distinguish clones from sexual re-
cruits using genetic sequences. The problem of inferring the rate of clonal
reproduction is difficult even in well-mixed populations [65, 148]. There-
fore, further theoretical efforts are needed to make it possible to estimate
the rate of clonality in a given species. The future work will also aim
to understand the consequences on the evolution of species’ reproductive
strategies (clonal in relation to sexual reproduction) due to possible dif-
ferences in dispersal capabilities of sperms, eggs, and asexual propagules.
The starting analysis will consider spatially and temporally homogeneous
environments. This analysis will be extended to include spatially het-
erogeneous environments with different selection pressures over species’
distributions. The modelling will be guided by empirical data obtained
within CeMEB in experimental studies of species that reproduce both
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sexually and asexually [157]. The modelling results will then be used
to guide future genome-wide sampling of species with both modes of
reproduction. The aim on the long term is to improve the existing meth-
ods for interpreting empirical data, and to understand better causes and
consequences of the evolutionary processes.



A
Moments of frequency spectra

of SNPs

The frequency spectrum of SNPs is an important set of observables be-
cause it provides an information about the underlying population-size
history [28, 113]. The expressions for the first two moments are neces-
sary for constructing tests of neutrality based on site frequency spectra,
such as Tajima’s D [32].

The unfolded frequency spectrum of SNPs is determined by the num-
ber of mutations ξi carried by i individuals in a sample of size n (i =
1, . . . , n − 1). It is common to refer to ξi as the number of counts i.
The folded frequency spectrum is related to the unfolded one according
to Eq. (3.1) in Chapter 3. The total number of SNPs (Sn) is given by
Sn =

∑n−1
i=1 ξi. It was shown in Ref. [114] how 〈ξi〉 and 〈ξiξj〉 can be

computed in terms of the moments of branch lengths τi (scaled by the
effective population size) of gene genealogies. The corresponding expres-
sions are [114]:
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where δij = 1 for i = j, and δij = 0 otherwise. The terms p(k, i),
p(k, i; k, j), p(k, i;m, j) appearing in Eqs. (A.1)-(A.2) come from Ref. [114].
Furthermore, θ = 2µN is the scaled mutation rate, N being the (effec-
tive) population size, and µ the mutation rate per sequence, individual,
generation. Note that in a population of constant size, one has 〈ξi〉 = θ/i
[114]. The expression for the second moment under a constant popula-
tion size is also known [114]. By contrast, the expressions for the first two
moments of the site frequency spectrum under varying population sizes
are in general unknown. But they can be obtained using the results of
Ref. [1]. The expressions for the first two moments under piecewise con-
stant demographies with at most two population-size changes are given
in Ref. [I]. The expression for the first moment derived in Ref. [I] agrees
with the corresponding result reported in Ref. [28].

In Ref. [I], the expression for the first moment was used to infer the
parameters of the underlying Human demographies based on empirical
data gathered in the 1000 Genomes Project [43]. The expressions for
the first two moments of the folded and unfolded site frequency spectra
under piecewise constant demographies were used in Ref. [I] to define
demography-adjusted tests. This is further discussed in Chapter 3.
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B
Deterministic approximation for

a model of adaptation

In this appendix, a deterministic approximation of the model introduced
in Chapter 6 is analysed. The deterministic approximation, valid in the
limit of infinite population sizes, serves to qualitatively understand the
interplay between migration and divergent selection. Furthermore, it
simplifies the analysis of the model. The effect of random genetic drift
is discussed in Chapter 6 in the main text.

The model is constructed as follows. The population is assumed to
consist of two diploid subpopulations of equal size. The subpopulations
are subject to opposing environments, and hence experience divergent se-
lection. The generations are assumed to be discrete and non-overlapping.
The lifecycle of individuals is modelled in the following order: migration,
mating, selection. Individuals migrate to the neighbouring subpopula-
tion with the probability m per generation, individual, subpopulation.
Mating occurs locally, within each subpopulation, and it is assumed to
be random. In the model, the number of gametes that an individual
contributes to the next generation in a given subpopulation is propor-
tional to the fitness of the individual relative to the average fitness of all
individuals in the subpopulation (see below). The optimal phenotypes in
the subpopulations (denoted by θ(1), θ(2)) are assumed to be symmetric
around zero (θ(1) = −θ(2)). For simplicity, in the analyses below, as well
as in the main text θ(1) is set to θ(1) = 2. The phenotype of an individ-
ual is assumed to depend on its genotype at one (or two) loci targeted
by selection. Each locus is characterised by a pair of allele-effect sizes,
and the phenotype is equal to the sum of the pair of allele-effect sizes
at the locus (or loci) targeted by selection. In the two-locus model, a
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gamete is a product of recombination between the parental chromosomes
with the probability r per generation, gamete, individual, subpopulation.
When r = 0, the two-locus model reduces to the one-locus model. In the
analyses outlined below, a mutation of a given effect size is assumed to
alter one allele in the population, and further mutations are neglected
(but a model that includes recurrent mutations was also simulated, see
Fig. 6.1).

This appendix is organised as follows. In Section B.1, the one-locus
model is analysed. The two-locus model is covered in Section B.2.

B.1 One-locus model

To understand how a population under the model presented above pro-
gresses from one to another polymorphism, the analysis is performed as
follows. The population is assumed to be initialised with allele-effect
sizes X , and −X (where 0 ≤ X ≤ 1). Under this initial condition, and
assuming that the subpopulations are of infinite size, it can be shown
that the population inevitably establishes a stable dimorphism, denoted
by {X,−X} below (see also [76]). When the dimorphism {X,−X} is
established, it is assumed that one allele of size X in the subpopulation
with the positive optimal phenotype experiences a mutation of effect size
ǫ (where 0 < ǫ < 1−X ; this condition assures that the mutation is ben-
eficial in this subpopulation). In terms of a deterministic approximation,
a small proportion of alleles of effect size X is substituted by (the same)
proportion of alleles of effect size X + ǫ, so that the population stays in
vicinity of the initial steady dimorphism {X,−X}. Further mutations
are neglected. The question is: how does the mutation influence the
dynamics of the population? To which stable state does the population
relax?

Under a deterministic approximation of the model, the frequencies
p
(k)
i;τ (i = 1, 2, 3) of allele effect sizes xi (where x1 = X , x2 = −X , and
x3 = X + ǫ) in subpopulation k = 1, 2 are expected to evolve from
generation τ to generation τ + 1 according to:

p
(1)
i;τ+1 =

1

w
(1)
τ

{[

(1−m)
(

p
(1)
i;τ

)2

+m
(

p
(2)
i;τ

)2]

w
(1)
i|i +

3
∑

j=1

j 6=i

[

(1−m)p
(1)
i;τ p

(1)
j;τ +mp

(2)
i,τ p

(2)
j;τ

]

w
(1)
i|j

}

, (B.1)
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Figure B.1: Same as in Fig. 6.2, but here light blue denotes the region
where no steady state was found within the stopping condition used.
Numerical calculations were done by Anna Emanuelsson (Master thesis
[149]).
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p
(2)
i;τ+1 =

1

W
(2)
τ

{[
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(

p
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i;τ

)2
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(
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w
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. (B.2)

Here w
(k)
i|j denotes the fitness of the parental single-locus genotype i|j

that consists of a pair of allele-effect sizes xi, and xj , in subpopulation k

w
(k)
i|j = e−

(xi+xj−θ(k))2

2σ2 , for i, j = 1, 2, 3 . (B.3)

In Eq. (B.3), σ is a selection parameter that is assumed to be the same
in the subpopulations. As σ increases, selection strength decreases, and
vice versa. Furthermore,

W (1)
τ =

3
∑

i=1

3
∑

j=1

[

(1−m)p
(1)
i;τ p

(1)
j;τ +mp

(2)
i;τ p

(2)
j;τ

]

w
(1)
i|j (B.4)

stands for the average parental phenotype in subpopulation k = 1. The
corresponding expression for the subpopulation k = 2 is obtained by
exchanging superscripts (1) and (2) in Eq. (B.4).

In order to find the steady-state frequencies of the allele-effect sizes
X , −X , and X + ǫ in the two subpopulations it is necessary to solve
the system of Eqs. (B.1)-(B.2). Because it holds that

∑3
i=1 p

(k)
i;τ = 1, it

follows that the dynamics is fully determined by a set of four recursive
equations. The stability of the steady states found can be deduced upon
evaluating the leading eigenvalue of the stability matrix A

A =
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. (B.5)

The steady states can be found by iterating the dynamics of the sys-
tem (Eqs. (B.1)-(B.2)) until the steady-state condition within a prede-
termined precision is met (see Chapter 6 in the main text). This was
done for a range of values of the migration rate m, and allele-effect
size X . However, for a small number of parameter values tested, no
steady state was found within the precision used (see light blue regions
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depicted in Fig. B.1). When the steady state was found, its stability
was checked upon computing numerically the eigenvalues of the stability
matrix. The eigenvalues showed that the steady states found using the
iterative method were stable. However, the leading eigenvalues for the
steady states found in close vicinity of the light-blue regions depicted in
Fig. B.1 were very close to unity. This suggests that the steady states in
the light-blue regions (Fig. B.1) are only marginally stable, and hence a
long time is needed for the system to achieve them (the iterative method
was allowed to search for the steady state up to a maximum of 106 gen-
erations).

Fig. B.1 further shows that when migration is not too frequent, a
mutation of size ǫ manages to spread in the population. In fact, it causes
the population to escape the initial dimorphism {X,−X}, and relax
into a new stable dimorphism {X + ǫ,−X}. This is referred to in the
main text as the replacement of X by X + ǫ. When ǫ is beneficial in
the subpopulation where it is introduced, i. e. when X ≤ 1 − ǫ, the
dimorphism {X + ǫ,−X} is established below a particular critical value
of migration rate. For larger values of X , the mutation ǫ ‘overshoots’
the optimum; but under a weak selection, and provided that migration
is neither too rare, nor too frequent, the mutation can spread in the
population despite ‘overshooting’ (compare Fig. B.2 to Fig. B.3). The
effect of ‘overshooting’ is not further discussed here.

Finally, recall that the analysis above assumes that the subpopula-
tions are of infinite sizes. For finite population sizes the effect of random
genetic drift needs to be taken into account. In order to estimate the
effect of random genetic drift, one can use the results of the stability
analysis of the steady states found (in analogy to the approximation
suggested in Ref. [76]). Namely, in the region where X + ǫ (determin-
istically) replaces X , one can compute an ‘unstable-state diversification
coefficient’ by subtracting unity from the leading eigenvalue of the stabil-
ity matrix evaluated at the unstable dimorphism {X,−X} (in analogy
to the ‘diversification coefficient’ defined in Ref. [76]). Similarly, one can
estimate a ‘stable-state diversification coefficient’ by subtracting from
unity the leading eigenvalue of the stability matrix evaluated at the sta-
ble dimorphism {X + ǫ,−X}. Following the approach in Ref. [76], the
diversification coefficients (corresponding to the stable, and to the un-
stable dimorphism) can be used to estimate the probability that X + ǫ
replaces X . For the results presented in the main text, two approxima-
tions were made by using one, or the other diversification coefficient in
place of the selection coefficient in Kimura’s result (2.11) [77, 78] (Sec-
tion 2.4). The two approximations agree well with the simulation results
(Fig. 6.3). But in the beginning of adaptation, the agreement is bet-

73



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Allele-effect size (X)

M
ig
ra
ti
o
n
ra
te
(m
)

Figure B.2: Same as in Fig. 6.2, but for the allele-effect size X + ǫ.
Numerical calculations were done by Anna Emanuelsson (Master thesis
[149])
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Figure B.3: Same as in Fig. B.2, but for a stronger selection: selec-
tion parameter σ = 1.5. Numerical calculations were done by Anna
Emanuelsson (Master thesis [149]).

ter with the approximation made using the unstable-state diversification
coefficient, whereas the opposite is true for latter stages of adaptation.

The results concerning the one-locus model are discussed in more
detail in Chapter 6 in the main text.

B.2 Two-locus model

In the two locus model, the population is initialised with allele-effect
sizes Y , and −Y at one locus, and with Y +α, and −Y −α at the other
locus. Here it is assumed that 0 ≤ Y ≤ 0.5, and 0 ≤ α. The first, and
the second locus are referred to as the locus of smaller, and larger effect
size, respectively. Similarly to the approach used in the one-locus model,
the population is (before introducing a mutation) allowed to relax into
a stable steady state. For the parameter values tested (Fig. 6.4), the
population in the stable steady state is dimorphic at both loci (results
not shown). Thereafter, the effect of a mutation of size ǫ is analysed in
two cases: the mutation is assumed to land either on the locus of smaller
allele-effect size (Y ), or on the locus of larger allele-effect size (Y + α).
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In both cases, the dynamics of the system is tracked until the population
relaxes into a new (or the old) stable steady state.

The dynamics in the two-locus model is more complex than in the
one-locus model because here more possible genotypes appear in the pop-
ulation. The genotype with allele-effect sizes yi, and ya at one chromo-
some, and yj and yb at the other is labeled by i, a|, j, b. Here i, a, and j, b
represent the corresponding two-locus haplotypes. The indexes i, and j
serve to distinguish between allele-effect sizes yi and yj at the first lo-
cus, whereas a, and b serve to distinguish between allele-effect sixes ya,
and yb at the second locus. In the case a mutation lands on the first
locus (that has alleles of smaller affect size), the indexes i, and j take
values i, j = 1, 2, 3, where y1 = Y , y2 = −Y , and y3 = Y + ǫ. Similarly,
the indexes a, and b take values a, b = 4, 5, where y4 = Y + α, and
y5 = −Y −α. A similar indexing (and the analysis described below) can
be made for the case when a mutation lands on the allele of larger effect
size. Therefore, this case is not explicitly described in this appendix.

Under a deterministic approximation, the frequency p
(1)
1,4;τ+1 of a hap-

lotype with allele-effect sizes y1 = Y at one locus, and y4 = Y +α at the
other is expected to depend on the genotype frequencies in generation τ
according to

p
(1)
1,4;τ+1 =

1

W
(1)
τ

{[
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. (B.6)

The frequency of this haplotype in the opposite subpopulation is obtained
by exchanging superscripts (1) and (2) in Eq. (B.6). Note that in each
subpopulation there are six possible haplotypes. The expressions for
the evolution of the remaining haplotypes are similar to that given by
Eq. (B.6), but with different indexes. For simplicity, these expressions

are not shown here. In Eq. (B.6), W
(1)
τ and W

(2)
τ are the average fitnesses
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of parental genotypes in the two subpopulations in generation τ

W (1)
τ =

3
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i,j=1

5
∑
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[
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ω
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Here, the fitnesses of the two-locus diploid genotypes in subpopulation
k = 1, 2 are computed according to

ω
(k)
i,a|j,b = e−

(

yi+yj+ya+yb−θ(k)

)2

2σ2 .

The steady states of the system can be found iteratively (similarly to
the approach used in the one-locus case). But here the dynamics is fully
determined by a set of ten equations. This is because in each subpopu-
lation, the frequency of one haplotype can be expressed in terms of the
remaining five due to the constraint that the sum of the frequencies of all
possible haplotypes is equal to unity. The stability of the steady states
found can be determined using a stability matrix. The stability matrix is
defined similarly as before (see Eq. (B.5)), but now it is a 10x10 matrix
and hence it is not written explicitly.

The stability analysis shows that for the parameters set in Fig. 6.4,
a mutation of size ǫ is expected to spread in the population. Thus the
population is expected to exit the initial dimorphism at the first locus,
and relax into a new stable state. The new stable state is dimorphic and
it consists of allele-effect sizes Y + ǫ, and −Y . Thus, similarly to the
one-locus case, the mutant allele is expected to replace its non mutated
version.

In the main text it is shown and discussed how genetic drift influences
the tendency of the mutation to spread in the population (Fig. 6.4).
Furthermore, the differences between the effect of a mutation that lands
on the locus of smaller effect size (Y ), and the effect of this mutation upon
landing on the locus of larger effect size (Y + α, α > 0) are discussed in
Chapter 6 in the main text.
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Linkage disequilibrium under recurrent bottlenecks, Genetics 190,
217–229 (2012).
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