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Abstract

Oscillations in the concentration of yeast glycolytic intermediates have been intensively studied
since the 1950s, but these studies have so far been limited to observations of average oscillatory
behavior in synchronized cultures. Hence, it has remained unknown whether the onset of oscilla-
tions is a collective property of the population which requires a high cell density, or if individual
cells can oscillate also in isolation. To determine the mechanisms behind oscillations, cell-cell in-
teractions and synchronization, and to investigate the role of cell-cell heterogeneity, oscillations
have to be studied on the single-cell level.

The aims of this project were to determine whether individual cells in isolation can oscillate
and if there is large heterogeneity among individual cells, to determine if a fluid flow affects
the oscillatory behavior, to identify the precise conditions required for oscillations to emerge in
individual cells, to investigate the mechanism behind oscillations, and to elucidate the mechanism
behind synchronization, its robustness to cell heterogeneity and its universality with respect to
different chemical species.

In this work it was shown that glycolytic oscillations can be induced and studied in individ-
ual, isolated yeast cells by combining optical tweezers for cell positioning, microfluidics for envi-
ronmental control and fluorescence microscopy for detection. My single-cell data revealed large
heterogeneity and four categories of cell behavior were identified. It was also verified that the os-
cillatory behavior was determined by the concentrations of glucose and cyanide in the extracellular
environment rather than the flow rates used in the microfluidic flow chamber.

Varying the concentrations of glucose and cyanide, the precise conditions for oscillations to
emerge in individual cells were determined and it was shown that individual cells can oscillate
also at conditions where no oscillations are detected in populations. This indicates that loss of
oscillations in a population can be caused by desynchronization rather than by loss of oscillations in
individual cells. Investigation of single-cell responses using a detailed kinetic model showed that the
onset of oscillations could be described by allosteric regulation of the enzyme phosphofructokinase
by AMP and ATP.

To determine the mechanism behind synchronization and to assess its robustness and uni-
versality, entrainment of oscillations in individual yeast cells by periodic external perturbations
was investigated. It was found that oscillatory cells synchronize through phase shifts and that
the mechanism is insensitive to cell heterogeneity (robustness) and similar for different types of
external perturbations (universality).

The results presented in this work have advanced our understanding of the complex set of
reactions in energy metabolism and the mechanisms through which cells oscillate, communicate,
and synchronize. Pursuing these studies will hopefully not only give further information about
glycolysis in yeast, but also about energy metabolism, oscillations, and communication in other
biological systems, such as oscillatory insulin secretion from islets of β-cells.

Keywords: Optical manipulation, microfluidics, fluorescence microscopy, single cell
analysis, Saccharomyces cerevisiae, glycolysis, oscillations, NADH, heterogeneity, synchronization,
robustness, universality
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Chapter 1

Introduction

1.1 Energy metabolism in yeast

A ll living organisms require energy to fuel processes inside the cells to allow the cells to
grow, reproduce, and respond to their environment. In cells, the energy-rich molecule

adenosine triphosphate (ATP) is used as a direct energy source and the purpose of energy
metabolism is to produce ATP through the conversion of an indirect energy source such
as a glucose molecule.

The first part of energy metabolism is called glycolysis and in this process glucose
molecules are converted into pyruvate through a number of enzymatic reactions
(Fig. 1.1(a)). For each glucose molecule converted, two adenosine diphosphate (ADP)
molecules are phosphorylated to two ATP molecules and two nicotinamide adenine dinu-
cleotide (NAD+) molecules are reduced to two NADH molecules.

If oxygen is present, pyruvate and NADH molecules can be used in aerobic respiration,
which occurs inside the mitochondria (Fig. 1.1(b)). Pyruvate is then converted into
acetyl-CoA, which enters the citric acid cycle, also known as the Krebs cycle, the Szent-
Györgyi-Krebs cycle or the tricarboxylic acid cycle. Here it is used to produce more
ATP and NADH. The NADH molecules produced both during glycolysis and in the citric
acid cycle are then used in the electron transport chain, where they are oxidized into
NAD+. In the transport chain, electrons are transferred through a series of membrane-
bound complexes. In this process, protons are transported through the complexes to the
intermembrane space of the mitochondrion, creating an electrochemical proton gradient
across the inner membrane. When passing through the last complex, called cytochrome c
oxidase, the electrons bind to oxygen and protons, forming water. Via a membrane-bound
enzyme called ATP synthase, the protons are transported back into the inner space of the
mitochondrion, producing even more ATP.

If cyanide is added to a cell, it binds to cytochrome c oxidase and prevents it from
transporting electrons to the oxygen molecules [1]. This stops the electron transport chain
and prevents NADH from becoming oxidized, which in turn stops the citric acid cycle.
Cells which are solely dependent on aerobic respiration will then die from anoxia. Yeast
cells, on the other hand, can survive also in anaerobic conditions, where they instead fer-
ment pyruvate via acetaldehyde (ACA) into ethanol. In this process NADH is also oxidized
to NAD+, ensuring that glycolysis can continue. Some cell types, such as S. cerevisiae,

1
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2 Introduction

prefer to use fermentation also in aerobic conditions, when high concentration of glucose
is available. This is known as the Crabtree effect [2].
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Figure 1.1: (a) Simplified schematic of energy metabolism in yeast. The molecules
in blue are involved in glycolysis, while molecules in green are involved in fermentation.
If oxygen is present, pyruvate can be converted into acetyl-CoA and used in respiration
inside the mitochondrion (yellow). (b) Schematic drawing of respiration within the mito-
chondrion. acetyl-CoA converted from pyruvate is used in the Krebs cycle, where both
NADH and ATP are produced. NADH from glycolysis and from the Krebs cycle is then
used to drive the electron transport chain, were even more ATP is produced. If cyanide is
added, it binds to a complex in the electron transport chain called cytochrome c oxidase
and prevents it from transporting electrons to oxygen molecules. This stops the transport
chain and since NADH then no longer becomes oxidized into NAD+, the entire respiration
stops. Organisms not able to ferment then die from anoxia. GLC, glucose; G6P, glucose 6-
phosphate; F6P, fructose 6-phosphate; F16bP, fructose 1,6-bisphosphate; DHAP dihydrox-
yacetone phosphate; GAP, glyceraldehyde 3-phosphate; BPG, 1,3-bisphosphoglycerate;
3PGA, 3-phosphoglycerate; 2PGA, 2-phosphoglycerate; PEP, phosphoenolpyruvate; PYR,
pyruvate; ACA, acetaldehyde; EtOH, ethanol

1.2 Glycolytic oscillations in yeast

If yeast cells are exposed to certain concentrations of glucose and cyanide, the concentra-
tion of metabolites in glycolysis starts to oscillate. These glycolytic oscillations have been
studied since the 1950s, both in vivo and in silico and both in populations of intact cells
and in yeast extracts [3]. In 1957, Duysens and Amesz observed significant fluctuations

1.3 Glycolytic oscillations in a wider perspective 3

in the fluorescence intensity from NADH in suspensions of yeast cells [4]. In later experi-
ments, damped sinusoidal oscillations with 12 full cycles were observed in Saccharomyces
carlsbergensis [5] and in subsequent studies glycolytic intermediates were also found to be
oscillating [6]. It was shown that intact cells in general oscillate with a shorter period
time than cell free extracts, with period times of around 30-60 s and several minutes in
the two cases respectively [3]. The frequency of the oscillations was shown to depend on
both the temperature [5] and on the injection rate of substrates [7–9]. Later it was also
shown that the glucose transporter has high control of the frequency in intact cells [10].
This could explain the differences in frequencies found in extracts, where the membrane is
ruptured, and in intact cells. It has also been shown that the amplitude of the oscillations
depends on temperature [5] and cell density [11] and that the oscillations last longer in
high density cell cultures [11–13].

In the 1990s, Richard et al. presented a method to induce sustained oscillations in
dense populations of intact cells. By harvesting cells at the diauxic shift, where glucose in
the medium becomes exhausted, starving the cells for a few hours and subsequently adding
glucose and cyanide, sustained macroscopic oscillations could be studied [14, 15]. These
oscillations died off first at glucose exhaustion. Cyanide was in these studies added for two
reasons; to inhibit respiration and to bind ACA. ACA is an intermediate metabolite which
rapidly diffuses across the cell membrane and in dense cell cultures acts as a synchronizing
agent for the oscillations [16–20].

In most studies, macroscopic oscillations were detected only for a cyanide concentration
range of 2-8 mM [9, 15, 21]. The explanation for using this concentration range was to
ensure inhibition of respiration by cyanide binding to cytochrome c oxidase [15], and to
lower the ACA concentration within a range where the cells are sensitive to ACA secretion
from other cells [15–17, 19, 22] by cyanide binding ACA [23]. Even though cyanide might
not be present in natural yeast habitats, these conditions resemble those experienced by
yeast cells in a dough, where anaerobiosis may occur and ACA is removed by evaporation.

In addition to ACA, other substances have also been shown to cause synchronization of
the cell responses, e.g. glucose at concentrations below saturation level [10, 17, 19, 24, 25]
and oxygen [26]. Other substances, such as cyanide [17], ethanol [16, 17, 27, 28] and
pyruvate [17], were also investigated, but it was found that they give insufficient or no
response under the experimental conditions. Even though cyanide perturbations were
shown to increase the levels of NADH in the cells, cyanide was discarded as a quencher
with the motivation that it has slow reaction with the rest of the system [17].

Although glycolytic oscillations have been intensively studied on the macroscopic level,
these studies only revealed information about the population average response. The lack
of single-cell studies of this phenomenon has caused many questions to remain unanswered.
Limitations of previous macroscopic studies and motivation for using single-cell analysis
to solve some of these questions are discussed in Chapter 2.

1.3 Glycolytic oscillations in a wider perspective

Glycolytic oscillations have been shown to occur also in other cell types, e.g. muscle
extracts [29, 30], heart extracts [31], Ehrlich ascites tumor cells [32] and pancreatic β-cells
[33]. Since glycolytic oscillations also affect the ATP/ADP ratio, they have been proposed
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shown to increase the levels of NADH in the cells, cyanide was discarded as a quencher
with the motivation that it has slow reaction with the rest of the system [17].

Although glycolytic oscillations have been intensively studied on the macroscopic level,
these studies only revealed information about the population average response. The lack
of single-cell studies of this phenomenon has caused many questions to remain unanswered.
Limitations of previous macroscopic studies and motivation for using single-cell analysis
to solve some of these questions are discussed in Chapter 2.

1.3 Glycolytic oscillations in a wider perspective

Glycolytic oscillations have been shown to occur also in other cell types, e.g. muscle
extracts [29, 30], heart extracts [31], Ehrlich ascites tumor cells [32] and pancreatic β-cells
[33]. Since glycolytic oscillations also affect the ATP/ADP ratio, they have been proposed
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as a key mechanism for pulsatile insulin secretion from β-cells [34, 35]. One hypothesis is
that an increase in the ATP/ADP ratio closes ATP-dependent K+-channels in the plasma
membrane of the β-cells [36]. This leads to membrane depolarization, which in turn opens
voltage sensitive Ca2+-channels, leading to influx of Ca2+ into the cell which triggers
exocytosis of insulin. This hypothesis is supported by the fact that changes in ATP/ADP
ratio, NADH and oxygen consumption precede the initial rise in Ca2+ in glucose-stimulated
β-cells and that no further change can be seen in the metabolic parameters at the rise of
Ca2+ [37]. Another hypothesis is that the insulin oscillations are caused by Ca2+ feedback,
where Ca2+ activates K+-channels and evokes exocytosis. Recently, these two hypotheses
were combined in a ”dual oscillator model”, including both a slow metabolic component
and a fast electrical component, which successfully described much of the data on pulsatile
insulin secretion [35].

Understanding the biochemical mechanism of insulin secretion oscillations is very im-
portant, since several studies have demonstrated a greater hypoglycemic effect of insulin
infused in a pulsatile manner than when infused at a constant rate [38, 39] and that this
pulsatility is impaired in humans with type II diabetes [40]. This suggests that type II dia-
betes may be caused by loss or irregularity of insulin oscillations [41–43]. Studies have also
shown that humans with mutations in phosphofructokinase, a glycolytic enzyme known
to have large influence on glycolytic oscillations (see Section 4.3), have impaired insulin
oscillations [44].

Chapter 2

Motivation and Aims

T here are several reasons to study glycolytic oscillations in yeast. First, such studies will
give detailed information about the complex reaction network in energy metabolism.

Since the glycolytic pathway is similar in most organisms, both prokaryotic and eukaryotic,
a deeper understanding of the reaction network in yeast will give insight into the function
of glycolysis also in other organisms. These studies will also give information about a
mechanism of cell-cell communication and synchronization. Cell-cell communication is a
prerequisite for organization of communities and, evolutionary, this phenomenon might
thus have provided a path from unicellular to multicellular behavior. If the mechanism
behind synchronization of glycolytic oscillations is robust with regard to cell heterogeneity
and similar for different chemical species, it indicates that the mechanism might be at
work also in other cell types, possibly for different metabolic species. Detailed knowledge
of glycolytic oscillations in yeast might thus also reveal information about the mechanism
behind pulsatile insulin secretion in individual pancreatic β-cells, how the individual β-
cells communicate and synchronize their secretion in and between islets of Langerhans,
and why the pulsatility might become impaired in humans with type II diabetes.

In a population of millions of yeast cells, synchronization is a requirement for studies of
oscillations. One question that remained unanswered for a long time is why a population of
cells loses its oscillations, as reported for e.g. low glucose concentrations [7, 9] and low cell
densities [11–13]. Is it due to the individual cells in the population losing their oscillations
or is it due to desynchronization of the oscillations? Another question is whether there
is large heterogeneity in the oscillatory behavior on the single-cell level. Several attempts
have been made to study oscillations in individual cells, both in a population and in
isolation [12, 28, 45, 46]. Early studies indicated heterogeneity in period time on the
single cell level and that individual cells continued to oscillate also when the population as
a whole did not [12]. However, in more recent studies, individual cells from an oscillating
population were investigated without any indications of oscillations [28, 46]. It has been
suggested that single cells in isolation might not be able to oscillate and that the onset of
oscillations is a collective property and not possible at low cell densities [45].

• The first aim of this work was to answer whether individual cells in isolation can
show glycolytic oscillations and to characterize the heterogeneity in response among
the individual cells. This was investigated in Paper I and is further discussed in
Section 4.1.
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6 Motivation and Aims

In the experiments in this work, microfluidics was used to control the extracellular envi-
ronment [47, 48]. What chemicals the cells were exposed to were controlled by adjustments
of the flow rate in the microfluidic flow chamber. Hence, detected cell responses could be
caused either by changes in flow rates in the microfluidic chamber or by changes of chem-
icals in the extracellular milieu. To investigate the mechanism behind the detected cell
response, it must be determined whether the responses were due to changes of chemicals
or due to changes of flow rates.

• The second aim of this work was to investigate the role of flow rates on the detected
cell responses. This study is presented in Paper II and discussed in Section 4.2.

Another interesting question to investigate is whether the precise conditions required for
oscillations to emerge in individual cells differ from the conditions where synchronized
oscillations are detected in populations [9]. Answering this question might further elucidate
if the conditions for synchronized oscillations in a population are a subset of the conditions
for single cell oscillations and might suggest a new regime of conditions for the study of
oscillatory behavior. Investigating the conditions required for oscillations to emerge in
individual cells might also give clues to the mechanism responsible for oscillations.

• The third aim of this work was to determine the precise conditions required for
oscillations to emerge in individual cells, without any additional requirements of
synchronization, and to investigate the mechanism behind oscillations. This is in-
vestigated in Paper III and discussed in Section 4.3.

The oscillatory behavior detected in a population does not only depend on the oscillatory
behavior of the individual cells [49, 50], but also on the cell-cell interactions leading to
synchronization. Since observations of macroscopic oscillations do not distinguish between
oscillations and synchronization, previous measurements have neither allowed to deduce
the microscopic mechanism of synchronization nor how robust this mechanism is to cell
heterogeneity [16, 17, 20].

Experimental studies of macroscopic oscillations indicate that phase synchronization
may play a role [16]. To quantify the effect, and to unequivocally establish whether syn-
chronization can be achieved by phase changes alone, it is necessary to follow how an
individual cell is entrained by a periodic perturbation. To determine whether the fre-
quency and amplitude of the oscillations remain unaffected by the perturbation and how
their values before the perturbation affect the propensity of the cell to be entrained when
the periodic perturbation is switched on, the frequency and amplitude of the individual
cells should be measured both before, during, and after the perturbation. Theoretical
models have shown in-phase or out-of-phase synchronization, sensitively depending on
model parameters [9]. A very important open question is how the phase of an entrained
cell relates to the phase of the perturbation. Do cells typically oscillate in phase with
the perturbation or not? Macroscopic experiments do not allow resolving this question,
because subpopulations oscillating out-of-phase will only lead to a lowering of the ampli-
tude of the macroscopic signal. To determine the mechanism of synchronization, these
experiments must be performed on individual cells.

In a theoretical model for phase synchronization, the efficiency of the mechanism is
determined by the heterogeneity of the cells as well as the strength of the entrainment

Motivation and Aims 7

[51]. This is very important because no two cells are alike, and different cells respond
differently to external perturbations. Measuring the macroscopic response it is impossible
to distinguish between full and partial synchronization of a population. To determine how
robust the synchronization mechanism is with respect to cell heterogeneity, the response
of an ensemble of independent individual cells with different properties should be studied.

Entrainment involves the entire glycolytic network, and not just a single reaction or
intermediate. The effect might in fact be the result of the combined response to several
different chemical species [52]. The kinetics leading to synchronization is thus very com-
plicated, but entrainment appears to occur for a wide range of different conditions and
types of perturbations [10, 16–20, 24–26]. Determining the universality of the synchro-
nization mechanism for different chemical species is of great importance for the general
understanding of cell-cell communication, and might give clues to how this communication
may work in different organisms.

• The fourth aim of this work was to determine the synchronization mechanism, its
robustness and its universality. This study is presented in Paper IV, and discussed
in Section 4.4.
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Chapter 3

Methodology

3.1 Experimental procedures

T
o induce and study glycolytic oscillations in individual yeast cells, optical tweezers
[53–57] were combined with microfluidics [58–61] and fluorescence microscopy. The

optical tweezers were used to position yeast cells in arrays with variable cell-cell distance
on the bottom of a microfluidic flow chamber. The cell responses were then measured
using fluorescence microscopy, while the extracellular environment was controlled and
adjusted using the microfluidic flow chamber. This section gives a brief description of
the experimental procedures and techniques used, where the focus is on special aspects
that must be considered for the experiments in this work. Technical specifications and
description of the experimental setup can be found in Paper I and detailed information
about the specific experimental procedures can be found in Papers I-IV.

3.1.1 Cell preparation

In my experiments, the budding yeast S. cerevisiae (X2180 haploid strain) was used and
the cells were prepared as outlined by Richard et al. [14, 15]. The cells were grown on
a rotary shaker at 30o C and harvested by centrifugation when they reached the diauxic
shift, i.e. were the glucose in the medium became exhausted. The glucose concentration
was measured using glucose test sticks. Since the lowest levels of glucose the test sticks
could measure was 0.1%, the cells were allowed to grow for between 15-30 min after the
test sticks showed a negative response to glucose to ensure that glucose was completely
depleted. Harvesting cells too early or too late would lead to damped oscillations [14]. The
cells were then washed twice in a potassium phosphate buffer and subsequently glucose
starved for 3 h at 30o C on a rotary shaker. After starvation, the cells were washed
once more in the potassium phosphate buffer and stored on ice or in fridge at 4o C until
use. Storing in fridge was to prefer, since less clustering of cells seemed to appear when
the cells later were introduced into the microfluidic flow chamber (see Section 3.1.3). To
further reduce the amount of clustering, the cells were washed once in room temperature
potassium phosphate buffer and vortexed for 15-20 s right before use.
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Figure 3.1: Brightfield images of yeast cells positioned in sparse (left) and tightly packed
(right) arrays using optical tweezers. Since yeast cells can interact it is crucial to control
the cell-cell distance during experiments.

3.1.2 Optical tweezers for cell positioning

To investigate oscillations from individual cells, the cell responses should be measured
during several minutes. In solution, yeast cells will drift due to Brownian motion and due
to the fluid flow of the medium. Passive sorting by for instance sedimentation can result in
a higher ratio of cells with a specific intrinsic property than what is representative on the
population level. Since yeast cells can communicate, it is crucial that the cell-cell distances
are well-defined. However, passive sorting will result in arbitrary cell-cell distances. In
this work the solution was to use optical tweezers [53–57], where strongly focused laser
light was used to directly trap, move and position cells in the measurement region inside a
microfluidic flow chamber (Fig. 3.1). The optical tweezers used in this work consisted of
a single, stationary trap and was constructed as described by Fällman et al. [62]. Optical
tweezers can be used to selectively position cells with a desired property for investigation.
However, in this work all single cells caught in the trap were used in the experiment,
regardless of e.g. cell size or morphology, to ensure that the detected cell responses were
representative of the cell population.

The theory used to describe the forces acting on a transparent sphere in an optical trap
differs depending on the radius of the sphere, r. When r � λ, where λ is the wavelength
of the laser light in the medium, the forces can be described according to Rayleigh theory
[63], and when r � λ, ray optics can be used [64]. It has been shown that when r � λ, the
axial trapping efficiency depends on r3 and when r � λ, the axial trapping efficiency is
independent of r [65]. In the regime where r ≈ λ, the forces are more difficult to calculate
theoretically, but Gouesbet et al. have developed a generalized Lorentz-Mie theory which
can be used for all sizes and locations of a particle in a Gaussian beam [66]. Even if the
theoretical description of optical tweezers varies with particle size, experiments have shown
that it is possible to trap particles in the wide size range from 25 nm to 45 µm [55, 67].
To accurately measure the actual forces on a particle or bead trapped, an experimental
force calibration is usually necessary [68].

In experiments with live cells the sensitivity of the cells sets the maximum intensity of
the laser light that should be used. Photodamage of cells can be caused directly by heating
through absorption or indirectly by generation of free radicals which in turn can cause
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harmful chemical reactions. In general, damage by these effects increases and decreases
with wavelength respectively, although there can be specific wavelength regions where cells
are particularly prone to photochemical damage. To reduce the risk of photodamage near
infrared light is usually used instead of visible light [57, 69, 70]. This reduces the risk
of photochemical damage, while utilizing a local minimum of the absorption spectrum of
water, which is a major heat absorber in cells. In Papers I-IV the time the cells were
held with the optical tweezers was kept below 5 s to minimize any damaging effects by the
laser light. In the setup used in this work, cells were still viable after 10 s of illumination
with a 1070 nm laser at an intensity of 240 mW [71].

3.1.3 Microfluidics for environmental control

To study how metabolism is affected by changes in the extracellular environment, chemicals
in the surroundings need to be controlled and adjusted. Cells usually have high sensitivity
to their surroundings and even low concentrations of a substance can cause significant
responses [72]. In bulk, it is difficult to reversibly switch between two different media
and follow the response from the cells. In this work the solution was to use microfluidics,
where fast, reversible changes of the environment can be performed while cell responses are
studied under the microscope [58–61]. The microfluidic flow chambers used in Paper III
and in Papers I, II and IV had three [71] and four inlet channels respectively, and were
fabricated as described by Sott et al. [61].

In fluid mechanics, the fluid velocity at a given time and position, u, can be calculated
from the Navier-Stokes equation, which describes Newton’s second law when applied to
fluid motion. In this work, all solutions introduced into the microfluidic flow chamber
were incompressible and Newtonian, i.e. the densities of the fluids, ρ, were independent of
the pressure, p, and the viscosities of the fluids, η, were independent of the flow velocity.
The Navier-Stokes equation can then be written

ρ

(
δu

δt
+ u · ∇u

)
= −∇p+ η∇2u+ f , (3.1)

where f represents body force densities, such as gravity or centripetal forces [73]. The
left-hand side of the equation describes the inertial acceleration, where ρ δu

δt and ρu · ∇u
represent temporal and spatial variations of the velocity respectively. The right-hand side
of the equation describes the applied force density, where pressure forces are described by
−∇p and viscous forces are described by η∇2u.

An important parameter when working with microfluidic devices is the Reynolds num-
ber, which is the ratio between inertial and viscous forces in a flow. The inertial term

ρu · ∇u in Eq. (3.1) is proportional to ρU2

L , where U and L are the typical velocity and

length scales of the chamber. The inertial term ρ δu
δt is proportional to ρU

τ , where τ is the
characteristic time of the variations of the velocity. Setting τ proportional to L

U , the entire

inertial acceleration will be proportional to ρU2

L . The viscous term η∇2u is proportional to
ηU
L2 , and taking the ratio between the inertial and the viscous forces, the Reynolds number
can be calculated
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Re =
Finertial

Fviscous
=

(
ρU2

L

)
(
ηU
L2

) =
ρUL

η
. (3.2)

For high Reynolds numbers, inertial forces dominate over viscous forces and the flow
becomes turbulent. For lower Reynolds numbers, viscous forces dominate and for Reynolds
numbers below 2300, flows are generally considered laminar [74]. In the chambers used,
the channels had a rectangular cross section and the typical length scale can then be found
from the hydraulic diameter Dh

L = Dh =
4A

P
, (3.3)

where A is the cross-sectional area and P is the wetted perimeter, i.e. the inner circum-
ference of the channel [75]. Using typical values for the chambers used in this work, with
channels that are 100 µm wide and 27 µm high and a flow velocity of 2.5 mm/s (a flow
rate of approximately 400 nl/min), the Reynolds number is 0.1, when ρwater ≈ 103 kg/m3

and ηwater ≈ 10−3 Pa·s are used. This value is orders of magnitude below 2300 and the
flow in the channels are thus completely laminar.

For low Reynolds numbers, the left-hand side of the Navier-Stokes equation can be
neglected. Also body forces are usually negligible compared to the viscous forces and the
Navier-Stokes equation can be reduced to Stokes equation

η∇2u = ∇p. (3.4)

It can be seen that Stokes equation is time-independent and laminar flows are thus re-
versible in time.

To simulate the flows in a microfluidic flow chamber, the Navier-Stokes equation can
be combined with the continuity equation [76], here in the form of the equation for mass
conservation,

δρ

δt
+∇ · (ρu) = 0. (3.5)

Since it is assumed that the fluid is incompressible, the density can be assumed to be
constant and the mass conservation equation can be reduced to

∇ · u = 0. (3.6)

The environment within a microfluidic flow chamber is not only determined by the
velocity profiles of the flows, but also by the concentration distribution of chemicals. The
flux of particles J from a lower to a higher concentration, c, can be described by Fick’s
law of diffusion [76]

J = −D∇c. (3.7)

Convection is the particle transport due to fluid flow and the flux of particles due to
convection can be expressed cu. Combining the expressions from Fick’s law of diffusion and
the expression for convection with the continuity equation, the concentration distribution
within a microfluidic chamber can be found,

δc

δt
= −∇ · (−D∇c+ cu). (3.8)
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Figure 3.2: Simulation of the velocity profile in a microfluidic flow chamber with four
inlet channels. The no-slip condition is clearly visible, with zero velocity at the channel
walls and high velocity in the center of the channels. The flow used in the second channel
from the left has an average flow velocity of 2.5 mm/s, but due to the no-slip condition
the flow will reach a velocity greater than 4 mm/s in the center of the channel.

In the experiments in this work, all cells should be exposed to the same concentration
of a solution, without concentration gradients. It is then essential that the cells are fully
covered by the intended solution both before and after changes of flow rates. To know
where the cells should be positioned the concentration distribution within the microfluidic
chamber must be determined. In this work this was done through simulations using
COMSOL MultiphysicsR© with the application modules Incompressible Navier-Stokes and
Convection-Diffusion. In the Incompressible Navier-Stokes module, it was assumed that
the fluid is Newtonian, that there are no body forces and that the walls of the chamber
follow a no-slip condition. A more detailed description of the simulations can be found in
Paper I, and below a few important aspects are highlighted.

Parameters that determine the concentration distribution and the velocity profile are
the dimensions of the microfluidic chamber, the flow rates, and the concentration and the
diffusion coefficient of the chemical in the fluid. Cyanide has a higher diffusion coefficient
than e.g. glucose and this will lead to a broader concentration gradient and a smaller area
where the cells can be positioned and still experience a homogeneous concentration.

Due to the no-slip condition, the flow speed is not constant throughout the entire cross-
section of a channel. Along the walls of the channel, the velocity is lower than the average
velocity and subsequently the velocity is higher than the average velocity in the center
of the channel (Fig. 3.2). Since the cells are positioned at the bottom of the chamber,
the flow velocity the cells experience will thus differ from the average flow velocity of
the channel. Due to the lower flow velocity close to a channel wall, diffusion will there
have longer time to participate in mass transport. To determine the largest concentration
gradient due to diffusion, the analysis of the simulated results should be performed close
to the channel wall where the cells are positioned.

The conformance between simulations and experimental measurements of the concen-
tration distribution for flow velocities used in Papers I-IV can be seen in Fig. 3.3,
where fluorescein was used in the experiments and a corresponding diffusion coefficient of
0.425·10−9 m2/s was used in the simulations [77].
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inlet channels. The no-slip condition is clearly visible, with zero velocity at the channel
walls and high velocity in the center of the channels. The flow used in the second channel
from the left has an average flow velocity of 2.5 mm/s, but due to the no-slip condition
the flow will reach a velocity greater than 4 mm/s in the center of the channel.

In the experiments in this work, all cells should be exposed to the same concentration
of a solution, without concentration gradients. It is then essential that the cells are fully
covered by the intended solution both before and after changes of flow rates. To know
where the cells should be positioned the concentration distribution within the microfluidic
chamber must be determined. In this work this was done through simulations using
COMSOL MultiphysicsR© with the application modules Incompressible Navier-Stokes and
Convection-Diffusion. In the Incompressible Navier-Stokes module, it was assumed that
the fluid is Newtonian, that there are no body forces and that the walls of the chamber
follow a no-slip condition. A more detailed description of the simulations can be found in
Paper I, and below a few important aspects are highlighted.

Parameters that determine the concentration distribution and the velocity profile are
the dimensions of the microfluidic chamber, the flow rates, and the concentration and the
diffusion coefficient of the chemical in the fluid. Cyanide has a higher diffusion coefficient
than e.g. glucose and this will lead to a broader concentration gradient and a smaller area
where the cells can be positioned and still experience a homogeneous concentration.

Due to the no-slip condition, the flow speed is not constant throughout the entire cross-
section of a channel. Along the walls of the channel, the velocity is lower than the average
velocity and subsequently the velocity is higher than the average velocity in the center
of the channel (Fig. 3.2). Since the cells are positioned at the bottom of the chamber,
the flow velocity the cells experience will thus differ from the average flow velocity of
the channel. Due to the lower flow velocity close to a channel wall, diffusion will there
have longer time to participate in mass transport. To determine the largest concentration
gradient due to diffusion, the analysis of the simulated results should be performed close
to the channel wall where the cells are positioned.

The conformance between simulations and experimental measurements of the concen-
tration distribution for flow velocities used in Papers I-IV can be seen in Fig. 3.3,
where fluorescein was used in the experiments and a corresponding diffusion coefficient of
0.425·10−9 m2/s was used in the simulations [77].
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Figure 3.3: Image showing experimental measurements (top) and simulations (bottom)
of the concentration distribution of fluorescein in a microfluidic flow chamber with (a) four
inlet channels with flow rate settings as used in Papers I, II and IV and (b) three inlet
channels with flow rate settings as used in Paper III.

3.1 Experimental procedures 15

3.1.4 Imaging of NADH fluorescence

Oscillations in glycolysis can be studied by imaging the autofluorescence from NADH
molecules in the individual cells. To measure the fluorescence light from the NADH
molecules a DAPI filter set was used, which corresponded well with the excitation and
emission spectra of NADH (Fig. 3.4).
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Figure 3.4: (a) Spectra for the excitation filter, the dichroic mirror and the emis-
sion filter in a DAPI filter set (49000-ET-DAPI, Chroma). Data used by permission of
Chroma Technology Corporation. (b) Excitation and emission spectra of the autofluores-
cent molecule NADH. The optimum excitation and emission wavelengths can be found at
340 nm and 465 nm respectively [78]. Copyright (2000) National Academy of Sciences,
USA.

When exciting the NADH molecules, there is always a risk of photobleaching (Fig. 3.5).
Bleaching of the molecules limits the total number of frames that can be acquired and
thus limits either the temporal resolution or the total measurement time. It might also
chemically harm the cells (see Section 3.1.2). In the experiments in this work, where an
image was acquired every other or every fourth second and an intensity of 15 W (before
the optics of the setup) and an exposure time of 200 ms was used, photobleaching has
not been an issue. Even in measurements lasting up to one hour, no significant bleaching
could be observed (Fig. 3.6(a)). However, care has to be taken regarding exposure time
and intensity used, as can be seen in Fig. 3.6(b), where the intensity was increased to
30 W and the exposure time was set to 1000 ms. Here significant bleaching was observed
and due to the strong illumination, the cell also lost its oscillatory behavior.

Another phenomenon that causes the fluorescence from molecules to decrease is called
quenching. It differs from photobleaching in that the loss of fluorescence is only temporary.
In quenching, the fluorescent molecule can collide with a non-fluorescent molecule and do
a radiation-less relaxation to the ground state (collisional quenching) or the fluorescent
molecule can form a non-fluorescent complex with another molecule (static quenching). In
both cases, the fluorescence intensity from the cell is decreased. When measuring the fluo-
rescence intensity while changing the environment, quenching can cause misinterpretations
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Figure 3.3: Image showing experimental measurements (top) and simulations (bottom)
of the concentration distribution of fluorescein in a microfluidic flow chamber with (a) four
inlet channels with flow rate settings as used in Papers I, II and IV and (b) three inlet
channels with flow rate settings as used in Paper III.
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molecules in the individual cells. To measure the fluorescence light from the NADH
molecules a DAPI filter set was used, which corresponded well with the excitation and
emission spectra of NADH (Fig. 3.4).
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sion filter in a DAPI filter set (49000-ET-DAPI, Chroma). Data used by permission of
Chroma Technology Corporation. (b) Excitation and emission spectra of the autofluores-
cent molecule NADH. The optimum excitation and emission wavelengths can be found at
340 nm and 465 nm respectively [78]. Copyright (2000) National Academy of Sciences,
USA.

When exciting the NADH molecules, there is always a risk of photobleaching (Fig. 3.5).
Bleaching of the molecules limits the total number of frames that can be acquired and
thus limits either the temporal resolution or the total measurement time. It might also
chemically harm the cells (see Section 3.1.2). In the experiments in this work, where an
image was acquired every other or every fourth second and an intensity of 15 W (before
the optics of the setup) and an exposure time of 200 ms was used, photobleaching has
not been an issue. Even in measurements lasting up to one hour, no significant bleaching
could be observed (Fig. 3.6(a)). However, care has to be taken regarding exposure time
and intensity used, as can be seen in Fig. 3.6(b), where the intensity was increased to
30 W and the exposure time was set to 1000 ms. Here significant bleaching was observed
and due to the strong illumination, the cell also lost its oscillatory behavior.

Another phenomenon that causes the fluorescence from molecules to decrease is called
quenching. It differs from photobleaching in that the loss of fluorescence is only temporary.
In quenching, the fluorescent molecule can collide with a non-fluorescent molecule and do
a radiation-less relaxation to the ground state (collisional quenching) or the fluorescent
molecule can form a non-fluorescent complex with another molecule (static quenching). In
both cases, the fluorescence intensity from the cell is decreased. When measuring the fluo-
rescence intensity while changing the environment, quenching can cause misinterpretations
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since the fluorescence intensity rapidly decreases if the fluorescent molecule is quenched
by a molecule in the new environment. However, no signs of quenching could be seen in
the experiments in this work.
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Figure 3.5: Graph showing the NADH autofluorescence from a cell. Capturing images
every other second with an intensity of the excitation light of 30 W (before the optics
of the setup) and an exposure time of 1000 ms caused significant photobleaching of the
NADH molecules already within the first two minutes of the measurement.
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Figure 3.6: (a) Graph showing the NADH autofluorescence from a cell performing
sustained glycolytic oscillations. Images were captured every other second, the intensity
of the excitation light was 15 W (before the optics of the setup) and the exposure time
was 200 ms. (b) Cell exposed to the same environment as the cell in (a), but here the
intensity of the light was increased to 30 W and the exposure time was 1000 ms. The
NADH molecules were clearly photobleached during the first minutes of the measurement
(compare to Fig. 3.5) and the strong illumination also caused the cell to lose its oscillations.
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3.2 Data analysis

To investigate cell responses and characterize the oscillatory behavior of the cells, the
images of the NADH fluorescence must be analyzed. Parameters that characterize the
individual cell oscillations are e.g. frequency and amplitude and analysis of these parame-
ters can reveal information about the mechanism giving rise to the oscillations. However,
when investigating synchronization of several oscillators it is not sufficient to just analyze
the frequency and amplitude, since oscillators can have the same amplitude and frequency
without necessarily being synchronized. To investigate synchronization of oscillators, also
their time-variant phases must be evaluated. The phases can then be used to quantify the
degree of synchronization by the means of an order parameter. In this section the methods
and procedures of data analysis used in Papers I-IV are described and the choices of
specific parameters used in the analysis are discussed.

3.2.1 NADH time signal

To analyze the NADH autofluorescence from individual cells, images taken during the
experiment were analyzed using the software ImageJ (http://imagej.nih.gov/ij/). A region
of interest (ROI) was positioned around each cell, where the boundary of the ROI was
positioned at the black cell boundary in the brightfield image taken at the start of the
experiment. A brightfield image taken at the end of the experiment was used to see if the
cells had moved during the experiment or if the focus had shifted. If a cell had moved
slightly, the ROI was extended to ensure that the entire cell was within the ROI during
the entire experiment. A ROI was also positioned outside of the cell array to measure
the background intensity. The mean intensity from the background ROI was subtracted
from the mean intensity of the cell ROIs at each time point to remove background noise
and fluctuations. This analysis procedure was sufficient to determine whether cells were
oscillatory or not. If also the amplitude of the oscillations was of interest, the measured
amplitude was divided by the mean fluorescence signal after background subtraction (see
also Section 3.2.3). If the cells drifted out of focus during the experiment, the amplitude
of the oscillations would seem to decrease, but so would the mean of the signal. The same
situation would occur if the cells moved slightly during the experiment. Then the ROI
had to be extended, causing both the mean of the signal and the amplitude to decrease.
Dividing the amplitude by the mean of the signal would then reduce the problems of both
focus drift and moving cells.

3.2.2 Frequency

To analyze the frequency of the oscillations, the signal was Fourier transformed using
MATLAB R©. Since the period time of the oscillations in intact cells is around 30-60 s [3],
corresponding to a maximum frequency of 0.033 Hz, the sampling frequency fs should
exceed 0.066 Hz to resolve the fundamental frequency of the oscillations according to the
sampling theorem. The sampling frequency of 0.25 Hz (0.5 Hz in Papers III and IV) used
in this work was thus sufficient to resolve the fundamental frequency of the oscillations.

The frequency resolution obtained by the Fourier transform is
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since the fluorescence intensity rapidly decreases if the fluorescent molecule is quenched
by a molecule in the new environment. However, no signs of quenching could be seen in
the experiments in this work.

0 2 4 6 8 101000

1500

2000

2500

3000

Time (min)

Fl
uo

re
sc

en
ce

 in
te

ns
ity

 (a
.u

.)

Figure 3.5: Graph showing the NADH autofluorescence from a cell. Capturing images
every other second with an intensity of the excitation light of 30 W (before the optics
of the setup) and an exposure time of 1000 ms caused significant photobleaching of the
NADH molecules already within the first two minutes of the measurement.
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Figure 3.6: (a) Graph showing the NADH autofluorescence from a cell performing
sustained glycolytic oscillations. Images were captured every other second, the intensity
of the excitation light was 15 W (before the optics of the setup) and the exposure time
was 200 ms. (b) Cell exposed to the same environment as the cell in (a), but here the
intensity of the light was increased to 30 W and the exposure time was 1000 ms. The
NADH molecules were clearly photobleached during the first minutes of the measurement
(compare to Fig. 3.5) and the strong illumination also caused the cell to lose its oscillations.
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3.2 Data analysis

To investigate cell responses and characterize the oscillatory behavior of the cells, the
images of the NADH fluorescence must be analyzed. Parameters that characterize the
individual cell oscillations are e.g. frequency and amplitude and analysis of these parame-
ters can reveal information about the mechanism giving rise to the oscillations. However,
when investigating synchronization of several oscillators it is not sufficient to just analyze
the frequency and amplitude, since oscillators can have the same amplitude and frequency
without necessarily being synchronized. To investigate synchronization of oscillators, also
their time-variant phases must be evaluated. The phases can then be used to quantify the
degree of synchronization by the means of an order parameter. In this section the methods
and procedures of data analysis used in Papers I-IV are described and the choices of
specific parameters used in the analysis are discussed.

3.2.1 NADH time signal

To analyze the NADH autofluorescence from individual cells, images taken during the
experiment were analyzed using the software ImageJ (http://imagej.nih.gov/ij/). A region
of interest (ROI) was positioned around each cell, where the boundary of the ROI was
positioned at the black cell boundary in the brightfield image taken at the start of the
experiment. A brightfield image taken at the end of the experiment was used to see if the
cells had moved during the experiment or if the focus had shifted. If a cell had moved
slightly, the ROI was extended to ensure that the entire cell was within the ROI during
the entire experiment. A ROI was also positioned outside of the cell array to measure
the background intensity. The mean intensity from the background ROI was subtracted
from the mean intensity of the cell ROIs at each time point to remove background noise
and fluctuations. This analysis procedure was sufficient to determine whether cells were
oscillatory or not. If also the amplitude of the oscillations was of interest, the measured
amplitude was divided by the mean fluorescence signal after background subtraction (see
also Section 3.2.3). If the cells drifted out of focus during the experiment, the amplitude
of the oscillations would seem to decrease, but so would the mean of the signal. The same
situation would occur if the cells moved slightly during the experiment. Then the ROI
had to be extended, causing both the mean of the signal and the amplitude to decrease.
Dividing the amplitude by the mean of the signal would then reduce the problems of both
focus drift and moving cells.

3.2.2 Frequency

To analyze the frequency of the oscillations, the signal was Fourier transformed using
MATLAB R©. Since the period time of the oscillations in intact cells is around 30-60 s [3],
corresponding to a maximum frequency of 0.033 Hz, the sampling frequency fs should
exceed 0.066 Hz to resolve the fundamental frequency of the oscillations according to the
sampling theorem. The sampling frequency of 0.25 Hz (0.5 Hz in Papers III and IV) used
in this work was thus sufficient to resolve the fundamental frequency of the oscillations.

The frequency resolution obtained by the Fourier transform is
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∆f =
1

Ttot
=

fs
N

, (3.9)

where Ttot is the total time of the analysis interval and N is the total number of samples in
the interval [79]. To achieve higher resolution in the frequency analysis a long time interval
should thus be used in the Fourier transform. However, since the frequency changed
slightly during the measurements, the resolution decreases if a too long interval was used.
Using an interval of around 5 min was empirically found to be a good compromise to
minimize drift in frequency while still achieving high enough resolution.

The signal oscillated around a constant non-zero value, causing a peak in the amplitude
spectrum at f = 0 Hz. To reduce the risk of losing the frequency component from the
oscillations in the noise from the peak at f = 0 Hz, the mean of the signal was subtracted
in the analysis interval before the Fourier transform was performed (in Paper IV the
running average was used, see Section 3.2.4). The frequency was then evaluated using
the findpeaks algorithm in MATLABR© to detect the highest peak in the single-sided
amplitude spectrum.

3.2.3 Amplitude

To investigate the mechanism giving rise to oscillations in individual cells and to compare
the oscillatory behavior of individual cells to population responses, the amplitude of the
oscillations was analyzed in Paper III. Cells having a peak in the single-sided amplitude
spectrum larger than 120 a.u. in time interval ∆t2 = 10-15 min were regarded as oscilla-
tory. This peak height corresponded to oscillations detectable during manual analysis of
the NADH time signal.

The amplitude of the oscillations from cells with a qualified peak were analyzed by

A∆ti =
< Apeak,∆ti > − < Avalley,∆ti >

2
, (3.10)

where < Apeak,∆ti > and < Avalley,∆ti > corresponded to the average NADH time signal
value of the peaks and valleys of the oscillations respectively in time intervals ∆ti of
7-12 min, 10-15 min and 13-18 min for i = 1-3 respectively. The peaks and valleys of
the oscillations were found using the findpeaks algorithm in MATLABR©. When the
positions of the valleys were investigated, the signal was multiplied by −1 to facilitate use
of findpeaks. The amplitudes were then normalized by dividing by the average NADH
time signals in the corresponding time intervals.

The aim of the amplitude analysis was to find the amplitude of cells showing sustained
oscillations. To discard cells showing transient oscillations (which thus could have a quali-
fied peak in the amplitude spectrum, but a drastically changing amplitude in the analysis
interval), the ratio of the amplitudes in time intervals 13-18 min and 7-12 min, Aratio, was
evaluated for each cell and was required to be within the range

0.5 < Aratio =
A∆t3

A∆t1

< 2. (3.11)

Cells fulfilling both the requirement of a qualified peak in the amplitude spectrum and
the requirement for sustained oscillations were used in the analysis of the amplitude (and
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Figure 3.7: (a) Graph showing the NADH fluorescence intensity from a single oscillating
cell (top), where the straight grey line shows the total average of the signal and the dashed
line shows the running average calculated with a window of approximately two periods.
Below, the same signal after subtracting the running average is shown. After subtracting
the running average, the signal oscillates around 0, which is a requirement for extraction
of the instantaneous phase of the signal. (b) The running average corrected signal from
(a), the real and imaginary parts of its Hilbert transform, and the instantaneous phase of
the signal calculated as the argument of the Hilbert transform.

frequency) in time interval 10-15 min. A minimum of 10 qualified cells were required for
evaluation of a concentration, otherwise the data set was discarded.

To compare our results with previous results from populations, the oscillation ampli-
tude at each concentration was presented as the mean of the amplitudes of the individual
cells multiplied by the fraction of cells that were oscillatory. In this way the ”popula-
tion equivalent” of the amplitude was achieved, without the additional requirement of
synchronization.

3.2.4 Phase

To investigate the mechanism of synchronization, the phase responses of individual cells to
periodic perturbations were analyzed in Paper IV. To facilitate extraction of the phases
(and to further reduce the peak at f = 0 Hz in the amplitude spectrum) the running
average of the NADH time signal was subtracted from the signal to reduce spurious drifts
and trends (Fig. 3.7(a)).

To extract the instantaneous phases of the oscillations in individual cells, the running
average-corrected time signals were Hilbert transformed [80] in MATLAB R© using the
hilbert algorithm. The transformed signal H was a complex analytical approximation
of the original time signal, where the real part was equal to the original signal and the
imaginary part was the Hilbert transform of the signal. The phases were then calculated
as the argument of H (Fig. 3.7(b)).

Phase shifts were calculated as the difference in phases nine seconds after and before
perturbations. The delay of nine seconds was chosen to give the cells long enough time
to respond to the perturbations but short enough time to minimize effects from frequency
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where Ttot is the total time of the analysis interval and N is the total number of samples in
the interval [79]. To achieve higher resolution in the frequency analysis a long time interval
should thus be used in the Fourier transform. However, since the frequency changed
slightly during the measurements, the resolution decreases if a too long interval was used.
Using an interval of around 5 min was empirically found to be a good compromise to
minimize drift in frequency while still achieving high enough resolution.
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spectrum at f = 0 Hz. To reduce the risk of losing the frequency component from the
oscillations in the noise from the peak at f = 0 Hz, the mean of the signal was subtracted
in the analysis interval before the Fourier transform was performed (in Paper IV the
running average was used, see Section 3.2.4). The frequency was then evaluated using
the findpeaks algorithm in MATLABR© to detect the highest peak in the single-sided
amplitude spectrum.

3.2.3 Amplitude

To investigate the mechanism giving rise to oscillations in individual cells and to compare
the oscillatory behavior of individual cells to population responses, the amplitude of the
oscillations was analyzed in Paper III. Cells having a peak in the single-sided amplitude
spectrum larger than 120 a.u. in time interval ∆t2 = 10-15 min were regarded as oscilla-
tory. This peak height corresponded to oscillations detectable during manual analysis of
the NADH time signal.

The amplitude of the oscillations from cells with a qualified peak were analyzed by

A∆ti =
< Apeak,∆ti > − < Avalley,∆ti >

2
, (3.10)

where < Apeak,∆ti > and < Avalley,∆ti > corresponded to the average NADH time signal
value of the peaks and valleys of the oscillations respectively in time intervals ∆ti of
7-12 min, 10-15 min and 13-18 min for i = 1-3 respectively. The peaks and valleys of
the oscillations were found using the findpeaks algorithm in MATLABR©. When the
positions of the valleys were investigated, the signal was multiplied by −1 to facilitate use
of findpeaks. The amplitudes were then normalized by dividing by the average NADH
time signals in the corresponding time intervals.

The aim of the amplitude analysis was to find the amplitude of cells showing sustained
oscillations. To discard cells showing transient oscillations (which thus could have a quali-
fied peak in the amplitude spectrum, but a drastically changing amplitude in the analysis
interval), the ratio of the amplitudes in time intervals 13-18 min and 7-12 min, Aratio, was
evaluated for each cell and was required to be within the range

0.5 < Aratio =
A∆t3

A∆t1

< 2. (3.11)

Cells fulfilling both the requirement of a qualified peak in the amplitude spectrum and
the requirement for sustained oscillations were used in the analysis of the amplitude (and
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Figure 3.7: (a) Graph showing the NADH fluorescence intensity from a single oscillating
cell (top), where the straight grey line shows the total average of the signal and the dashed
line shows the running average calculated with a window of approximately two periods.
Below, the same signal after subtracting the running average is shown. After subtracting
the running average, the signal oscillates around 0, which is a requirement for extraction
of the instantaneous phase of the signal. (b) The running average corrected signal from
(a), the real and imaginary parts of its Hilbert transform, and the instantaneous phase of
the signal calculated as the argument of the Hilbert transform.

frequency) in time interval 10-15 min. A minimum of 10 qualified cells were required for
evaluation of a concentration, otherwise the data set was discarded.

To compare our results with previous results from populations, the oscillation ampli-
tude at each concentration was presented as the mean of the amplitudes of the individual
cells multiplied by the fraction of cells that were oscillatory. In this way the ”popula-
tion equivalent” of the amplitude was achieved, without the additional requirement of
synchronization.

3.2.4 Phase

To investigate the mechanism of synchronization, the phase responses of individual cells to
periodic perturbations were analyzed in Paper IV. To facilitate extraction of the phases
(and to further reduce the peak at f = 0 Hz in the amplitude spectrum) the running
average of the NADH time signal was subtracted from the signal to reduce spurious drifts
and trends (Fig. 3.7(a)).

To extract the instantaneous phases of the oscillations in individual cells, the running
average-corrected time signals were Hilbert transformed [80] in MATLAB R© using the
hilbert algorithm. The transformed signal H was a complex analytical approximation
of the original time signal, where the real part was equal to the original signal and the
imaginary part was the Hilbert transform of the signal. The phases were then calculated
as the argument of H (Fig. 3.7(b)).

Phase shifts were calculated as the difference in phases nine seconds after and before
perturbations. The delay of nine seconds was chosen to give the cells long enough time
to respond to the perturbations but short enough time to minimize effects from frequency
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heterogeneity and drift. Corrected phase shifts were also calculated, where the expected
phase shifts were subtracted from the initially calculated phase shifts. The expected phase
shifts were calculated as the frequencies of the individual cells in the interval just before
the perturbations multiplied by the time between the phase measurements before and after
perturbations.

3.2.5 Order parameter

In Paper IV, the synchronization mechanism and its robustness to cell heterogeneity
were investigated. For this to be possible, the order of the phases of the oscillations had
to be quantified. Mathematically, synchronization between weakly coupled oscillators can
be described using the Kuramoto model [81]. This is a paradigmatic model which in the
mean field theory can be formulated in terms of an order parameter [51, 82],

reiΨ =
1

N

N∑
j=1

eiθj , (3.12)

where r measures phase coherence, Ψ is the average phase of all N cells, and θj is the
phase of cell j. The magnitude of the order parameter can then be found from

r =

∣∣∣∣∣∣
1

N

N∑
j=1

eiθj

∣∣∣∣∣∣
, (3.13)

where 0 ≤ r ≤ 1. Hence, r gives a measure of the order of the phases of the oscillations,
where a value close to unity indicates high degree of synchronization and a value close to
zero indicates large heterogeneity in phases (Fig. 3.8). However, r is expected to tend to
zero for large heterogeneity only if N is large. In general, r is expected to be of the order
of 1/

√
N , assuming that the phases of individual cells are independent.

r

r    1

r

0 < r < 1 r     0~~ ~~

Ψ Ψ

Figure 3.8: Schematic showing the dependence of the order parameter r on the phases
of the individual cells (here depicted as black dots on the unity circle), where Ψ is the
average phase of all cells. If all cells oscillate in phase (left) the order parameter is close to
unity, while if there instead is large heterogeneity in phases (right), the order parameter
is close to zero.

An example of quantification of the order of phases of the oscillations can be seen
in Fig. 3.9, where ten individual cells initially were entrained by a periodic external
perturbation, resulting in an order parameter close to unity. During the second half of
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Figure 3.9: Graphs showing the instantaneous phases of oscillations from ten individual
cells (top) and the order of the phases calculated using the Kuramoto order parameter
described in Eq. 3.13 (bottom). The cells were entrained by a periodic perturbation in time
interval 10-20 min, resulting in an order parameter close to unity. Without perturbations
the order parameter decayed to a value of the order of 1/

√
10. Data reproduced from

Fig. 1 in Paper IV.

the measurement the cells were unperturbed. The lack of cell-cell interactions sustaining
synchronization caused the order parameter to decay to a value of around 1/

√
10.

3.3 Modeling the glycolytic reaction network

Studying a complex system such as glycolytic oscillations, it can be difficult to experimen-
tally determine how different parts of the reaction network are related, how they give rise
to collective behavior and how the system interacts with its environment. Here mathe-
matical models can be of great use to describe a system and to make predictions of its
behavior.

Many different models have been used to describe yeast glycolysis, from core mod-
els with few degrees of freedom that were used to illustrate a principle [18, 24, 83], to
detailed kinetic models used for qualitative descriptions and predictions [9, 84–86]. In
some cases, using core models instead of detailed models can be advantageous, e.g. for
gaining fundamental understanding of the core mechanisms of a certain behavior. In this
case the complexity of detailed models can cause difficulties in identifying the dominant
mechanism responsible for the emergent behavior. The disadvantage with core models is
that there is no direct mechanistic interpretation of the kinetic parameters; the values of
the parameters are chosen so that the behavior of interest emerges. The drawback with
previously constructed detailed kinetic models is that they are fitted to the data set of
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be described using the Kuramoto model [81]. This is a paradigmatic model which in the
mean field theory can be formulated in terms of an order parameter [51, 82],
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zero indicates large heterogeneity in phases (Fig. 3.8). However, r is expected to tend to
zero for large heterogeneity only if N is large. In general, r is expected to be of the order
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unity, while if there instead is large heterogeneity in phases (right), the order parameter
is close to zero.

An example of quantification of the order of phases of the oscillations can be seen
in Fig. 3.9, where ten individual cells initially were entrained by a periodic external
perturbation, resulting in an order parameter close to unity. During the second half of
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Figure 3.9: Graphs showing the instantaneous phases of oscillations from ten individual
cells (top) and the order of the phases calculated using the Kuramoto order parameter
described in Eq. 3.13 (bottom). The cells were entrained by a periodic perturbation in time
interval 10-20 min, resulting in an order parameter close to unity. Without perturbations
the order parameter decayed to a value of the order of 1/

√
10. Data reproduced from

Fig. 1 in Paper IV.

the measurement the cells were unperturbed. The lack of cell-cell interactions sustaining
synchronization caused the order parameter to decay to a value of around 1/
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10.

3.3 Modeling the glycolytic reaction network

Studying a complex system such as glycolytic oscillations, it can be difficult to experimen-
tally determine how different parts of the reaction network are related, how they give rise
to collective behavior and how the system interacts with its environment. Here mathe-
matical models can be of great use to describe a system and to make predictions of its
behavior.

Many different models have been used to describe yeast glycolysis, from core mod-
els with few degrees of freedom that were used to illustrate a principle [18, 24, 83], to
detailed kinetic models used for qualitative descriptions and predictions [9, 84–86]. In
some cases, using core models instead of detailed models can be advantageous, e.g. for
gaining fundamental understanding of the core mechanisms of a certain behavior. In this
case the complexity of detailed models can cause difficulties in identifying the dominant
mechanism responsible for the emergent behavior. The disadvantage with core models is
that there is no direct mechanistic interpretation of the kinetic parameters; the values of
the parameters are chosen so that the behavior of interest emerges. The drawback with
previously constructed detailed kinetic models is that they are fitted to the data set of
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interest to investigate whether the model can describe the data or to test a hypothesis.
Those models are thus not thoroughly validated and rarely succeed in predicting results
of other studies. For a model to be useful for investigation and prediction of behavior also
in other studies, and to allow merging of different models as in a modular modeling ap-
proach [87], the parameters of the model should preferably be determined experimentally
under physiological conditions. For detailed kinetic models describing yeast glycolysis, this
means that enzyme kinetics data should be determined experimentally under conditions
where the enzymes are active in vivo.

One such detailed kinetic model of yeast glycolysis is the du Preez model (Fig. 3.10)
[88, 89], where the change in the concentration of a metabolite is described by the rate
of the enzymes producing and consuming it. These reaction rates are modelled as a
vector of functions F, consisting of rate equations which depend on the concentrations
c of different metabolites and the experimentally determined kinetic rate constants p of
the involved enzymes. The reaction rates can then be written on a general form using
ordinary differential equations,

dc

dt
= F(c,p), (3.14)

where

c =




c1
c2
c3
...


 and p =




p1
p2
p3
...


 . (3.15)

The rate equations must follow the law of mass action, which says that the rate is propor-
tional to the product of the concentration of the involved reactants, each raised to a power
depending on the number of the reactant molecules involved in the reaction [90]. The rate
equations differ for the different enzymes and detailed knowledge about the enzymes is
required to obtain an accurate description of the reactions.

Since intermediate metabolites can be products in one reaction step and substrates in
the next reaction step, these equations describe a tree of reactions. However, reactions in
different parts of this tree are connected through pools of shared reactants, such as NADH
and ATP, resulting in the network of reactions depicted in Fig. 3.10.

In Paper I, the du Preez model was adapted to describe single cell oscillations within
the microfluidic flow chamber, which included accounting for the removal of the secreted
products ACA and ethanol by the flow in the chamber. Within the microfluidic flow cham-
ber, the environment is not well stirred, as is assumed in the previous models [86, 88, 89].
The model thus had to be extended to explicitly describe the extracellular concentrations
of ACA and ethanol, using the equation for diffusion through a membrane as a model for
diffusion through a boundary layer surrounding each cell.

From the start, the model displayed accumulation of glucose 6-phosphate (G6P), fruc-
tose 6-phosphate (F6P) and fructose 1,6-bisphosphate (F16bP) [91]. This behavior was
caused by the fast removal of ACA by the flow in the chamber and occurred also for the
lowest possible flow rates used experimentally. This behavior was not observed experi-
mentally and the model was adjusted to suppress this response by increasing the capacity
of the glycerol branch to 300% and decreasing the ATPase activity to 20%.

3.3 Modeling the glycolytic reaction network 23

There was heterogeneity in response from the individual cells at the change in flow rates
(addition of cyanide), suggesting that the cells were close to a bifurcation point (transition
between stable steady-state and oscillatory behavior). To position the bifurcation of the
model between the two experimental regimes, the activity of the glucose transporter (GLT)
was lowered to 80%.

Allowing for different initial concentrations of the metabolites, the vast majority
(96.2%) of cell responses found experimentally could be simulated by allowing ±2% vari-
ations in the activity of the glucose transporter.

InPaper III it was shown that the NADH concentration in an oscillatory cell increases
when the glucose concentration is decreased, in contrast to the behavior shown using
the model in Paper I. To adapt the model to this experimentally shown behavior, the
glycerol branch (which consumes NADH) was modified by increasing the sensitivity of the
enzyme glycerol-3-phosphate dehydrogenase (G3PDH) to changes in the concentration of
dihydroxyacetone (DHAP) (and glycerol 3-phosphate (G3P)) (Fig. 3.10). This adaptation
also resulted in a qualitatively correct prediction of the frequency dependence on glucose.

The model was further improved by including the recently described cyanide reac-
tions with pyruvate and DHAP, in addition to ACA [23]. This resulted in a qualitatively
correct prediction of the two bifurcation points for cyanide titrations. To achieve a semi-
quantitatively correct response, the binding constants of pyruvate and DHAP were in-
creased by factor of 10. To obtain a model that did not oscillate without cyanide addition,
the ACA diffusion rate was decreased by a factor of 4.

In Paper IV, the mechanism of synchronization was investigated. In contrast to the
apparent robustness of this mechanism observed experimentally in dense cell cultures [3],
synchronization appears to be much more difficult to achieve using mathematical models
[9, 88, 92, 93].
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Figure 3.10: Schematic showing the reaction network of the du Preez model [88]. In-
termediates (reactants and products) are indicated by circles, where green intermediates
are so-called external variables, i.e. kept at constant concentration in the model. Circles
with filled bottom parts mark intermediates that are shared between different parts of
the network. Arrows represent reactions and their direction and white rectangles con-
nected to a numbered square represent the enzyme catalyzing the reaction. The num-
bers in the squares represent the specific reaction steps in the network. Several arrows
through a reaction step indicates that the reaction involves several intermediates. ACE,
acetaldehyde; ACET, acetaldehyde transport; ADH, alcohol dehydrogenase; AK, adeny-
late kinase; ALD, fructose 1,6-bisphosphate aldolase; BPG, 1,3-bis-phosphoglycerate;
CN, cyanide; ENO, phosphopyruvate hydratase; ETOH, ethanol; F16P, fructose 1,6-
bisphosphate; F6P fructose 6-phosphate; GAPDH, D-glyceraldehyde-3-phosphate de-
hydrogenase; G3P, glycerol 3-phosphate; G3PDH, glycerol 3-phosphate dehydrogenase;
G3PP, glycerol branch; G6P, glucose 6-phosphate; Glc, glucose; GLK, glucokinase; GLT,
glucose transporter; GLY, glycerol; Glyc, glycogen; Glyco, glycogen branch; Glyo, succi-
nate branch; LacN, lactonitrile; P2G, 2-phosphoglycerate; P3G, 3-phosphoglycerate; PEP,
phosphoenolpyruvate; PDC, pyruvate decarboxylase; PGI, glucose-6-phosphate isomerase;
PFK, 6-phosphofructokinase; PGK, phosphoglycerate kinase; PGM, phosphoglycerate mu-
tase; PYK, pyruvate kinase; PYR, pyruvate; Treha, trehalose branch; TRIO, sum of glyc-
eraldehyde 3-phosphate (GAP) and dihydroxyacetone phosphate (DHAP) (see also Fig.
1.1(a)); Trh, trehalose; SUCC, succinate branch. Figure reprinted from [88] by permission
of John Wiley and Sons.

Chapter 4

Results and Discussion

4.1 Paper I: Induction of glycolytic oscillations in

isolated cells

I
n Paper I, it was shown how glycolytic oscillations can be induced and studied on
the single cell level by combining optical tweezers for cell positioning, microfluidics

for environmental control and fluorescence microscopy for detection. It was shown that
cells in isolation indeed can oscillate and that a high cell density is not a requirement
for oscillations to emerge. My data revealed great heterogeneity in the response from the
individual cells and four categories of cell behavior were identified. The first category
constituted cells that showed sustained oscillations already when only glucose was added.
The cells in the second and third category showed damped or no oscillations respectively
for glucose and sustained oscillations only after cyanide addition. The cells in category
four showed no oscillations at all. The results indicate that cells show a stronger tendency
to oscillate when cyanide is present, but that oscillations also can be induced without
cyanide within a flow chamber. The high flow rates in the chamber seem to, at least
partially, be able to replace the role of cyanide for ACA removal.

A detailed kinetic model was also used to simulate the heterogeneous behavior of the
cells and by allowing 2% difference in the glucose transporter activity, all four categories
of oscillatory behavior were successfully simulated.

There can be several possible reasons to why previous attempts of studying single-cell
oscillations have been inconclusive. In the study by Aon et al. it was shown that single
cells within a dense population continued to oscillate out of phase also for some time
after the macroscopic oscillations had died off [12]. This study did, however, not address
whether a high cell density is required for induction of oscillations in the individual cells
or if oscillations can be induced also in isolated cells. In a later study by de Monte et
al., oscillations could not be detected in single cells at low cell densities [45]. Hence,
it was concluded that oscillations disappear synchronously in individual cells and in the
population and that a high cell density is required for oscillations to be induced. This was
explained by a dynamic quorum-sensing mechanism, where the oscillations are a collective
property of the cells in the population. In their experiment, a well-stirred cuvette was
used, where cells, glucose, and cyanide could be continuously flowed into the cuvette by
pumps. The fluorescence was measured from cells in a thin layer near the surface of the
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pumps. The fluorescence was measured from cells in a thin layer near the surface of the
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cuvette. With this setup, it should be possible to ensure oscillatory conditions for single
cells. One reason why single cell oscillations were not detected could be that the detector
was not sensitive enough to resolve oscillations from single cells. Another reason might
be that the detector measured the average signal from many cells, which can average
to a steady-state appearance if a significant distribution of oscillatory phases is present.
In a study by Poulsen et al. [28], cells were immobilized in isolation on the bottom
of a flow chamber, where the flow of chemicals were controlled by pumps. Individual
cells were then imaged using an epi-fluorescence microscope and a light-sensitive camera.
The experimental setup resembles that used in my work, but despite several attempts, the
authors were not able to induce oscillations in isolated cells. It is difficult to address which
differences in their experimental setup that may cause the cells to become non-oscillatory.
The dimensions of the flow chamber are larger in the study by Poulsen compared to the
chamber described in this work, which might have led to more turbulent flows and different
flow rates. However, neither turbulent flow nor higher/lower flow rates should in principle
prevent oscillations from emerging. Also in the work by Chandra et al. it is difficult to
elucidate why no oscillations could be detected [46]. In a recent publication by Weber et al.
[94], desynchronization with respect to cell density was investigated in the form of an order
parameter (see Section 3.2.5). This study highlights the importance of understanding the
heterogeneous behavior of individual cells and verifies that single cells can oscillate at low
cell densities, without synchronization.

4.2 Paper II: Dependency of oscillatory behavior

on flow rates

When using microfluidics to control the extracellular environment, the chemicals in the
solutions rather than the flow rates should determine the behavior of the cells. The role of
flow rates on the oscillatory behavior of individual yeast cells was investigated inPaper II.

At the beginning of the experiment, cells were exposed to either glucose or to both
glucose and cyanide at the same flow rate settings. The flow rates were then changed and
all cells were exposed to both glucose and cyanide. Cells only exposed to glucose at the
beginning of the experiment thus experienced a change in both chemicals and flow rates,
while cells that were exposed to both glucose and cyanide already from the beginning
only experienced a change in flow rates. In the latter case oscillations were induced in
most cells at the start of the experiment and no response could be seen at the change in
flow rates. However, in cells exposed to only glucose at the beginning of the experiment,
sustained oscillations were in most cells induced first at the flow rate change, were the
cells also were exposed to cyanide.

These experiments clearly indicate that the chemicals in the solutions rather than the
flow rates determine the oscillatory behavior of the cells, at least in the range of flow
rates used in this work. This verification facilitate quantitative investigation of how cell
responses depend on the concentrations of glucose and cyanide.

4.3 Paper III: Mechanism and conditions for oscillations in individual
cells 27
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cillations in individual cells

In Paper III it was found that the conditions required for oscillations to emerge in indi-
vidual cells are qualitatively similar to the conditions required for synchronized oscillations
to be detected in populations [9]. However, the range of conditions inducing oscillations
in individual cells was much wider when there was no additional requirement of synchro-
nization. This shows that the conditions required for synchronized oscillations is a subset
of the conditions required for oscillations in individual cells, and indicates that individual
cells might be oscillating also in an apparent non-oscillatory population. This supports
the viewpoint that coherence in population oscillations results from synchronization of
individual oscillators via a Kuramoto transition (see also Paper IV) [81].

Similar frequency dependence on glucose concentration was observed as had previously
been detected in population studies [9, 10]. However, this dependency was found to in-
crease drastically for very low glucose concentrations, where no oscillations are detected in
populations. The frequency distribution among the cells also became broader at these low
glucose concentrations. The broadening of the frequency distributions might be the answer
to why no synchronized oscillations are detected in this glucose range. If synchronization
can be described as a Kuramoto transition, the propensity of the cells to synchronize will
not only depend on the coupling strength between the cells, but also on the difference in
frequency/phase. If the frequency distribution becomes too broad, it might then prevent
the cells from synchronizing.

After a few adjustments of the detailed kinetic model used in Paper I (see Section 3.3)
the model was able to semi-quantitatively predict both the concentrations of glucose and
cyanide required for oscillations to emerge and the frequency response to changes in glucose
and cyanide concentrations.

Having determined the precise conditions for induction of oscillations in individual
cells, an attempt was made to relate these conditions back to the mechanism responsible
for glycolytic oscillations. Two mechanisms have been suggested; (i) phosphofructokinase
(PFK) has been suggested as oscillophore [95] (i.e. the master enzyme controlling the
oscillations) on the basis of its kinetic mechanism [24, 83], where oscillations are assumed
to be induced by instabilities caused by substrate (ATP) inhibition and product (AMP)
activation of the enzyme. (ii) The autocatalytic stoichiometry of the glycolytic pathway
(ATP being substrate in the first part and product in the last part of the pathway) has
been suggested as a positive feedback leading to oscillations [96].

To investigate the mechanism controlling the oscillations, the dimensionality of the
model was reduced as shown in a previous study [97]. Despite the high dimensionality of
the model, the onset and frequency of the oscillations could be interpreted in terms of po-
sitioning in a single, continuous state-space spanned by ATP, F6P and F16bP. Simulation
of the cyanide titration caused transversal movement through the state-space, leading
to the two bifurcation points, whereas glucose titrations caused longitudinal movement
with a single bifurcation point and strong effect on the frequency. The chosen three vari-
ables gave the most well-defined boundary between oscillatory and stable steady-states.
That the boundary was not exact, but had a small overlap between the states, indicated
that some of the other parameters made a small contribution to the bifurcation points.
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State-spaces for kinases different than PFK (glucokinase (GLK), phosphoglycerate kinase
(PGK) and pyruvate kinase (PYK)) lacked well-defined boundaries.

ATP, F6P and F16bP are all effectors of the PFK. To test the hypothesis that allosteric
regulation of PFK by ATP and AMP causes the oscillations, the elasticity [98] of PFK for
ATP and AMP was analyzed in the state-space. The results showed that oscillations only
occur within specific allosteric control values, indicating that the oscillatory behavior is
determined by allosteric control of PFK. This is in agreement with the suggested role of
PFK as oscillophore.

To further elucidate the suggested role of PFK as oscillophore, a control analysis [99]
was performed. It showed that PFK did not have high control coefficient for the position
of the bifurcation points or the frequency of the oscillations. However, the emergence of
oscillations could always be related to PFK kinetics. This lead us to look for an extension
of the definition of oscillophore, from being the controller of oscillations [95] to being the
enabler of oscillations, without which oscillations could not occur. Rather than having
large control of e.g. amplitude and frequency, PFK would then be a necessary condition
for oscillations, while the rest of the system could provide the sufficient conditions.

To investigate whether also the stoichiometry could work as oscillophore within this
new definition, the autocatalytic stoichiometry for ATP was reduced. This removed the
oscillations, but these could be rescued by a reduction in the ATPase activity. Making
small changes in the allosteric binding constants of PFK for ATP and AMP, however,
eliminated the oscillations, which could not be rescued by perturbations in any other
parts of the system.

This study thus suggests that allosteric regulation of PFK activity is the key kinetic
component without which no oscillations can be observed. This makes PFK the oscil-
lophore in terms of the necessary kinetic component - an oscillation enabler.

4.4 Paper IV: Mechanism of synchronization and

its robustness and universality

To determine the mechanism of synchronization, how robust it is with regard to cell het-
erogeneity, and how universal it is with regard to different chemical species, the phase,
frequency and amplitude responses of single-cell oscillations to periodic external pertur-
bations were investigated in Paper IV.

The study showed that periodic addition of ACA caused entrainment of the individual
cell oscillations, in agreement with previous population studies [16, 19]. Strikingly, it was
also found that removal of cyanide caused similar entrainment, in contrast to previous
studies [17]. Analyzing the phase of the oscillations, it could be seen that perturbations
induced phase shifts, which depended on the phase of the oscillations when they were
perturbed. The strongest response was achieved when the NADH concentration was at a
minimum, where removal of cyanide prolonged the period by roughly one third. In con-
trast to model calculations [9], no entrainment in anti-phase was observed. The frequencies
seemed largely unaffected by the perturbations, when compared in the interval before and
after the perturbations. Also the amplitudes of oscillatory cells remained relatively con-
stant. Calculating the phase shifts for several consequent perturbations, it was found that

4.4 Paper IV: Mechanism of synchronization and its robustness and
universality 29

entrainment occurred rapidly, already during the first few perturbations. This would re-
sult in fast cell-cell synchronization, which indeed has been observed experimentally when
two populations oscillating 180o out-of-phase are mixed [16, 27]. These results indicate
that oscillatory cells synchronize through phase shifts. However, also non-oscillatory cells
became entrained by the perturbations. For this response to be detectable also the am-
plitude must become affected, indicating that phase changes alone are not sufficient to
entrain non-oscillatory cells.

The degree of synchronization was determined using the Kuramoto order parameter
(see Section 3.2.5). The order parameter increased rapidly in the perturbation interval, in
agreement with the temporal phase shift analysis described above. Despite initially large
heterogeneity in frequency and phase among the individual cells, the order parameter
reached a value close to unity in the perturbation interval, indicating a high degree of
synchronization. This showed that the synchronization mechanism is robust with regard
to cell heterogeneity.

It has been shown that the phase dependence of the phase shift differs for different
chemical species [19]. This study revealed that the phase response at cyanide removal
resembles that of ACA addition, indicating that removal of cyanide causes entrainment
through similar mechanism as ACA addition. The fact that different chemicals appear
to synchronize oscillations through similar mechanisms indicates that the synchronization
mechanism may be universal.

Using a flow chamber, ACA will be removed by the flow and anaerobic environment
can be achieved by gassing the sample with an inert gas, as in a study by Poulsen et al.
where argon was used [22]. In that study KOH was also added instead of KCN to adjust
pH to facilitate oscillations. To investigate the biochemical mechanism through which
cyanide removal can cause synchronization, entrainment was studied for perturbations
with hypoxic glucose solutions and with pH-corrected hypoxic glucose solutions. In both
cases entrainment could be seen, indicating that entrainment is caused by other effects of
cyanide removal than activation of respiration or changes in pH. That cyanide can act in
more ways than by binding ACA and inhibit respiration has been indicated in previous
studies, where the oscillatory tendency was stronger when cyanide was added than under
hypoxic conditions [15] and under hypoxic conditions where ACA was flushed away by
a flow (Paper I). And indeed, recently Hald et al. showed that cyanide also reacts
with other metabolites, namely pyruvate and DHAP, and that cyanide might affect the
behavior of glycolytic oscillations in more ways than just by binding ACA and inhibiting
respiration [23]. Previous studies have also shown that cyanide causes longer trains of
oscillations than other inhibitors of respiration, such as antimycin A and azide [27, 100],
and that oscillations disappear if both cyanide and azide are present [22]. The role of
cyanide inhibiting respiration by binding to cytochrome c oxidase and the contribution of
respiratory reactions to the oscillatory behavior have recently been discussed by Schrøder
et al., who found that oscillations disappear for strains with deletions of a gene coding for
subunit VI of cytochrome c oxidase [101]. This finding was unexpected, since the general
assumption is that cytochrome c oxidase is completely inhibited at cyanide concentrations
used for oscillation studies and should not contribute at all to the oscillatory behavior of
the cells [15]. Cyanide reactions with glucose have, however, been shown to be negligible
in the pH range of our experiments [23]. Further studies are thus needed to elucidate the
precise effect of the intracellular cyanide reactions.
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Conclusions and Outlook

I
n this work, it was shown how glycolytic oscillations can be induced and studied in
individual, isolated yeast cells by combining optical tweezers for cell positioning, mi-

crofluidics for environmental control and fluorescence microscopy for detection. It was
proven that single cells in isolation indeed can show sustained glycolytic oscillations and
that a synchronized, high density cell culture is not a requirement for oscillations to emerge.
These results are a milestone in the research about glycolytic oscillations and opens up
for exciting studies of glycolysis on the single-cell level.

Having verified that the chemicals in the solutions determine the oscillatory behavior
rather than the flow rates in the microfluidic flow chamber, the precise conditions required
for oscillations to emerge in individual cells were determined. The results showed that in-
dividual cells can continue to oscillate at conditions where no synchronized oscillations
are detected in populations. The detected increase in frequency distribution at low glu-
cose concentrations might provide the answer to why cells do not synchronize at these
conditions. Evaluating the conditions required for oscillations to emerge indicated that
the mechanism behind oscillations in individual cells is allosteric regulation of the enzyme
PFK.

Knowing the precise conditions required for oscillations to emerge in individual cells,
the mechanism of synchronization and how it is affected by the found heterogeneity in cell
response was determined. The results showed that oscillatory cells synchronize through
phase shift and that this mechanism is robust with regard to cell heterogeneity. That
different chemical species appear to synchronize cells through similar mechanisms indicates
that such a mechanism can be at work also in other cell types, possibly via different
metabolic species.

As a next step, the cell density in the array can be varied using the optical tweezers
and cell-to-cell coupling and synchronization can be studied. That the cell density is
important has been verified in several different studies in bulk (e.g. [11, 12, 45]), and
recently also in single-cell studies [94]. The flow in the microfluidic chamber can be used
as an advantage, where a cell can be positioned at different distances downstream of
another cell and possible influence on the cell downstream from ACA secreted from the
cell upstream can be investigated. However, the flow might be an issue for synchronization
studies if the secreted ACA is washed away too rapidly. In the microfluidic chamber, the
lowest flow rate that should be used is limited by the requirement for complete coverage
of the entire array with the intended solution. If high flow rates turn out to be an issue,
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fabricating microfluidic systems with valves, where all flows can be turned off, might be a
solution. The flexibility in the choice of microfluidic flow chamber design and flow rates
makes microfluidics very useful for these types of studies.

To gain more detailed knowledge about the reaction network, several different metabo-
lites should be measured simultaneously. This would reveal e.g. in what part of the net-
work a stimulus is registered and if there is a delay in the transfer of the response to other
parts of the network. One example is cell coupling via ACA. Since ACA is involved in the
final branch of yeast glycolysis, it would be very interesting to investigate how strongly
and how fast other parts of glycolysis are affected by changes in extracellular ACA con-
centration. One way to achieve this could be to use ATP probes [102]. Another way could
be to measure the activity of pyruvate kinase, using a recently developed FRET-based
pyruvate kinase activity reporter (PKAR) [33].

One unsolved question that remains to be answered is why cells oscillate. Are there any
benefits of oscillations over steady-state with respect to speed or efficiency of glycolysis?
Pye reported slower ethanol production after oscillations had died off, suggesting that
oscillatory glycolysis is faster than steady-state [103]. It has also been suggested that
oscillatory glycolysis yields more chemical energy such as ATP and less dissipation of heat
[104]. However, experimental evidence is lacking. Perhaps glycolytic oscillations are just
the result of the autocatalytic nature of glycolysis and have not been eliminated during
evolution because they are not unfavorable for the cells.

The results presented in this work have advanced our understanding of the complex
set of reactions in energy metabolism and the mechanisms through which cells oscillate,
communicate, and synchronize. Pursuing these studies will hopefully not only give further
information about glycolysis in yeast, but also about energy metabolism, oscillations, and
communication in other biological systems, such as oscillatory insulin secretion from islets
of β-cells.
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fabricating microfluidic systems with valves, where all flows can be turned off, might be a
solution. The flexibility in the choice of microfluidic flow chamber design and flow rates
makes microfluidics very useful for these types of studies.

To gain more detailed knowledge about the reaction network, several different metabo-
lites should be measured simultaneously. This would reveal e.g. in what part of the net-
work a stimulus is registered and if there is a delay in the transfer of the response to other
parts of the network. One example is cell coupling via ACA. Since ACA is involved in the
final branch of yeast glycolysis, it would be very interesting to investigate how strongly
and how fast other parts of glycolysis are affected by changes in extracellular ACA con-
centration. One way to achieve this could be to use ATP probes [102]. Another way could
be to measure the activity of pyruvate kinase, using a recently developed FRET-based
pyruvate kinase activity reporter (PKAR) [33].

One unsolved question that remains to be answered is why cells oscillate. Are there any
benefits of oscillations over steady-state with respect to speed or efficiency of glycolysis?
Pye reported slower ethanol production after oscillations had died off, suggesting that
oscillatory glycolysis is faster than steady-state [103]. It has also been suggested that
oscillatory glycolysis yields more chemical energy such as ATP and less dissipation of heat
[104]. However, experimental evidence is lacking. Perhaps glycolytic oscillations are just
the result of the autocatalytic nature of glycolysis and have not been eliminated during
evolution because they are not unfavorable for the cells.

The results presented in this work have advanced our understanding of the complex
set of reactions in energy metabolism and the mechanisms through which cells oscillate,
communicate, and synchronize. Pursuing these studies will hopefully not only give further
information about glycolysis in yeast, but also about energy metabolism, oscillations, and
communication in other biological systems, such as oscillatory insulin secretion from islets
of β-cells.
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