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ABSTRACT 

 

 

Mass spectrometry (MS) is one of the most universal analytical techniques due to its label-free 

detection principle and high chemical specificity, high selectivity, and sensitivity. MS is diverse 

with many different types of systems to meet different analytical demands from various research 

areas. MS can be used for bulk analysis, in particular when coupled with a separation tools such as 

capillary electrophoresis or liquid chromatography, provides highly accurate qualitative and 

quantitative information of sample compositions. Imaging mass spectrometry (IMS), on the other 

hand, allows for imaging the chemical structures in intact samples with impressive spatial 

resolution (< micron). In this thesis, MS is used for two main objectives. First, MS is used to 

investigate the concentration at the site of action of methylphenidate (MPH), and its neurological 

effects on the nervous system of Drosophila melanogaster (fruit fly). MPH, which is a common 

medical drug for attention deficit hyperactivity disorder and an alternative drug to replace cocaine 

during the process of quitting drug abuse, has a stimulant action similar to cocaine as it also binds 

to the dopamine transporter protein and thereby increases the concentration of extracellular 

dopamine, a neurotransmitter, in the mammalian nervous system. It has recently been evidence 

that MPH exhibits neurological impact in long-term use; however, the details of this disorder are 

not fully understood. Drosophila has been chosen as a model for these studies owing to its short 

life cycle, prolific reproduction, and highly conserved physiological effects with humans, 

especially in drug addiction. The second main objective of the thesis is to develop MSI methods 

for biomolecular imaging of tissue samples including Drosophila brain and C. elegans. 

Multimodal imaging with secondary ion mass spectrometry (SIMS) and laser desorption 

ionization mass spectrometry (LDI MS) of the fly brain provide complementary biomolecular 

information of the brain structure. The molecular signature of C. elegans, one of the primary 

biological models used today, is very useful for studies of cellular processes and can be related to 

behavior of the worm.    

In paper I, the in vivo concentration of MPH in Drosophila brain after oral administration was 

determined by capillary electrophoresis mass spectrometry (CE-MS). The information was then 

applied to study the effects of methylphenidate treatment on the action of cocaine on dopamine 

uptake in vivo in Drosophila. In paper II, capillary electrophoresis mass spectrometry was 

extensively used for qualitative and quantitative analysis of orally administrated methylphenidate 

and metabolites as well as evaluation of the drug-dose dependency of neurotransmitter 

concentrations in the fly brain. In paper III, an imaging protocol for Drosophila brain with SIMS, 

including sample preparation, data treatment with image-based principle components analysis, and 

continuous imaging was developed. The imaging protocol was applied in paper IV to investigate 

lipid structural effects of MPH on Drosophila brain. The distribution and biological functions of 

biomolecules in the fly brain are studied using a combination of SIMS and SEM imaging. In 

addition, it is demonstrated that oral administration of MPH significantly alters the distribution 
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and abundance of various brain lipids. Paper V presents a multimodal imaging approach to 

Drosophila brain for lipid detection using matrix assisted laser desorption ionization (MALDI). 

Different surface modifications, including matrix sublimation and nanoparticle deposition, show 

specific detectable lipids and therefore can be used in a complementary fashion to profile 

biological samples. In paper VI, the chemical anatomy of C. elegans is studied using SIMS 

imaging. Two-dimensional and three-dimensional approaches are used for worm sections and the 

whole worm, respectively.   
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SAMMANDRAG 

 

 

Masspektrometri (MS) är en av de mest universella analysteknikerna på grund av dess icke-riktade 

sätt, höga kemisk specificitet, höga selektivitet och känslighet. MS mångfacetterad teknik med 

många olika typer av system för att möta olika analytiska krav från olika forskningsområden. MS 

kan användas för bulkanalys kan sammankopplas med separationsverktyg såsom 

kapillärelektrofores eller vätskekromatografi, vilket ger mycket exakt kvalitativ och kvantitativ 

information av provkompositioner. Avbildande masspektrometri (IMS) kan användas för att 

avbilda den kemiska strukturen hos intakta prover med imponerande rumslig upplösning 

(<mikrometer). I denna avhandling är används MS för två huvudsyften; Först används MS för att 

undersöka koncentrationen vid verkningsplatsen för metylfenidat (MPH), och dess neurologiska 

effekter på nervsystemet hos Drosophila melanogaster (bananfluga). MPH, en vanlig 

behandlingsform för Attention Deficit Hyperactivity Disorder samt är ett alternativt läkemedel vid 

kokainabstinens, har en stimulerande verkan som liknar kokain eftersom det också binder till 

dopamintransportören och ökar extracellulärt dopamin, en signalsubstans i nervsystemet hos 

däggdjur. Det har nyligen bevisats att MPH uppvisar neurologiska effekter vid långvarig 

användning; dock är dessa effekter inte helt klarlagda. Drosophila har här valts som en modell för 

dessa studier på grund av sin korta livscykel, produktiva reproduktion, och högt-konserverade 

fysiologiska effekter likt människan, särskilt gällande narkotikamissbruk. Det andra syftet med 

avhandlingen är att utveckla IMS metoder för biomolekyläravbildning av vävnadsprover, 

inklusive Drosophila hjärna och C. elegans. MALDI-avbildning av flughjärnan ger 

kompletterande biomolekylär information om hjärnans struktur. Den molekylära profilen hos C. 

elegans, en av de främsta biologiska modeller som används i dag, är mycket användbart för 

studier av cellulära processer och kan vara direkt relaterade maskens beteende. 

I artikel I, bestämdes in vivo koncentrationen av MPH i Drosophila hjärnan efter oral 

administrering genom kapillärelektrofores-masspektrometri (CE-MS). Koncentrationen 

applicerades sedan för att studera effekterna av hur metylfenidat-behandling influerar kokains 

påverkan på dopaminupptag in vivo i Drosophila. I artikel II, används kapillärelektrofores-

masspektrometri för kvalitativ och kvantitativ analys av oralt administrerat metylfenidat och dess 

metaboliter samt utvärdering av läkemedel/dos-förhållandet i relation till 

neurotransmitterkoncentrationer i flughjärnan. I artikel  III, utvecklades protokoll för avbildning 

av  Drosophila hjärnan med sekundärjon-masspektrometri (SIMS) inkluderande provberedning, 

databehandling med bildbaserad principalkomponentanalys samt konsekutiv avbildning. Detta 

bildprotokoll tillämpades i artikel IV för att undersöka strukturella effekterna av MPH på lipider i 

Drosophila hjärnan. Distribution och biologiska funktioner biomolekyler i flughjärnan studeras 

med hjälp av en kombination av SIMS och svepelektronmikroskopavbildning. Dessutom visas att 

oral administrering av MPH avsevärt förändrar distributionen och förekomsten av olika lipider i 

hjärnan. Artikel V presenterar en multimodal avbildningsteknik av Drosophila hjärnan för att 

upptäcka lipider med hjälp av matris-assisterad laserdesorptions-jonisering(MALDI). Olika 
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ytmodifieringar inklusive matrissublimering och nanopartikeldeponering visar specifika 

detekterbara lipider och därför denna teknik kan användas på ett kompletterande sätt till SIMS för 

att profilera biologiska prover. I papper VI, studeras den kemiska anatomi C. elegans med hjälp 

SIMS avbildning. Två-dimensionella och tre-dimensionella metoder används för att studera snitt 

av masken samt masken i sin helhet. 
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CHAPTER 1. NEUROTRANSMITTERS, NEUROTRANSMISSION IN 

THE BRAIN, AND ACTIONS OF PHSYCHOSTIMULANTS IN THE 

NERVOUS SYSTEM 

 

1.1. Neurons 

The brain is the most complex organ and controls every part of the body, from the biological 

processes of a single cell to the functioning of an organelle, from physical motions to cognition 

processes, thought, perception, and emotion. In order to efficiently control the whole body, the 

brain possesses a very complicated communication network called the neuronal network. The 

human brain contains a billion neurons in this network. Within the network, one neuron can 

communicate with up to a thousand other neurons.
1
 Two neurons typically connect to each other 

via a structure called a synapse, which is a gap of about 12-20 nm between the end of one 

neuron and the start of another.
2
 A schematic of a neuron and the synaptic junction is shown in 

Figure 1. The synapse is a very important feature as it is the region where many molecular 

regulators localize to facilitate the selective and efficient transfer of a signal from one cell to the 

next. It is also the accessible region for exogenous compounds to alter the synaptic properties of 

the neuronal signaling.
 

 

 
Figure 1. The neuron and synapse.

3
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Neurons come in many different shapes, typically consisting of three main parts: the dendrites, a 

cell body, and an axon with the axon terminals.
1
 The cell body contains the nucleus and 

organelles to synthesize the neuronal materials such as proteins, and membrane lipids, as well as 

to develop organelles. The dendrites are typically, but not always, thought to receive signals and 

these are branched out to interact with the synapses from often many other cells. These dendrites 

then carry signals to the cell body. At the cell body, chemical signals received from presynaptic 

neurons and converted into small electrical impulses are integrated and form larger potentials 

called action potentials, which travel along the axon to the axon terminals to trigger exocytosis 

for further neuronal communication. The axon is a long extension from the cell body to other 

cells, often the dendrites of the next cells in the communication loop, and these are used to 

transmit the action potential. There is typically only one axon for a neuron. The axon can be 

either unmyelinated or myelinated- where the axon is periodically covered by a nonconductive 

myelin layer.
4
 The myelination helps speed up the transmission of the action potential by up to 

100 meters per second from the cell body to the terminal. Neurons with myelinated axons are 

found mainly in the peripheral and central nervous systems.        

 

1.2. Neurotransmission 

In the brain, neurons ―talk‖ to each other on a millisecond time scale to transfer signals and 

responses between neurons and to other target cells. This communication process is called 

neurotransmission. In the terminal of a presynaptic neuron, chemicals called neurotransmitters 

are packed in small spherical packages made of lipid bilayers and integrated proteins called 

vesicles (see Figure 1 above). When the terminal of a cell receives an action potential, Ca
2+

 

channels open to allow Ca
2+

 ions to diffuse from the outer into the inner part of the cell caused 

by depolarization of the presynaptic cell membrane and regulation of voltage gated calcium 

channels. The increase in calcium causes vesicles containing neurotransmitters that are close to 

the terminal to fuse with the cell membrane thereby releasing neurotransmitters. These 

transmitter substances diffuse into the synaptic space and subsequently bind to specific receptors 

on the postsynaptic neurons or target cells. The postsynaptic cells then generate (or inhibit) their 

own action potential leading to signal propagation from one neuron to the next, or a number of 

cellular processes in non-neuronal target cells. After transferring the signal, neurotransmitters 

detach from the receptors and are removed from the synapse by reuptake into presynaptic 

neurons, nearby cells, or are degraded by enzymatic reactions. 

 

1.3. Neurotransmitters 

Neurotransmitters are endogenous chemicals used to transfer the signals from presynaptic to 

postsynaptic cells. Neurotransmitters are like the ―language‖ for neuronal communication. There 

are several common criteria to define neurotransmitters.
5-6

 According to Purves et al.
5
, a 

neurotransmitter is at first a substance that must be endogenous in the presynaptic neuron. 

Second, it is released from the presynaptic neuron in response to presynaptic electrical 

activation. Third, there is a specific receptor for this substance at the postsynaptic neurons or 

cells.  

Neurotransmitters have two main effects on the receptor cell, excitatory or inhibitory. Some can 

have both effects depending on the kind of receptors.
7
 The effect is excitatory if the membrane 

of the receptor cell decreases in potential to get closer to the threshold for generation of an 
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action potential to continue communication. The effect is inhibitory if the membrane potential is 

clamped at or increased above the resting potential so that the threshold potential is not attained 

and propagation of an action potential cannot take place. The resting and action potentials in a 

neuron are demonstrated in Figure 2.     

 

 

Figure 2. Resting and action potentials in a neuron 

 

Like there are a variety of words or expressions used in human communication, neurons have 

many different neurotransmitters. The classification of neurotransmitters has been varied based 

on different aspects such as the size, postsynaptic actions, or chemical structure. According to 

Purves et al.,
5
 there are two main categories based on the size of neurotransmitters, small 

molecule neurotransmitters and peptide neurotransmitters. Within the former one, there are 

several subgroups based on their chemical structure including acetylcholine, amino acids, 

biogenic amines, and purines. The classification of neurotransmitters is presented in more detail 

in Table 1.  

Neurotransmitters play a crucial role in maintaining the proper functioning of the brain. Each of 

them is involved in regulating specific neurological and physiological processes in the nervous 

system. Imbalance of neurotransmitter levels in the brain is the main cause of a number of brain 

diseases and disorders, for instance the well-known Parkinson’s disease, Alzheimer’s disease, 

epilepsies, schizophrenia, depression, anxiety, sleep disorder, and drug addiction.
8
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Table 1. Classification of neurotransmitters.

5
  

 

1.3.1. Dopamine 

The discovery and pioneering research of dopamine by Arvid Carlsson and Paul Greengard was 

awarded the Nobel Prize in Physiology and Medicine in 2000.
9
 Dopamine is an important 

neurotransmitter belonging to the catecholamine group. This monoamine is involved in 

mediating motor function, olfactory processes, cognition, reward and reinforcement, learning 

and memory. There are around 400 000 dopaminergic neurons in the human brain localizing 

mainly in the substantia nigra.
10

 Dopamine receptors are trans-membrane G-protein coupled 

protein receptors. There are five types of dopaminergic receptors classified into two main 

subgroups, D1-like, which includes D1 and D5; and D2-like, which includes D2, D3, and D4.
7
 



MS based analysis of drugs, neurotransmitters and lipids in invertebrate model systems 

   

5 

 

The classification is based on the structure, biochemical and pharmacological properties of the 

receptors. Depending on the type of receptor, dopamine can exhibit excitatory or inhibitory 

effects. For instance phospholipase C (PLC), an enzyme for the hydrolysis of membrane lipid 

phosphatidylinositol 4,5-biphosphate to produce second messenger diacylglycerol (also known 

as diacylglyceride) and inositol 1,4,5,-triphosphate, was found to be activated by D1 receptors; 

however, it is inhibited by activation of the D5 receptor. Dopamine also exerts its effects on 

many different cellular processes by altering the properties of G-proteins, the activities of 

enzymes and ion channels. The biosynthesis of dopamine originates from the hydroxylation of 

tyrosine by the cytoplasmic enzyme tyrosine hydroxylase forming L-3,4-

dihydroxyphenylalanine (L-DOPA). The product is then decarboxylated by cytoplasmic DOPA 

decarboxylase to produce dopamine prior to being packaged in transmitter vesicles via the 

vesicle monoamine transporter. After transmission, metabolism of dopamine is catalyzed by 

monoamine oxidase (MAO) or catechol-o-methyl transferase (COMT). Due to its widespread 

involvement in various signal transduction pathways, perturbation of dopamine level in the brain 

causes dramatic impact to various brain functions all leading or related to severe brain diseases 

and disorders, typically Parkinson’s disease, schizophrenia, attention deficit hyperactivity 

disorder (ADHD), and addiction.
10-11

 Pharmacological treatments utilizing different drugs to 

change the properties of the synthesis, release, metabolism and reuptake of dopamine, in order 

to restore the balance of this transmitter in the brain have been proposed; however, these have 

not been completely successful and there are many side effects of these treatments.  

      

1.3.2. Serotonin 

Serotonin (or 5-hydroxytryptamine, 5-HT) is an indoleamine neurotransmitter that regulates 

sleep, mood, behavior, diet, development, and cardiovascular function. Serotonin has fifteen 

types of receptors belonging to seven subgroups including 5-HT1-like, 5-HT2-like, and 5-HT3 

to 5-HT7; the 5-HT1-like and 5-HT2-like receptors.
12

 Like dopamine, serotonin can be either an 

excitatory or inhibitory transmitter. Serotonin has been shown to influence the dopaminergic 

system owing to the co-interaction of certain types of serotonergic and dopaminergic receptors,
7, 

13
 therefore it could also play a role in pharmacological treatments of diseases related to 

dopamine disturbance, for instance schizophrenia. This is a very complicated area and the 

knowledge of exact interactions here is not known.  

Synthesis of serotonin begins with the amino acid substrate tryptophan. Tryptophan is 

hydroxylated by the enzyme tryptophan hydroxylase.
14

 The product of this reaction, 5-

hydroxytryptophan, is then decarboxylated by enzyme L-amino acid decarboxylase producing 

serotonin. The transmitter is subsequently oxidized by MAOA to its primary metabolite 5-

hydroxyindoleacetic acid (HIAA). Serotonin and a variety of receptors have been potential 

targets for therapeutic drugs which can be agonists - chemicals that bind to a receptor causing 

the action of a biological response - or antagonists - chemicals that block the action of agonists, 

selectively for particular types of receptors. The most common are antidepressant drugs, 

antipsychotics, drugs to treat anxiety, migraine, and to prevent nausea, and vomiting in cancer 

patients receiving chemotherapy.
15
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1.3.3. GABA 

GABA (γ-aminobutyric acid) is the major inhibitory neurotransmitter. Several neurological 

disorders such as Huntington’s disease, epilepsy, and anxiety are associated with the alteration 

of GABAergic neuron function.
16

 GABA has both an ionotropic receptor (GABAA), which 

regulates Cl
-
 across the cell membrane and clamps membrane potential (inhibitory), and a G-

protein coupled receptor (GABAB). The synthesis and metabolism of GABA is particularly 

different from the other transmitters in that it forms a closed cycle in which the transmitter is 

produced, released, re-uptaken, metabolized, and the metabolite product (glutamate), another 

transmitter, can be reused to generate GABA. The primary precursor for this cycle is glutamine.  

    

1.3.4. Octopamine and tyramine 

The physiological role of octopamine in synaptic transmission was discovered in 1973 whereas 

tyramine was considered to be a neurotransmitter from about 1990.
17-19

 Octopamine and 

tyramine are the catecholamine neurotransmitters specific for invertebrates. They are the 

homologs of adrenaline and noradrenaline in vertebrates owing to similar chemical structure and 

physiological functions. These transmitters mediate aggression, the flight or fight response, 

motivation, and stress responses. Octopamine plays a role as a neurotransmitter, neurohormone, 

and neuromodulator. Octopamine, especially, has widespread influence on all the organs and 

activities of insects. It modulates signals in the peripheral, immune, sensory, and visual systems 

to the nervous system. It is involved in muscle tension and relaxation, respiration, heart rate, 

motor, and sleep behaviors.
20-21

 The physiological role of tyramine in insects is not yet fully 

understood. The transmitter, however, is known to regulate different physiological and 

neurological aspects independently from octopamine such as locomotion, muscle performance, 

and pheromone biosynthesis.
22-23

 Some studies have shown that tyramine and octopamine 

exhibit opposing effects on locomotion and activity of the enzyme adenylyl cyclase.
24

 It also 

plays an important role in the sensitization of stimulant drugs in insects.
25

       

The synthesis of tyramine and octopamine begins with tyrosine, the same precursor for 

dopamine synthesis. Tyramine is produced directly from the decarboxylation of tyrosine by the 

enzyme tyrosine decarboxylase. Tyramine is then hydroxylated by tyramine-β-hydroxylase 

producing octopamine. After it is released to interact with specific receptors, the transmitters are 

removed from the synapse by specialized transporters and subsequently tagged with an amine 

group through an N-acetylation or N-methylation reaction. As tyramine and octopamine are 

specialized for insects, they are good targets for pharmacological interventions, typically used 

for insecticides.    

        

1.3.5. N-acetyldopamine and N-acetyloctopamine 

N-acetyldopamine (NADA) and N-acetyloctopamine (NAOA) are the metabolites of dopamine 

and octopamine, respectively, from the N-acetylation reaction. This reaction is catalyzed by the 

enzyme N-acetyltransferase. N-acetylation is one of the major metabolic pathways for biogenic 

amines, beside the oxidation by MAO, commonly observed for dopamine, octopamine, 

tyramine, and serotonin. N-acetylated amines are most commonly present in the insect nervous 

system and MAO metabolites are found in mammals. NADA is mainly found in the cerebral 

ganglion, suboesophageal, thoracic and abdominal ganglia in coackroaches and other insects.  
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The metabolite NADA has been reported to exhibit antitumor activity in leukemia.
26

 NAOA, on 

the other hand, has been suggested to be involved in controlling aggressive motivation in 

insects. 
27

 

 

1.4. Methylphenidate and its actions on the nervous system 

Methylphenidate (MPH) or Ritalin has been a common and effective drug in the treatment of 

attention deficit hyperactivity disorder (ADHD) – a disorder characterized by inattention, 

hyperactivity, and impulsivity - in children and adolescents. MPH has been shown to positively 

affect these symptoms by enhancing attention, attentive allocation, focus, speed and accuracy of 

motor response processes. The clinically effective dose of MPH for children ranges between 

0.3-1.0 mg/kg, which results in the apparent behavioral effects after about 2 hours of 

administration.
28

 Despite the positive effects, it also has been demonstrated that the drug acts as 

a psychostimulant and causes drug addiction.
29

 Having a similar chemical structure to cocaine 

and amphetamine, the action of MPH on the neurotransmitter transmission is also similar to 

these stimulants. MPH blocks the reuptake of neurotransmitters, typically dopamine, by binding 

to the dopamine transporter (Figure 3) leading to an increased dopamine level in the synapse. 

The elevation of synaptic dopamine is responsible for the euphoric feeling associated with the 

drug, reinforcing effects, and addiction in long-term use. The dopamine transporter is a 12 trans-

membrane protein integrating into the cell membrane with extracellular and intracellular loops 

having N- and C- terminal groups inside the cell.
30

 The reuptake of dopamine by the dopamine 

transporter occurs by the co-transport of two sodium ions and one chloride ion, which facilitates 

the conformational change of the dopamine transporter.
31

 It has been suggested that dopamine 

binds to the binding site at the funnel-like tunnel segments 1, 3, 6, 8 and 10 of the dopamine 

transporter.
32

 Thereafter, further conformational changes of the dopamine transporter take place, 

causing transport of dopamine to the intracellular presynaptic neuron. In the presence of 

stimulant drugs, such as cocaine and MPH, the drug binds to its selective binding sites on the 

dopamine transporter preventing the conformation changes needed for the transport of 

dopamine. 
31, 33

     

 

 
Figure 3. Function and disfunction of the dopamine transporter.

34
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In humans, MPH is less addictive than cocaine as the half-life of methylphenidate in the brain, 

based on the duration of dopamine transporter blockage, is longer than that of cocaine 

(60-90 min versus 15-25 min, respectively).
35

 Since the clearance of the stimulant from the brain 

is necessary before it is possible for an individual to fully experience the reinforcing effects of 

the drug again, frequent repeated administration and overall abuse of MPH is limited compared 

to cocaine. The effect of the drug is also more spread out and less intense. If the mechanism of 

action is on the same part of the dopamine transporter, then these properties make MPH a 

possible candidate for the beginning stage of treatment of cocaine addiction. Replacement of 

cocaine with MPH might be a useful treatment as it produces less reinforcing effects compared 

to cocaine.
36

   

As with many drugs, MPH can have an impact on the neurotransmitter system and functioning 

of the nervous system in other ways than affecting transmitter uptake. In addition to the 

neurotransmitter effects, the drug has been shown to affect various biomolecules in the brain and 

body. MPH induces significant changes in the lipid composition of the brain,
37

 blood,
38

 and 

plasma.
39

 MPH administration also increases the reactive species formation that causes lipid 

peroxidation and protein damage in the prefrontal cortex of juvenile rats.
37

 To date, detailed 

information about specific kinds of biomolecules as well as spatial distributions of the target 

molecules affected by the drug have not been provided. Due to its widespread use as a 

therapeutic drug, despite the mechanism of action of MPH on the nervous system not yet being 

fully clear, it is important to understand the molecular mechanism of MPH involved in 

neurological processes and the overall impacts of the drug on the chemical structure and 

function of the brain. 
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CHAPTER 2. BIOLOGICAL MODELS FOR MASS SPECTROMETRY 
 

 

2.1. Drosophila melanogaster 

2.1.1. Popularity of Drosophila as model system 

For many years, Drosophila melanogaster (fruit fly) has been used as an important model 

organism in biological, pharmaceutical and medical research. Drosophila was first used by 

Thomas H. Morgan in genetic studies, for which he was awarded the Nobel Prize in 1933.
9
 

Since then, Drosophila has contributed enormously to investigations in genetic engineering, 

molecular biology, and physiology to provide fundamental knowledge for research on human 

development, diseases, and behaviors. Drosophila was the first complex organism to have its 

genome sequenced.
40

 This enables genetic engineering to be fully annotated and has been used 

to manipulate the fly genome to produce tens of thousands of mutants. There are a remarkable 

variety of studies that have been modeled by Drosophila, for instance neurological disorders, 

cancer, diseases, drugs of abuse, and drug discoveries.
41

 Several visibly distinguishable mutants 

are shown in Figure 4A. 

 

 
Figure 4. A: Fly mutants clockwise from left: white mutant followed by 5 other mutants in our 

stock in the lab. There are noticeable differences in color of the bodies, eyes, and wings. B: 

Green fluorescent protein labeled fly head immobilized in a Plexiglas block. 

 

Drosophila has been used to study the mechanisms of neurological disorders such as epilepsy, 

Niemann-Pick disease, Parkinson’s disease, and Alzheimer’s disease.
40, 42-44

 Drosophila has 

been used in studies of the blocking efficiency of orally administrated methylphenidate (MPH) 

on dopamine uptake and its effects on cocaine action on dopamine transporters as measured by 

fast scan cyclic voltammetry.
45

 Studies have not been restricted to the neurotransmitter system 

and the flies have also been used to study the effects of the stimulant MPH on other brain 

biomolecules, particularly lipids and lipid related compounds, using mass spectrometry.
46-47

 In 

addition, it has been used in a number of studies on the development of alcohol tolerance where 

it has been shown that the molecular mechanism of this process involves the functional integrity 

of various regions in the central brain especially the central complex and mushroom body; the 

octopaminergic system was mainly responsible for modulating the tolerance.
48
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Kevin White and coworkers have studied genome expression and corresponding protein-DNA 

interaction in Drosophila to investigate new regulating interactions in cancer, and they have 

discovered that the SPOP gene is involved in the signaling of tumor necrosis factor, a group of 

cytokines that induce cytotoxicity and necrosis of tumor cell lines.
41

 Furthermore, Drosophila 

has been used successfully as a model for diabetes, aging, and oxidative stress as well as for 

testing the effects of therapeutic drugs before application on mammalian systems.
40, 49-51

 One of 

the examples is that the Drosophila model of Huntington’s disease has been used as an initial 

whole-animal validation of the candidate drug C2-8 for the inhibition of polyglutamine protein-

mediated aggregation, the main cause of Huntington’s disease. This was carried out after a high 

throughput drug screening approach on in vitro cell cultures. The results show that the drug 

reduces neurodegeneration in the flies. Based on these data, the drug has now been confidently 

tested on mammalian systems.
52

   

 

2.1.2. Why is Drosophila a good model system? 

Drosophila possesses many excellent properties well suited to a model organism. First, the flies 

have a short life cycle, which is about 2-3 weeks, allowing rapid manipulation of genes and 

phenotypes. Initially, a fly egg hatches to a larva after about half a day. The larva develops 

through three stages for 4-5 days and subsequently transforms to a pupa, which will become an 

adult fly after a week. An adult fly can live for about 2 weeks at 25 
o
C.

53
 Second, the flies 

reproduce prolifically. A female fly can lay up to 100 eggs per day. Thus, Drosophila offers 

advantages for large population experiments, statistical analysis, and genetic studies where the 

observation and data of different generations are needed. Third, molecular mechanisms, for 

instance metabolism, organogenesis, and neural development, are conserved in Drosophila 

when compared to humans and mammals. A wide range of behaviors have been observed in 

flies such as learning and memory, sleep, courtship, stress, aggression, drug addiction and 

alcohol tolerance and all of these show sophisticated co-ordination of sensory inputs, cognitive 

processes, and motor systems. Finally, flies have a simple genome, which has been completely 

sequenced and annotated. The entire fly genome of 13 600 genes with 4 chromosomes has 

orthologs to aproxiamtely 60% of human genes.
54-55

 There are well over 100 000 stocks of flies 

in various fly banks commercially available (over 63 000 in the Bloomington Flybase alone). 

Transgenic flies with markers such as green fluorescent protein (GFP) have been generated to 

visualize specific gene expression in the living flies at various developmental stages.
56

 An 

example of a fly labeled with GFP to identify the dopamine regions (tyrosine hydroxylase) is 

shown in Figure 4B. Mutant flies with knockout genes are available to study the functions and 

expression of many specific genes. 

 

2.1.3. Drosophila brain 

The brain of Drosophila, with a volume of about 5 nL, has approximately 200 000 neurons, 

which form a complex connection circuit to conduct a variety of higher order neurological 

processes. The Drosophila nervous system shares many similarities to that of mammals, 

particularly the neurotransmitter system, complexity of the brain structure, and neurological 

functions of different regions of the brain. In Drosophila brain, neurotransmission involves 

complex activities of various types of molecules and organelles localizing at the presynaptic and 

postsynaptic neurons. In addition, when the flies are exposed to a drug of abuse such as cocaine, 
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MPH or nicotine, the blocking of the neurotransmitter transporters, that is stopping 

neurotransmitter re-uptake, by the drug is highly conserved between the fly and mammalian 

systems. Moreover, the flies also develop the same sensitization and desensitization responses to 

these drugs that lead to drug addiction in mammals. Altogether, Drosophila has a complex and 

high order brain structure and function, making it well suited for brain research.   

       

  
Figure 5. Schematics of Drosophila brain. A: Colored schematic of the important regions of the 

fly brain.
57

 B: Frontal view of Drosophila central brain. KCs are Kenyon cells located on the 

mushroom body calyces (CA) projecting down to the pedunculus (ped) to the mushroom lobes 

α/β, α'/β', and γ. CC is the central complex, AL marks the antennal lobes, DPM is the dorsal 

paired medial cells innervating the mushroom body and stabilizing punitive and reward odor 

memories, AGT is the antenna glomerular tract relaying signals from the AL to the mushroom 

body.
58

    

 

The Drosophila brain consists of two main parts, the central brain and the optical lobes (Figure 

5A). The central brain or protocerebrum contains various distinct regions mediating different 

neurological processes. The most important part of the central brain is the mushroom body 

region, which is the center of olfactory learning and memory, and multisensory information 

processing. The mushroom body consists of the calyx neuropils, located posterior-dorsally in the 

protocerebrum (Figure 5B). About 2500 Kenyon cells, which are neurons involved in the 

learning and memory pathways of most insects, are situated in each mushroom body calyx and 

projected in parallel down the pedunculus to five lobes each containing three different kinds of 

neurons, α/β, α'/β', and γ.
58

 Each kind of neuron has been suggested to exhibit a specific 

function, in particular, α/β and α'/β' neurons are important for long-term memory retrieval while 

γ neurons are crucial for olfactory memory.
59-60

 Another important region is the central complex, 

situated along the midline of the protocerebrum.
61

 It comprises four substructures, the 

protocerebral bridge, the fan shaped-body, the ellipsoid body, and the noduli. The central 

complex plays a key role in connecting many regions in the central brain, conducting and 

integrating various behaviors especially motor, locomotion, sensory, learning, and memory 

activities. There are two major types of neurons in the central complex, large-field and small-

field neurons.
62

 Large-field neurons only arborize within a substructure and connect it to one or 

two other regions of the central brain. Small-field neurons, on the other hand, mainly link 

different small areas of a substructure, or different substructures within the central complex. The 

antennal lobes make up the primary olfactory center and are located in the anterior region of the 
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brain. These lobes are comprised of glomeruli containing olfactory receptor neurons that are 

important for the flies to identify food, detect odors, and recognize partners and predators.
63

 

There are numerous glomeruli, each of which receives input from a specific type of olfactory 

receptor neuron. Besides receptor neurons, three groups of neurons are found in the antennal 

lobes. These are local neurons, projection neurons, and centrifugal neurons, and they connect the 

lobes to the mushroom body as well as other areas of the brain. These neurons also connect 

different domains within the lobes. Finally, the suboesophogael ganglia mediate gustatory 

activities. The sensory bristles in the proboscis, legs, and wings connect to the gustatory 

neurons, which in turn recognize the taste and produce an activating potential. The axons of the 

gustatory neurons carry the potential into projection neurons of the suboesophogael ganglia.
64

 

The optical lobes, with approximately 60 000 neurons on each side, have three main neuropils, 

the lamina, medulla, and the lobula complex with the lobula plate.
65

 Each compound eye, or 

ommatidium, contains eight photoreceptor cells R1-R8 surrounded by eye pigment. 

Photoreceptors R1-R6 are responsible for spatial vision being projected to the lamina, where the 

lamina neurons then project further into specific layers of the medulla columns. Photoreceptors 

R7 and R8 are responsible for color vision; however, these project directly to the medulla. The 

axons of medulla neurons terminate in the lobula complex and lobula plate. There are complex 

local interneurons connecting between the lobula complex and the lobula plate. From the lobula, 

various sets of neurons project to different regions of the central brain.  

The major neurotransmitters in Drosophila brain, dopamine, serotonin, GABA, histamine, 

glutamate, and acetylcholine are found in mammals, including humans. In the fly brain, over a 

hundred dopaminergic neurons distribute in clusters mainly in the protocerebrum from which 

they project their axons into the mushroom body and central complex.
66-67

 There are about 40 

serotonergic neurons in each hemisphere of the fly brain. They arborize and innervate into all 

the major neuropils of the central nervous system. In addition, the GABAergic neurons are quite 

ubiquitous in the entire fly brain with concentrations about 1000 times higher than those of the 

monoamines in the same regions. It has been shown that the olfactory learning and odor-evoked 

responses in Drosophila are modulated by the inhibition of GABA.
16, 68-69

 

The neurological and regulatory functions of these transmitters are also relevant to mammalian 

systems; however, the difference is that octopamine and tyramine in the fly brain replace 

epinephrine and norepinephrine in the mammalian brain, respectively. There are very few 

octopaminergic neurons in insect brains. In Drosophila, there are only about 100 

octopaminergic neurons in the brain; however, the neurons have large arborization allowing 

them to innervate all the major neuropils of the brain and thoraco-abdominal nervous system.
21, 

70
 Among the thoraco-abdominal neurons, there are many that connect to the peripheral system 

and localize along the midline of the thoraco-abdominal ganglia and suboesophageal ganglia. 

These are classified into dorsal unpaired median (DUM), and ventral unpaired median (VUM) 

neurons as their cell bodies position along the dorsal and ventral of the midline, respectively. 

The DUM and VUM cells from suboesophageal ganglia arborize and send their axons to 

innervate almost every substructure of the mushroom body, central complex, and antennal lobes. 

The innervation of octopaminergic neurons also has been found in the medulla, lobula, and 

lobula plate of the optical lobes. The complex and dense arborization of octopaminergic neurons 

demonstrates the widespread action of the transmitter on the entire insect brain and body. The 

location of tyraminergic neurons has not been clearly defined yet. As tyramine is the precursor 
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of octopamine, highly overlapping localization of tyramine and octopamine is observed. Based 

on tyramine-like immunoreactivity, the transmitter has been found in the neurons of the brain, 

suboesophageal ganglia, and thoraco-abdominal ganglia. Among these areas, several do not 

contain octopamine.
23, 71

 Tyramine is also found in non-neural tissue such as Malpighian 

tubules, digestive tract musculature, and ventral nerve cord.   

The N-acetylated amine metabolite, NADA, has been reported to be present at 18 μM 

concentration in the Drosophila head.
72

 The metabolite NADA also plays a role as a sclerotizing 

agent in hardening and darkening of the insect cuticle.
73

 NAOA is present at a concentration of 

about 5 μM in Drosophila head.  

In this thesis, Drosophila is targeted for mass spectrometry based analysis and imaging to study 

the chemical structure of the brain and the effect of the drug methylphenidate on the 

neurotransmitter composition and lipid anatomy.  

 

2.2. Caenorhabditis elegans (C. elegans) 

C. elegans has been widely used as a model organism in a variety of research areas especially 

cell biology, genetics, neuroscience, aging and pathology. It has been used as a primary model 

to study neural development, neural, metabolic and behavioral alteration due to changes of 

chemicals and temperature, molecular mechanism in relation to diseases and neurological 

disorders, genetics, cell biology and behaviors such as mating, aging and stress response to 

different living environments.
74-77

 The small worm with simple anatomy and behavior has 

become a powerful tool to reveal different complex biological mechanisms at a molecular and 

cellular level that is extremely beneficial for research related to vertebrates and humans. 

 

2.2.1. C. elegans as a model organism 

C. elegans was first introduced to study animal development and behavior by the biologist 

Sydney Brenner in 1965 who was awarded the Nobel prize in 2002 together with Horvitz and 

Sulston for their work.
9, 74

 Since then it has been widely used as a model organism. C. elegans is 

a free-living soil nematode having many features desirable in a model organism. First, the worm 

is small (1-1.5 mm in length), easy to cultivate in the lab by feeding with E. coli on a petri dish 

at a temperature of about 20 ºC. Second, the worm has a very short life cycle. From egg, 

developing to adult worm, to reproductive age takes about 3 days. The lifespan of the worm is 

about 2 to 3 weeks depending on living conditions. This reduces experiment cycle time and 

speeds up the study of different generations. Third, the worm reproduces very rapidly and 

prolifically. The worm has two sexes, hermaphrodite and male. A hermaphrodite lays 300-350 

eggs following self-fertilization and even more when mated with a male. Therefore, large 

numbers of samples can be easily obtained for statistical analysis. In addition, crossing with a 

male results in different phenotypes useful for genetic research. Fourth, the worm has a simple 

nervous system comprising of 302 neurons in the hermaphrodite and 381 neurons in the male. 

This makes it easy to study detailed function and regulation of specific neurons, as well as their 

connections in the neuron network. Fifth, although the worm looks like it has very simple 

morphology and behaviors with less than 1000 cells totally, these cells form many different 

tissues and complicated structures. In addition, they are persistent in number and localization in 

the animal body. The worm also has a transparent body. These characteristics enable 

observation inside a living worm in order to track cell development, differentiation, and 

migration. Moreover with the aid of fluorescence markers, molecular and cellular processes can 
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be easily observed and studied. Sixth, the worm has a simple genome containing about 19 000 

genes with 6 chromosomes.
78

 Similar to Drosophila, the genome has been completely 

sequenced and mutants are available for various studies on molecular mechanisms and diseases. 

Several mutants with morphological defects on the body and tails are shown in Figure 6. 

Finally, it was discovered that the molecular and cellular processes between the worm and 

human are also highly conserved. The worm genome has about 60-80% homologues when 

compared to the human genome.
79

 Many human diseases have been found to have similar 

pathways in the worm.   

 
Figure 6. Body and tail of different C. elegans mutants. Tail of wild type larval worm (A) and 

morphological defects in the body and tail of mutants of hlh-14- a protein promotes 

neurogenesis via asymmetric cell division (B, C, D).
80

 

 

2.2.2. Anatomy of C. elegans 

The detailed anatomy of C. elegans is comprehensively reviewed in the literature.
74

 Briefly, the 

worm body is cylindrical in shape comprising two concentric tubes separated by a space filled 

with fluid. The worm body is maintained by internal hydrostatic pressure. The body is protected 

by a collagenous cuticle, which covers the outer tube. In the outer tube, attaching to the cuticle 

are four musculatures running along the length of the body that enable the worm to move 

forward and backward in a sigmoidal movement. The outer tube also contains the hypodermis, 

nervous system, immune and hepatic organs coelomocytes, and excretory system (anus). The 

inner tube, on the other hand, contains the ingestion organ (pharynx), intestine, and reproductive 

gland (gonad). The pharynx in the head pumps food from outside, grinds, filters and transports it 

to the intestine at the central lumen and to the anus located near the tail. Neurons are located 

around the pharynx forming a ring along the ventral midline and in the tail. The nerve ring 

makes the connection between the entire nervous system from the sensory organ at the head tip 

to the central nerve cord and to the tail.  

The reproduction organ of the worm is the gonad, which has anterior and posterior arms to 

produce egg and sperm cells in hermaphrodite. These two arms have a common uterus co-

locating with a vulva at the ventral center of the worm body. Eggs in the gonad arms are 

fertilized with sperm and move towards the uterus to be subsequently laid outside through the 
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vulva. The male gonad, however, contains only a single anterior arm to produce sperm cells. 

The anatomical structure of C. elegans is shown in Figure 7.   

 

 
Figure 7. Anatomical structure of C. elegans. A: Animation image. DNC is dorsal nerve cord, 

and VNC is ventral nerve cord. B: Green fluorescent protein labeled C. elegans.
81-82

 

 

The anatomy of the worm has been completely described based on electron microscopy; 

however, a detailed chemical architecture of the worm has not been fully worked out. In this 

thesis, C. elegans is targeted for SIMS imaging to study the chemical structure of the worm. 

Studies like these should provide very useful anatomical information from a chemical basis to 

facilitate further use of imaging mass spectrometry (IMS) using these model organisms. 
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CHAPTER 3. LIPIDS AND BIOLOGICAL FUNCTIONS OF LIPIDS 

 

 

Lipids are naturally occurring molecules with both hydrophilic and hydrophobic properties. 

They are small molecules with masses typically up to about 1000 Da. Lipids are a very 

important group of biomolecules playing different functions in biological systems. The major 

functions of lipids include formation of lipid bilayers in the cell membrane, storage of energy, 

and serving as reservoirs of second messengers for cellular signaling. There are more than 1000 

lipid species in an eukaryotic cell.
83

 Lipids are classified into eight main groups, including fatty 

acids, glycerolipids, glycerophospholipids, sphingolipids, sterol lipids, prenol lipids, 

saccharolipids, and polyketides, based on the hydrophobic and hydrophilic structures 

constituting the lipid molecules.
84

 Each group contains several subgroups. 

 

3.1. Biological functions of lipids 

3.1.1. Lipids as components of cell membranes 

Among the different lipid groups, glycerophospholipids are the main component of the lipid 

bilayers of cell membranes beside cholesterol. Over 400 glycerophospholipids with different 

structures have been identified in a single cell.
85

 In brain tissue, glycerophospholipids comprise 

about 20-25% of the dry weight.
86

 Glycerophospholipids are structurally characterized by two 

hydrophobic fatty acyl tails and a hydrophilic phosphate headgroup connected by the three 

hydroxyl groups of a glycerol backbone. The oxygen on the phosphate group can link to 

different hydrocarbon groups whose structure affects the size of the headgroup. The geometry of 

the lipid is determined by the sizes and shapes of the polar headgroup and hydrophobic tails. 

The lamellar shaped lipids such as phosphatidylcholine (PC) have a polar headgroup that has 

similar size compared to the hydrophobic tails, whereas the conical shaped lipids such as 

phosphatidylethanolamine (PE) and phosphatidylinositol (PI) have headgroups that are smaller 

than the tail groups. Due to their geometries, the lamellar shaped lipids such as PC and 

sphingomyelin are highly localized in the outer leaflet of cell membranes, whereas PE, PI and 

phosphatidylserine (PS) are mainly distributed in the inner leaflet of membranes.
87

 Most 

importantly, the highly complex composition of lipids in the plasma membranes and their 

geometries play important regulatory roles in different cellular processes.  

 

Lipids in Exocytosis. Lipid geometry allows the membrane the flexibility to facilitate exocytosis 

- the process of membrane fusion between a vesicle and plasma membrane of the presynaptic 

neuron to release neurotransmitters. To promote this fusion, glycerophospholipids rearrange 

their localization in the membrane in such a manner that conically shaped lipids, typically PE 

and PI, accumulate in the high curvature fusing site and lamellar shaped lipids, especially PC, 

are dominant in the low curvature regions (Figure 8). Therefore the lipid structure of the cell 

membrane alters during this process. There have been several pieces of evidence supporting this 

hypothesis. The cylindrical shaped lipid PC is excluded and the conical shaped lipid 2-

aminoethylphosphonolipid is highly localized in fusion pores during the mating of Tetrahymena 

thermophila.
88

 In another supporting study the conically shaped lipid phosphatidylinositol-4, 5-
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bisphosphate - a derivative from PI - has been shown to play a regulatory role in the synaptic 

fusion of vesicles.
89

  

 

 
Figure 8. Distribution of glycerophospholipids in the plasma membrane and their rearrangement 

in the membrane fusion process of exocytosis. Red balls are molecules to be secreted; green bars 

are cylindrical lipids like PC; red triangles are conical lipids like PE and PI.  

 

Lipid rafts. Lipids, mainly sphingolipids and cholesterol, cluster in the plasma membrane to 

form microdomains called lipid rafts. These rafts have been suggested to be the residential sites 

of transmembrane proteins and ion channels.
90

 Lipids serve as protein anchors attaching proteins 

to the cell membrane as well as to regulate protein activities. In addition, activities of ion 

channels, particularly K
+
, Ca

2+
 ion channels, are affected by lipids and fatty acids such as 

arachidonic acid. 

 

3.1.2. Lipids as reservoirs of energy storage 

Lipids, particularly fatty acids (FA) and triacylglycerols (TAG), are the main reservoirs of 

energy for biological systems. FAs and TAGs are efficiently reduced thus they can be used to 

generate higher energy compared to the other energy sources such as carbohydrates and 

proteins. The complete oxidation of FAs produces 38 kJ/g, whereas that of carbohydrates and 

proteins produces 17 kJ/g.
91

 In addition, due to the hydrophobic properties of lipids, they are 

present in anhydrous forms and therefore provide highly concentrated energy storage for 

biological reactions. TAGs are typically accumulated in adipose cells, commonly called fat 

cells, from which they are transported to different tissues of the body by the blood. Lipids are 

generally taken into the body by diet, but some are synthesized. 

 

3.1.3. Lipids as reservoirs of second messengers 

Via biosynthetic and metabolic reactions with different enzymes, lipids generate a variety of 

compounds that play a role as second messengers for cellular signaling (Figure 9). The 

generation of second messengers is complex and diverse. One second messenger can be 

produced via different catalytic mechanisms from different precursors. In addition, a relation 

among these biochemical reactions exists such that a single biochemical pathway influences a 

sequence of related signaling pathways.    

One of the most important lipid-based second messengers is arachidonic acid (AA), a 20 carbon 
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polyunsaturated fatty acid generated by the hydrolysis of glycerophospholipids by enzyme 

phospholipase A2 (PLA2). AA is also a product of a serial metabolic reactions in which the 

converted form of phosphatidylinositol - phosphatidylinositol 4,5-biphosphate (PI-4,5P2) - is 

hydrolyzed to DAG which is then further hydrolyzed by enzyme phospholipase C (PLC).
86, 92

 

AA is known to modulate Ca
2+

, K
+
 ion channels, the N-methyl-D-aspartate (NMDA) receptor, 

activities of protein kinase C, and monoamine transporters by inhibiting glutamate uptake.
87, 93-94

 

AA is metabolized to eicosanoids, for instance it is oxygenated by the enzyme cyclooxygenase 

generating different types of prostaglandins, which are the important mediators in synaptic 

transmission and plasticity.
95

  

Diacylglycerols (DAGs) are another major group of second messengers. DAG is abundantly 

produced from the catalytic cleavage of glycerophospholipids, particularly PI by the enzyme 

PLC, and PC and PE by enzyme phospholipase D (PLD).
86

 DAG is the main effector of protein 

kinase C and protein kinase D, which in turn alter other enzyme activities. On the other hand, it 

is also a precursor of second messengers such as AA and phosphatidic acid.  

 
Figure 9. Biosynthetic and metabolic pathways of glycerophospholipids as a reservoir of second 

messengers.
86

  

 

Ceramides are metabolites produced from the hydrolysis of sphingomyelin by 

sphingomyelinase.
96

 These lipids attributes their regulatory roles to a variety of cellular 

functions especially the cellular response to stress and injury. Stimuli inducing apoptosis such as 

tumor necrosis factor and chemotherapy agents result in increasing levels of ceramides in the 

cell leading to an inflammation response and cell death. The typical targets of ceramide effects 

are ceramide-activated protein kinase (CAPK), ceramide-activated protein phosphatase (CAPP), 

protein kinase C, and phospholipase D. Generally, ceramides cause dephosphorylation of 

phosphoproteins altering cell functions. One example is that ceramides have been shown to 

dephosphorylate and inhibit the activity of Akt - a kinase responsible for insulin signaling and 



MS based analysis of drugs, neurotransmitters and lipids in invertebrate model systems 

   

19 

 

mitogenesis.
97

 In addition, via protein phosphatase 1, ceramides cause dephosphorylation of 

retinoblastoma gene products, that then affects the cell cycle.  

 

3.2. Biosynthesis and metabolism of lipids 

The biosynthesis and metabolism of lipids are a series of reactions catalyzed by different 

enzymes. There are complex relations between the biosynthetic and metabolic pathways of 

lipids, as the intermediates and products of a single synthetic pathway can be the precursors of 

other synthetic or metabolic ones. Exogenous or endogenous interferences of a particular 

pathway will consequently interfere the others.          

The biosynthesis of PC comprises three pathways, the base-exchange from free choline, the 

citidine diphosphocholine (CDP)-choline pathway, and conversion of phosphatidylethanolamine 

catalyzed by methyltransferase.
98

 The main materials involved in the synthesis of PC are 

choline, diacylglycerols and pre-existing phospholipids. On the other hand, the biosynthetic 

pathways for PE synthesis include the decarboxylation of phosphatidylserine by 

phosphatidylserine decarboxylase, the CDP-ethanolamine pathway, and Ca
2+

-dependent base-

exchange of ethanolamine with pre-existing phospholipids.
99

 Among these, the CDP-choline 

and CDP-ethanolamine are the main synthetic pathways for PC and PE with the rate-limiting 

intracellular enzyme cytidylyltransferase.
100

 It has been shown that citidylyltransferase is highly 

localized in the brain implicating an active involvement of this enzyme in the synthesis of PC 

and PE in nervous tissue.
101

    

PI is synthesized from the reaction of CDP-diacylglyrerols and inositol catalyzed by PI 

synthase. Phosphatidic acids and inositol are the primary substrates. PI is then a starting 

precursor for seven different phosphorylated forms of PI.
102-103

 The major phosphorylated forms 

in mammalian cells are phosphatidylinositol 4-monophosphate (PI-4P) and PI-4, 5P2, which 

form a source of second messengers, substrate for hormones, and modulators of enzyme and 

proteins such as PLD and actin regulatory proteins. The materials for the biosynthesis of these 

lipids including particular headgroups, diacylglycerol backbones, fatty acids, and pre-existing 

phospholipids are tightly connected together in one or the other of the reactions for all the 

lipids.
104

  

The metabolism of the glycerophospholipids occurs in the presence of a group of 

phospholipases mainly including phospholipase A1 (PLA-1), phospholipase A2 (PLA-2), 

phospholipase C (PLC), and phospholipase D (PLD); each has different sites of action on the 

glycerophospholipid molecules (Figure 10).
86

 PLA-1 catalyzes the hydrolysis of 

glycerophospholipids at the sn-1 bond to release free fatty acid and 2-acyl lysophospholipid, 

whereas PLA-2 acts on sn-2 bonds producing fatty acids and 1-acyl lysophospholipids. The 

lysophospholipid can then be used as recycling material for glycerophospholipids or be further 

metabolized by lysophospholipase. PLC hydrolyzes the sn-3 phosphodiester bond of the PI and 

its phosphorylated forms to generate DAG and noncyclic or cyclic inositol phosphates. In 

Drosophila heads, the isoforms PLC-B - a group of phosphoinositide specific enzymes coupled 

to guanine-nucleotides (G proteins)- were discovered.
105

 Finally, PLD catalyzes the cleavage of 

glycerophospholipids, typically PC, into phosphatidic acid and a free base. It is clear that the 

activities of the enzymes involved in lipid biosynthetic and metabolic pathways heavily 

influence cell signaling and other processes, and moreover it implicates the relationship between 

these enzymes in regulating signaling in the cell.  
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Figure 10. Metabolic action of enzyme phospholipases on glycerophospholipids. X: Choline, 

ethanolamine, inositol, or serine.
86

 

 

3.3. Lipids involved in neurological disorders and brain diseases 

Due to the widespread involvement of lipids in all cellular processes and the close relationship 

between their synthetic and metabolic pathways, perturbation of a particular lipid not only 

influences its second messenger signaling or a particular mediating protein but also influences 

the entire signaling network, neural plasticity, and normal biological functions. Numerous 

studies have been done to show that lipids are involved in various neurological disorders and 

diseases.    

The ratio of PC to PE has been shown to play an important role in maintaining the integrity of 

cell membranes and the decrease of this ratio might promote the development of steatohepatitis 

and liver damage in mice.
106

 The decrease of the PC to PE ratio leads to a decrease in membrane 

potential that might initiate cell inflammation. In addition, changes in lipid composition alter 

membrane structure as well as the activities of different cell membrane proteins, and ion 

channels. These changes might significantly affect the processes of exocytosis and endocytosis. 

Lipid perturbation has been found to cause cell death. Decrease in PC synthesis has been studied 

in different cell lines such as PC12 and MT58 cells and induces cell death.
107

 Several 

hypotheses for the relation between the change in PC and apoptosis have been suggested. It 

might be that the PC-binding protein acts as a sensor of intracellular PC levels and activates the 

signal for apoptosis. Alternatively, a decrease in PC might induce changes in subcellular 

structure, which is vital to cell survival. 

Schizophrenia is a mental disorder characterized by abnormal social behavior with 

hallucinations and delusions. It has generally been hypothesized that schizophrenia is caused by 

a malfunction of neurotransmitter regulation, which decreases synaptic plasticity. However, 

several studies have shown that there is an abnormal concentration and distribution of PC, 

ceramides and fatty acids in the brains of schizophrenic patients.
108

 The levels of PC and PE 

plasmalogen are found dramatically reduced in schizophrenia patients suggesting that there is an 

impaired structure and function of the cell membrane.
109

 Matsumono et al.
110

 employed matrix-

assisted laser desorption ionization (MALDI) imaging mass spectrometry (IMS) and direct 

microregion analysis on the postmortem brains of schizophrenia patients and found significant 

changes in phospholipid distribution. Particularly, PC (diacyl-16:0/20:4) increases in 
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concentration in the frontal cortex, whereas PC (diacyl-16:0/18:1) decreases its level in the 

frontal and occipital cortex. From these results, the authors suggest that the abnormalities of 

regional lipid metabolism in the patient brains are important in schizophrenia.  

Lipids have also been found to be significantly different in ADHD patients. Fatty acids have 

been suggested to be possibly involved in ADHD owing to observations that several syndromes 

of ADHD are similar to those of essential fatty acid deficiency.
111

 Alpha-linoleic acid (omega-3) 

and linoleic acid (omega-6) are two of the most important essential fatty acids supplied by diet. 

These acids are the materials used to synthesize longer polyunsaturated lipids to maintain cell 

membrane structure and cellular functions. In ADHD patients, a decrease in omega-3 level, and 

an increase in the ratio of AA and eicosapentaenoic acid in red blood cells has been observed. 

An increasing number of studies are focusing on using omega-3 as a clinical treatment for 

mental disorders including ADHD.
112-113

 Germano et al.
114

 analyzed fatty acid levels in the 

blood and red blood cells of ADHD patients following omega-3 supplementation and evaluated 

its clinically beneficial aspects for the disorder. It has been shown that after the 

supplementation, the ratio of omega-3 and omega-6 increases together with a significant 

increase in the ratio of phospholipids, especially PC and PE, and cholesterol. Omega-3 

supplementation therefore appears to lead to improvement in inattention and hyperactivity 

behaviors of ADHD patients.    

Ischemic stroke is another disorder characterized by lipid disfunction, in this case causing lipid 

changes and cell death. This is characterized by a critical reduction of blood circulation to a 

certain brain region causing loss of neurological functions and brain injury. Ischemic stroke is 

caused by low oxygen and glucose supply transported by blood, which inhibits ATP production 

and activates the release of glutamate.
115

 This elevated glutamate results in increased 

intracellular Ca
2+

 and activities of phospholipases, the major enzymes of glycerophospholipid 

metabolism. High levels of second messengers produced from glycerophospholipid metabolism 

might activate the pathways of cell inflammation and apoptosis.
116

 Studies have shown that lipid 

perturbation occurs in rat brain following ischemic stroke. In more detail, the potassium ion 

adduct of PC is present at lower concentration, whereas the sodium ion adduct of PC is 

distributed at higher concentration in the ischemic brain region. Furthermore, significantly high 

levels of lysoglycerophospholipids, sphingomyelin, and DAGs are accumulated in the injured 

brain indicating that the metabolic pathways of lipids are altered in the inflammatory cellular 

response.  

A major disease of the brain worldwide is Alzheimer’s disease (AD). This is a 

neurodegenerative disease that is identified by progressive loss of memory and cognitive 

functions. Significant alterations in lipids including cholesterol, glycerophospholipids, 

ceramides, and sulfatides have been found in Alzheimer’s patients.
117-118

 The levels of lipids in 

AD brain appear to decrease due to lipid peroxidation, which has been suggested to be one of 

the main molecular mechanisms causing AD. Polyunsaturated fatty acids as well as PE and PI 

are reduced in different regions of AD brains. PE-plasmalogen in the gray matter of AD brain is 

also diminished. This might account for the elevated activity of the enzyme PLA2 and thereby 

induce oxidative stress. Changes in membrane lipid composition might cause neural membrane 

defects and consequently impaired signal transduction and synaptic function in AD brains.  

In summary, owing to their ubiquity in cellular membranes and involvement in various 

biological functions such as signaling, lipids plays a central role in maintaining the proper 

functioning of single cells in biological systems. Perturbation in composition and distribution of 
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lipids is certainly a cause and consequence of different types of disorders, injuries, and diseases 

especially in the nervous system. Understanding the molecular mechanisms of how lipids 

change and affect these disorders and diseases will be of great benefit to biology and 

pharmacology where lipids and lipid affecting drugs might be used as clinical treatments.   
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CHAPTER 4. CAPILLARY ELECTROPHORESIS MASS SPECTROMETRY 

 

Capillary electrophoresis (CE) is a very powerful separation technique widely used in analytical 

chemistry and life science. The first use of electrophoresis was reported by Tiselius who was 

awarded the Nobel prize in 1948.
9
 In 1981, Jorgenson and Lukacs used a fused silica capillary to 

separate ionic species to demonstrate the advantageous resolving power of capillary zone 

electrophoresis (CZE) that brought the technique widespread recognition and applications in 

many different areas. Since then, CE has been developed and modified continuously to become 

one of the main liquid phase separation techniques besides high performance liquid 

chromatography (HPLC). A number of applications of CE have been found in various areas 

such as environment, food, biology, clinical and pharmaceuticals to separate inorganic ionic 

species, small organic compounds, drugs, and biomolecules.
119-120

 Particularly in neuroscience, 

CE is commonly used to separate many signaling molecules such as neurotransmitters, 

metabolites, neuropeptides, and proteins.   

CE possesses several unique features that make it a valuable separation technique. First, the 

separation is based on the difference in mass, charge, and structure of the analytes, which results 

in different electrophoretic mobilities. This is very useful for separating the analytes from 

interferences in samples, especially in biological samples where complex matrices are present. 

Second, CE offers high separation efficiency with 10
5
-10

7
 theoretical plates due to its 

characteristic plug flow profile.
121

 Third, the required amount of sample is extremely small with 

the injection volume typically in the nL range. For that reason, the technique is the best choice 

when sample quantity is limited such as small size samples and single cell analysis. In 

neuroscience, CE has been successfully used to separate and quantify biogenic amine 

neurotransmitters in the regional brain and whole brain of Drosophila, and to determine the 

content of vesicles at zeptomole concentration levels.
122-123

 In those experiments, CE was 

coupled to electrochemical detection. Also, the amino acids in the hemolymph of Drosophila 

larvae, and the glial fibrillary acidic protein - a major filament protein of astrocytes acting as an 

indicator for neurodegeneration induced by the neurotoxin 1-methyl-4-methyl-1, 2, 3, 6-

tetrahydropyridine in mouse brain, were detected by CE coupled to laser-induced fluorescence 

detection.
124

 Fourth, CE can be coupled with different detectors such as UV, electrochemistry, 

and mass spectrometry. Offline and online analysis can be performed with a simple and flexible 

setup. CE connected to microdialysis sampling allows continuous measurement of the unbound 

chemicals in the brain or other tissues in a living biological body.
125

 Finally, CE instruments are 

relatively inexpensive compared to the other separation instruments and therefore affordable in 

most labs.  

Among many detectors used with CE, mass spectrometry is one of the most preferable due to its 

high accuracy in structural identification based on the m/z of analytes and fragment m/z values 

when tandem MS is employed. CE coupled to MALDI, electrospray ionization (ESI), 

atmospheric pressure chemical ionization (APCI), and inductively coupled plasma (ICP) mass 

spectrometry are commonly found. For MALDI-MS, CE eluent can be spotted on a conductive 

substrate for offline analysis. Online coupling with different MS interfaces is also possible.  

A method using CE coupled to ESI-MS was developed to separate 352 metabolite standards and 

applied to determine 1692 metabolites extracted from Bacillus subtilis.
126

 The identities of 
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cationic, anionic metabolites and nucleotides were determined in separate measurements with 

specific optimized conditions. 

CE-MALDI ToF and ToF/ToF MS were applied to analyze complex peptide mixtures from 

protein digests with concentrations between 1-1000 nM.
127

 With this offline configuration, the 

separation time is decoupled from the MALDI-MS analysis. Peptide identification and 

quantification with MALDI-MS can be done before MS/MS analysis in order to focus on the 

interested peptides. In addition, the sensitivity for MS/MS signals can be improved by using a 

longer sampling time for the precursors. This is usually restricted by the separation window 

when online analysis is used.  

ICP-MS is a very sensitive method for elemental analysis with detection limit in a range of pgL
-

1
-ngL

-1
.
128

 Coupling of CE and ICP-MS is an attractive approach to analyze trace elements in 

biomolecules like metalloproteins. An example of this method is the analysis of sulfur and the 

trace elements cadmium, nickel, manganese, and zinc in metallothionein-like proteins extracted 

from bream liver.
129

 The method can be used to separate and quantify these trace elements with 

high sensitivity, about 1 μgL
-1

 for S, and 300-500 ngL
-1

 for the other elements.  

CE-ESI-MS is one of the analytical methods extensively used in peptidomics and proteomics. 

For example in clinical microbiological studies, CE-ESI-MS is a sensitive and unbiased 

analytical platform to identify antibiotic resistance in miroorganisms.
130

 Carbapenemases are 

common enzymes in multi-drug resistant gram-negative bacteria producing resistance to β-

lactam. To detect the enzyme, the cells were digested with trypsin followed by CE-MS analysis 

and identification based on bacterial protein databases. The results indicate the presence of 

particular carbapenemases to discriminate clearly resistant and susceptible bacterial strains.            

   

4.1. Principle of capillary zone electrophoresis 

CE can be used to separate analytes in ionic form based on their different migration velocity in a 

specific electrolyte buffer through a capillary. The migration velocity depends on the size, 

structure and charge of the ions at a given pH. Basically, two reservoirs of electrolyte buffer are 

in contact with two ends of a capillary. A high potential (typically 20-30 kV) is applied across 

the ends of the capillary through the electrolyte buffer, a more negative potential is typically 

applied to the entrance (cathode) and a more positive potential to the exit (anode). The entrance 

when sampling is placed in the sample reservoir. After injection, it is placed in the buffer 

reservoir for analysis. The exit of the capillary is coupled to a detector. The sample injected into 

the capillary might contain negative, positive or neutral species, depending on the pH of the 

electrolyte buffer. In a high electric field, the ionic species migrate towards the end with 

opposite polarity, whereas the neutral species do not move. This is called electrophoretic 

migration caused by the electrical attraction of ions in high electric field. However, if only an 

electrophoretic force is present, the neutrals and the anions migrating backwards to capillary 

entrance will not be detected.                  

Most capillaries are made of fused silica containing silanol groups (SiOH) on the capillary 

surface. This group becomes negatively charged, SiO
-
, in buffers with pH above about 2. At the 

interface between the capillary wall and buffer solution, the negatively charged surface of the 

capillary attracts positive ions from buffer solution to form an electric double layer, the inner 

Hemholtz layer and outer Hemholtz layer where positive ions are solvated. The solvated 

positive ions tend to migrate towards the cathode creating a driving force for the bulk solution. 
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The movement of the solvated ions and buffer solution is called electroosmotic flow (EOF). The 

potential that exists at the shear plane of the double layer is called the zeta potential. Zeta 

potentials depend on the amount of negatively charged silanol groups as well as the 

concentration of cations in solution, and therefore these potentials depend on the pH of buffer 

solution. In the presence of EOF, the migration of ionic species is not only driven by 

electrophoretic force but also the EOF. As the EOF is towards the anode and its magnitude is 

usually larger than the electrophoretic movement, all species including negative, positive and 

neutral ones move towards the exit of the capillary, however, at different velocities. Positive 

ions move fastest followed by neutral species and subsequently negative ions. Among positive 

ions, ions with smaller size or more positive charges move faster than the ones with larger size 

or less positive charges. A similar pattern is observed among negative ions, however, with the 

opposite effect from migration speed. Neutrals cannot separate from each other as they all have 

the same velocity caused by EOF. Consequently, all analytes arrive at the detector at different 

times, except neutral species. The principle of operation for CE and the relative migrations of 

EOF and ions are shown in Figure 11.    

 

  
Figure 11. Schematic operation of CE-MS with an ESI interface and an illustrative explanation 

of EOF and electrophoretic velocities.  

 

The velocity of bulk solution caused by EOF, νEOF, is presented in equation 1: 

     
  

   
         (1) 

Where: ε is dielectric constant of solution, δ is zeta potential, ε is viscosity of solution, μEOF is 

electroosmotic mobility, and E is the electric field strength.  
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The velocity of the analyte with spherical shape caused by electrophoretic flow (EPF), νEPF, is 

presented in equation 2: 

     
 

    
         (2) 

Where q is the charge of the analyte, r is the radius of the analyte, μEPF is electrophoretic 

mobility. 

As a result, the total velocity of the analyte is the sum of these velocities as in equation 3: 

                 (         )   (3) 

There are several modes of CE depending on the analytes to be separated and samples, including 

capillary zone electrophoresis (CZE), capillary gel electrophoresis (CGE), capillary 

electrochromatography (CEC), micellar electrokinetic capillary chromatography (MECK), and 

capillary isotachophoresis (CITP). Each has a particular modification to the characteristics of the 

electrolyte buffer or the capillary in order to improve separation of specific groups of analytes. 

CZE, however, is the most common due to its universal application, simplicity, and ease of 

manipulation. CZE is compatible with MS detection because the materials used for electrolyte 

buffer and capillary in CZE are ―chemically friendly‖ to MS compared to the other modes of 

separation.  

 

4.2. CE in comparison to HPLC 

In comparison to HPLC, the other major liquid phase separation technique, CE provides several 

advantages.
120

 First, using an open tubular capillary without a stationary phase, CE exhibits no 

eddy diffusion, which is present in packed columns in HPLC. In addition, a flat plug flow 

profile is obtained in CE driven by EOF that is different from the parabolic flow profile in 

HPLC driven by pressure. These factors contribute to peak broadening and therefore lower 

separation efficiency in HPLC compared to CE. Characteristic flow profiles in CE and HPLC 

are shown in Figure 12. Second, CE is better suited for analysis of small size samples as the 

sample volume required is much smaller (nL) than HPLC (typically µL), although recently 

developed ultra-HPLC can decrease the volume to low µL level. In addition, the volume of 

buffer consumed by CE is microliters to milliliters whereas HPLC can use liters of solvent. 

Another advantage of CE is that instrumentation is simpler and less expensive.   

 

 

 
Figure 12. Characteristic flow profiles in CE and HPLC. A. Plug flow profile in CE. B. 

Parabolic flow profile in HPLC.  

 

 4.3. Electrospray ionization mass spectrometry (ESI-MS) 

Online coupling of CE and MS has been established as a powerful analytical tool combining 

highly efficient separations and a highly accurate identification and quantification approach. 

One of the critical factors determining the performance of CE-MS is the efficient transfer of the 

analytes from the capillary to the mass spectrometer without affecting resolving power. It is 
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facilitated by using an optimized interface. There are several types of CE-MS interfaces suitable 

for different ionization methods such as fast atom bombardment, thermospray, ESI, APCI, and 

inductively coupled plasma. ESI is the most preferred choice at present since it transfers the 

analytes directly from the capillary to MS at close to atmospheric pressure. This makes the 

instrumental setup simple and convenient for operation. In addition, ESI provides a stable spray 

of solvent, facilitating stable ionization and transfer of analytes to the MS. This results in high 

reproducibility of the measurements. Moreover, multi-charged ions can be obtained by ESI 

enabling detection of large molecules like proteins.          

  

 
Figure 13. Operational principle of ESI.  

 

The operational principle of ESI is shown in Figure 13. The exit of the capillary is connected to 

an electrically conductive base where a potential of about 3-6 kV is applied with respect to a 

skimmer that acts as the MS inlet.
131

 A coaxial sheath flow of solvent is supplied to the end of 

the capillary. When buffer solution containing the analytes arrives at the exit of the capillary, in 

the presence of high electric field 10
6
 V/m, a Taylor cone is produced at the tip of the capillary 

as a result of electrical attraction on the ions of opposite polarity in the buffer solution towards 

the skimmer. The sheath flow provides a constant flow in order to maintain the stability of the 

Taylor cone. Ions continue to accumulate on the liquid surface of the Taylor cone, which then 

will break to produce charged droplets. On the way to the skimmer cone, the solvent in the 

charged droplets evaporates leading to an increase in surface charge density and a decrease in 

droplet size. At the time when the electric field strength within the charged droplet exceeds the 

surface tension of the droplet (Rayleigh limit), the ions are desorbed from the droplet to become 

free ions in the gas phase. The gaseous ions are then extracted by the skimmer and separated in 

the mass analyzer according to their mass to charge (m/z) ratio. Sheathless interfaces are also 

available, yet usually give poor reproducibility although offer somewhat better sensitivity.      

In this thesis, CE-MS was used in papers 1 and 2 for analysis of the concentration of the 

stimulant drug methylphenidate and its metabolites as well as to quantify neurotransmitter levels 

in Drosophila heads. 
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CHAPTER 5. BIOLOGICAL IMAGING MASS SPECTROMETRY 

 

 

Imaging mass spectrometry is a powerful imaging technique for visualizing the spatial 

distribution of chemical components in samples, from inorganic and organic materials to 

biological tissues and single cells. IMS is distinguished from other imaging techniques such as 

immunohistochemical imaging, chemical staining, and fluorescence microscopy owing to its 

unique characteristics, especially the label-free and non-targeted detection, high chemical 

specificity, high accuracy for structural elucidation, and sufficient sensitivity for single cell 

analysis. IMS, particularly secondary ion mass spectrometry (SIMS) and MALDI, has been 

rapidly and continuously developing to meet the expectations and needs of various research 

areas. For biological, medical and pharmaceutical research, IMS has been increasingly 

recognized as a very useful approach for studying biological processes, biomarkers of diseases, 

and pharmacology. 

 

5.1. ToF-SIMS imaging 

5.1.1. Principles of SIMS 

Secondary ion mass spectrometry is a powerful imaging technique providing chemical 

information with high spatial resolution (< 50 nm). The spatial resolution ultimately depends on 

the spot size of the primary ion beam, but in reality is often limited by the available signal in 

each pixel. However, current developments in primary ion sources and matrix assisted SIMS 

have improved signal levels and, hence, the spatial resolution as well as the detectable mass 

range of the technique. SIMS typically allows the detection of biological molecules up to around 

1500 Da, such as intact lipids, metabolites, lipid fragments, and elements. 

Beside the advantages of being label-free and having molecular specificity, that are also 

obtained with any other mass spectrometric imaging techniques, SIMS provides chemical 

information potentially at submicron spatial resolution. In addition, it is versatile and capable of 

ionizing chemical species from almost all kinds of materials. Additional modification of the 

sample surface with matrices is not necessary in most cases and can be detrimental to image 

resolution. The surface sensitivity of the technique can be an advantage for some applications 

but extreme care must be taken during sample preparation to prevent any possible 

contamination.  

The chemical ejection and ionization process of SIMS is shown in Figure 14. In brief, a focused 

ion beam, typically with energy between 5 keV and 40 keV, impacts the sample surface 

resulting in the ejection of secondary species (positive, negative, and neutral), the charged 

portion of which can be extracted and mass analyzed. The mass analyzers can be time-of-flight 

(ToF), ion trap, and magnetic sector; however, the most commonly used analyzer for biological 

analysis is the ToF due to its capability to rapidly carry out parallel mass detection with good 

mass resolution and mass range.  

Insights into the generation of secondary ions under the impact of primary ion beams have been 

provided by collision cascade theory and by using a combination of molecular dynamic 

computer simulation and experimental work.
132-134
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Figure 14. Ion ejection process in SIMS. Analytes are shown in green. Achievable spatial 

resolution is from 30 nm to 1 μm. 

 

Collision cascade. As the primary ions impact a sample surface, they penetrate into the sample 

and transfer energy to sample molecules causing fragmentation and motion of the molecules. 

The transferred energy depends on the kinetic energy of the incident ions, typically ranging from 

5 to 40 keV. As the transferred energy is much higher than the bond energies in the molecules, 

extensive fragmentation occurs within the impacted area where primary ions directly collide 

with the sample molecules. Further away from the impacted spot where the sample molecules 

collide with nearby energetic molecules, they receive less energy increasing the chance of 

ejecting molecular particles. This phenomenon is called a collision-induced cascade. Most of the 

ejected particles are neutral and often only 0.1% are ionized to positive or negative ions 

depending on the electronic configuration of the molecules. 

 

Parameters influencing secondary ion yield. 

The basic SIMS equation is:
134

 

 

         
      (4) 

 

Here, Im is the secondary ion current, Ip is the primary ion current, Ym is the sputter yield of 

secondary species including ions and neutral,   
  is the ionization probability, ζm is the 

fractional surface concentration of analyte m, and ε is the transmission of instrument.   

There are several important factors affecting the generation of secondary ions in SIMS including 

the mass and size of primary ions, the kinetic energy of primary ions, the angle of incidence, and 

the properties and composition of the target material. A number of simulation studies on 

different primary ion sources with a variety of target materials have been carried out. Postawa 

and co-workers
135

 performed a study on the ejection from a Ag [111] surface covered with three 

layers of benzene using 15 keV Ga
+
 and C60

+
 incident ions. They showed that the atomic Ga

+
 

projectile only loses 3 % of the original kinetic energy (15 keV) when impacting benzene layers. 

This is because the collision surface between a Ga
+
 ion and benzene molecules is small 

producing a lower damage cross section, the measure of the surface area being damaged by a 

primary ion, than the C60
+
 ion. Consequently, the remaining high kinetic energy Ga

+
 ion can 

penetrate easily through the organic layers to the Ag substrate therefore resulting in a high 
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damage depth - the thickness of the sample being damaged by primary ions. The C60
+
, or bucky 

ball, on the other hand undergoes different mechanism when impacting as a primary ion. C60
+
 

transfers its energy much more efficiently to the benzene layers on the surface compared to Ga
+ 

due to the larger interaction surface. For C60
+ 

they found that 60 % of the energy was transferred 

for a 15 keV source. A 15 keV C60
+
 ion comprises 60 carbon atoms, each possessing 250 eV. 

Due to its low remaining kinetic energy after collision with the benzene surface, the C atoms do 

not penetrate deeply into the Ag substrate, but rather deposit their energy in a shallow layer on 

the sample resulting in a lower damage depth. The damage cross section, however, is higher 

with C60
+
. The secondary ion yield - the number of secondary ions ejected by incident primary 

ions - particularly for molecular ions is higher with C60
+
 than Ga

+
. In general, the increased mass 

and size of primary ions provides improvement in secondary ion yield of molecular ions, less 

damage in depth, but a significant increase in damage cross section. These characteristics of the 

primary ions bring different advantages. Large size projectiles are well suited as etching beams, 

whereas the smaller size ones are commonly used as analysis beam for the benefit of spatial 

resolution as they are often formed from liquid metal ion sources.  

To examine the effect of kinetic energy of the primary ions, Rzeznik et al.
136

 created a model 

with a monolayer of benzene deposited on Ag crystal substrate and irradiated by Ar2953
+
 cluster 

projectiles with kinetic energies ranging from 0.1 to 20 eV/atom. The sputtering yield- the 

number of secondary species (ions and neutrals) ejected by each incident primary ion- of 

benzene was shown to increase linearly with increased kinetic energy when the energy exceeded 

a threshold value. At higher energy, the yield reached saturation. The results agreed with the 

findings from practical experiments carried out by Fletcher et al..
137

 In his work, the variation of 

secondary ion yield versus increasing impact energy of the primary ions C60
+
 was investigated 

for a variety of sample materials such as metals, antioxidants, biopolymers, phospholipids, and 

peptides. The results showed that the secondary ion yield was generally enhanced with 

increasing impact energy of the projectile on the different materials. Moreover, the linearity for 

high mass particles can be extended with higher energy. For instance, a 20 keV or 40 keV C60
+
 

beam produces maximum yield for low mass secondary ions, m/z 50-200, whereas an 80 keV 

beam is optimum for ions of m/z 200-400. In the analysis of biological samples where high 

mass molecular ions are of particular interest, high energetic projectiles are preferably used in 

order to produce more molecular ions. It should be also noted that highly energetic projectiles 

can cause severe sub-surface damage as the primary ions can penetrate to many sample sub-

layers.  

The incident angle of the primary ions is also an important parameter affecting the secondary 

ion yield and sample damage. It has been demonstrated that there is an optimum incidence angle 

to obtain the highest secondary ion yield.
138

 The optimum angle may vary with the projectile 

properties or sample materials. From the simulation of low energy Cs
+
 irradiation on 

semiconductors (Si, Ge, InP) with incidence angles ranging from 0
o
 to 85

o
, the highest yield is 

obtained at 65-75
o
. The experimental work on cholesterol films deposited on Si substrates and 

bombarded by a 40 keV C60
+
 beam at the impact angle 40

o
 and 73

o
 showed that the 40

o
 angle is 

more beneficial for the sputtering yield.
139

 Another modeling approach using solid benzene 

impacted by 14.75 keV Ar clusters, Ar366
+
 and Ar2953

+
, has been performed.

140
 Although 

different sizes of cluster ions lead to different ejection processes, the optimum incidence angle is 

not significantly different between 40
o
-45

o
 for different cluster sizes. The yield increases as the 
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angle increases from 0 to the optimum degree because the kinetic energy of the primary ions 

deposits closer to the surface with larger angle. This results in more efficient ejection of 

molecules on the top surface layers. Above this angle, the energy starts to be reflected, leading 

to decreased yield. However, from the damage viewpoint, the optimum angle is different. The 

optimum angle for secondary ion yield can lead to increased damage cross section while a 

glancing angle can limit damage depth. 

 

5.1.2. Primary ion sources for SIMS 

Development of new primary ion sources is one of the main thrusts in modern instrumental 

development of SIMS. The ultimate goal is to obtain spatial resolution as low as a few 

nanometers while minimizing the sample damage. The goal is to improve the ion beam 

efficiency, which is the ratio of secondary ion yield and the damage cross section. With 

continuous development, various primary ion sources have been made available in the field. 

Reactive atomic ion sources (Cs
+
, O2

+
) can be focused to very small probe sizes (< 50 nm for 

Cs
+
) and increase ionization by inducing fragmentation and altering the electronic state of the 

sample surface. Due to the high fragmentation, molecular information is typically lost. These 

ion sources are primarily used in dynamic SIMS experiments which use high ion dose densities 

to erode the sample, leading to high signal and sample degradation.  

Liquid metal ion guns (LMIG) have ultrahigh brightness and produce extremely focused ion 

beams. These beams, when used at low doses (static SIMS), are capable of creating molecular 

ions; however, the relatively low availability of the molecular ions limits the useful size of the 

probe and increasing doses create higher damage. Materials used for LMIG have a low melting 

point, low volatility, low surface free energy and good wetting.
141

 Ga
+
 was the first candidate as 

it is a liquid at room temperature. Indium is a little easier to focus and the ion is larger. Metal 

cluster sources such as Aun
+
, Bin

+
 are more recent common LIMGs with possible beam size 

~100 nm. Metal clusters deposit energy slightly closer to the surface than atomic projectiles, 

leading to a slight decrease in damage. Moreover, they produce overlapping collision cascades 

resulting in high action/high yield events as identified by Delcorte and Garrison in molecular 

dynamic simulation studies.
142

  

Cluster ion or polyatomic ion sources have received wide recognition since the observation that 

a SF6
+
 beam resulted in high secondary ion yield although damage cross section was only 

slightly higher compared to the Cs
+
 beam.

143
 The study inspired a significant amount of later 

research on the performance of this cluster beam and further investigation of other larger cluster 

sources. Kollmer
144

 compared the performance of several atomic and polyatomic ion sources 

including Ga
+
, Aun

+
, Bin

+
, C60

+
 on the organic sample, Irganox 1010, and on the pharmaceutical, 

Salbutamol. They found that a significant increase of secondary ion yield occurred when the 

beam was changed from atomic Ga
+ 

to Au
+
 and finally to polyatomic C60

+
. The damage cross 

section followed the same tendency, however, less significant. Therefore, C60
+ 

provided the 

highest efficiency of secondary ion generation in that work. Another study performed by 

Touboul
145

 compared the imaging capability of Bin
+
 and Aun

+
 ion beams on rat brain samples. 

Different cluster sizes from the same projectile Bin were examined as well as similar size 

clusters of different materials. From the results, secondary ion yield efficiency increased 5 times 

from Bi
+
 to Bi3

+
. In addition, Au3

+
 and Bi3

+
 showed very similar properties in terms of 

secondary ion yield and damage cross section as they have similar size and mass. However, the 

Bi3
+ 

beam had higher current than the Au3
+
 beam resulting in shorter image acquisition times. 
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The reason for this is the lower ionization potential and lower melting point of Bi compared to 

Au. These properties indicate that the Bi3
+
 beam has the benefit of more efficient ionization and 

allows one to run the Bi3
+
 gun at very low emission currents to produce a low energy spread. 

The spot sizes obtained with 50 keV Bi3
2+

 and 25 keV Au3
+ 

sources are about 100 nm and 

200 nm, respectively.
144

 All together, the Bin
+
 LMIG is well suited as a primary ion source for 

high spatial resolution imaging with static SIMS due to its advantage in spot size, secondary ion 

yield, and reasonable analysis time compared to other LMIGs. The C60
+
 source, due to its high 

secondary ion yield and low subsurface damage, is another main primary ion beam not only in 

dynamic SIMS for depth profiling but also in static SIMS for surface imaging when spatial 

resolution at submicron scale is not required. In addition, the C60
+
 source can function as an 

etching beam, thus enabling the possibility of 3D molecular imaging. The spot size of the C60
+
 

beam is typically ~1 µm although it has been reported to focus to better than 200 nm on some 

systems.
146

 Current investigations of the mega size gas cluster ion beams (GCIB) such as Arn
+
 

and (H2O)n
+
 have attracted huge interest since they provide remarkably reduced fragmentation 

of the secondary ions due to softer sputtering by the clusters and minimal subsurface damage, 

although spatial resolution suffers. Simulations of the Arn GCIB have been performed. Cluster 

Arn
+
 ion beams with an energy < 200 eV per constituent atom have been shown to be superior to 

C60
+
 beams in several aspects, particularly the degree of damage and fragmentation. Therefore, 

it appears to be an excellent etching beam in 3D imaging or depth profiling.
147

 Matsuo, a 

pioneer in developing Ar cluster GCIB sources, examined the fragmentation degree for the 

amino acid arginine and the tripeptide gly-gly-gly under the incidence of atomic and cluster Ar 

ions with various sizes, Ar300
+
, Ar700

+
, Ar1000

+
, and Ar1750

+
.
148

 The fragmentation was shown to 

depend on both energy and cluster size. In particular, low energy and large size resulted in 

higher molecular ion signals and cleaner spectra due to less fragmentation. In addition, when 

sputtering with a 5.5 keV Ar700
+
 ion beam onto polymer films, damage was significantly 

reduced. In addition to use as etching beams, cluster GCIBs have been used as primary analysis 

beams in several current studies. A water cluster ion gun, 10 keV (H2O)1000
+
, has been 

developed by the Vickerman group to increase the ion yield for analysis by an enhanced proton 

mediated reaction.
149

 The gun showed a 10 times improvement in the ion yield when applied to 

lipid standard samples. More recently, the Fletcher group has examined the performance of a 

high energy 40 keV Ar GCIB. They compared the imaging parameters between the 40 keV C60
+
, 

20 keV Ar4000
+
, and 40 keV Ar4000

+
 guns on brain tissues and human hair samples.

150
 The 

40 keV Ar4000
+
 produced the highest signal relative to the other guns at m/z values above 500 Da 

and a spatial resolution of < 3 μm was obtained. GCIBs clearly have great potential as analysis 

beams, as well as etching beams, for imaging lipid and lipid related compounds in biological 

samples.  

 

5.1.3. Acquisition modes in SIMS 

There are two approaches for image acquisition by the primary ion beam in IMS, microprobe 

and microscope.
151-152

  

Microprobe. In SIMS imaging the most common approach to obtain chemical information from 

a material is the microprobe mode in which a focused primary ion beam is used to continuously 

raster the surface spot by spot or pixel by pixel. When the primary ion beam sputters a pixel, the 

secondary ions generated are extracted and separated by the mass analyzer to produce a mass 
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spectrum of this pixel. The beam then continues to sputter a new spot to produce a spectrum 

until the whole surface is scanned. The relative position of the primary ion beam spot is 

recorded and is used to reconstruct the spatial localization of the secondary ions on the sample. 

Consequently, an ion image in which the signal intensities of the ions are displayed using a 

color scale to indicate intensity is constructed for specific ions from all the spectra as a function 

of position. In the microprobe mode, spatial resolution is determined by a combination of the 

beam size and the abundance of the ions detectable within the spot. The primary ion beam in 

SIMS can be normally focused to submicron diameters, and this can define the spatial resolution 

if the sensitivity is sufficient. The microprobe mode is mainly used in static SIMS for the 

advantages of spatial resolution, sensitivity, and data transfer rate limitations in ToF 

measurements. 

Microscope. Alternatively but less commonly, a position-sensitive detector can be used, 

introducing another concept of imaging acquisition, the microscope mode. The commercial 

CAMECA IMS instrument is operated with this microscopic acquisition approach and much of 

the early work in dynamic SIMS imaging was carried out this way. In this mode, an unfocused 

primary ion beam is used to sputter a large area of the sample surface. The desorbed ions keep 

their original spatial position relative to their origin on the sample while they travel through the 

ion optics to the detector. The spatial resolution does not depend on the beam size but on the 

quality of the ion optics and the detector. This approach is well suited for dynamic SIMS for 

profiling as often spatial resolution is not a very strict requirement. Moreover, larger areas can 

be measured thus helping to reduce the number of pixels and analysis time compared to 

microprobe mode. 

 

5.1.4. Static versus dynamic SIMS 

Sensitivity and spatial resolution are the major challenges in any imaging technique especially 

for biological applications. SIMS accommodates these needs by two methodological regimes, 

static SIMS and dynamic SIMS. 

In static SIMS, a primary ion beam impacts the surface at a dose density below a certain level 

called the static limit, typically taken as 10
13

 ions/cm
2
,
134

 although this can be much lower for 

organic samples. Ideally, only 1 % the material on the surface is sputtered ensuring that 

secondary ions represent the chemistry of the pristine sample. Because a focused primary ion 

beam is used, chemical information from the surface can be highly spatially resolved. This 

regime is used when the chemical composition on the sample surface is of particular interest or 

when increased primary ion dose density results in chemical damage in the sample sub-surface. 

Static SIMS has been increasingly applied in biological studies to map the distribution of 

biomolecular ions below 1500 Da such as atomic species, amino acids, fatty acids and intact 

lipids. Due to the restricted primary ion dose, static SIMS faces a major challenge in sensitivity. 

The developments in primary ion sources, described above have been in progress with the aim 

to enhance the secondary ion yield while maintaining or improving the spatial resolution.  

In contrast to static SIMS, dynamic SIMS utilizes a high dose density of primary ions (above the 

10
13

 ions/cm
2
 limit) to erode the sample. In dynamic SIMS instruments, quadrupole or magnetic 

sector mass analyzers are commonly utilized as they are compatible with a continuous, d.c., 

primary ion beam. Typically, reactive primary ion beams using ions such as O2
+
 and Cs

+
 are 

used giving high secondary ion yield to enhance sensitivity, however, these also result in higher 

fragmentation. The regime therefore is mainly used to analyze atomic and small fragmented 
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ions. To extract molecular information, isotopic labeling strategies have been developed. 

Multiple-isotope imaging mass spectrometry (MIMS) allows imaging of several molecular 

species using dynamic SIMS.
153

 Furthermore, a high primary ion dose erodes the sample and 

gives the third dimension or three-dimensional (3D) imaging. Due to abundant signal in a very 

small pixel, dynamic SIMS can provide very high resolution for imaging (< 50 nm).  

3D imaging has been an emerging label-free imaging modality attracting huge interest in the 

biological and medical communities. This modality provides a three dimensional distribution of 

the molecular species within an organism. As discussed above, various primary ion sources have 

been introduced for SIMS. Since the introduction of polyatomic ion guns, especially C60
+
, 

conventional ToF-SIMS instruments have utilized a combination of static and dynamic SIMS 

for 3D imaging. In this approach, a finely focused analysis beam commonly, an LMIG, is used 

to statically image the sample, then a non-focused etching beam such as a polyatomic ion gun is 

used to dynamically remove the damaged layer to prepare a fresh new surface for the next cycle. 

The analysis can be continued effectively etching through the sample and chemical images of all 

the layers can be stacked together to create a 3-dimensional chemical image. Dual beams or a 

single beam can be used for both analyzing and etching. The most recently developed 

instrument for this approach, the J105-3D Chemical Imager from Ionoptika Ltd; however, 

employs a C60
+
 ion gun to dynamically erode the sample and 2D images are recorded along the 

depth of the sample. Unlike with the other dynamic SIMS instruments, the J105 uses a ToF 

mass analyzer and the use of the C60
+
 gun enables detection of molecular ions up to about m/z 

1000 Da. The 3D analysis regime has opened up numerous biological applications for SIMS as 

it allows simultaneous mapping of biomolecules inside bio-systems without any further 

chemical labeling.
154-155

 

 

5.1.5. SIMS imaging with the J105-3D Chemical Imager 

There are various designs of SIMS instruments; the most common for organic sample analysis 

utilizes a pulsed primary ion beam for sputtering the sample and a ToF mass analyzer to ensure 

high mass resolution and allow parallel mass detection capability. The most recently developed 

ToF-SIMS instrument, the J105-3D Chemical Imager, with a special design provides different 

capabilities and advantages for SIMS analysis.
156

 A schematic of the J105 is shown in Figure 

15. 

In the J105, a continuous d.c. primary ion beam is used and the secondary ion beam from the 

sample is pulsed by a buncher placed in front of the ToF analyzer. In this instrument, the 

continuous stream of secondary ions ejected from the sample first enters into an rf-only 

quadrupole where the energy of the ions is removed by collision with a gas. The ions are then 

filtered through an electrostatic analyzer before entering the buncher. 
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Figure 15. Schematic of the J105-3D Chemical Imager (A), and operation of the buncher and 

harmonic field ToF reflectron (B).
156

 

 

In the buncher, the ions are squeezed into short pulses using accelerating voltages applied 

between the entrance and the exit of the buncher. The energy spread of the bunched ions after 

the buncher is about 6 keV. By using a continuous primary ion beam, the duty cycle increases 

significantly therefore shorter analysis time is obtained compared on the same sample analyzed 

with a conventional instrument. All of the sample material is used for analysis thus helping to 

increase the sensitivity. In addition, unlike conventional ToF-SIMS instruments, the mass 

resolution is independent from the sputtering process and sample topography that causes a mass 

shift due to a variable travel time of the secondary ions. As a result, compromise between mass 

resolution and spatial resolution is not required, and mass calibration is not needed for every 

spectrum. The J105 in our laboratory is equipped with a 40 keV C60
+ 

primary gun and a high 

energy 40 keV Ar GCIB both of which can be used as either etching or analysis beams. The 

mass resolution of the instrument ~7000 for m/z 700-800 can be readily obtained for biological 

samples. Spatial resolution is less than 1 μm and 3 μm for the C60
+
 and Ar4000

+
 GCIB, 

respectively.     

The J105 uses a harmonic field ToF reflectron. Conventional ToF-SIMS instruments utilize 

field free ToF where the flight time of the ions with equal kinetic energy are separated based on 

their different m/z. However, such analyzers are incompatible with the large energy spread 

produced in the secondary ion bunching process. In the harmonic field ToF, the ions travel in a 

quadratic field that allows the independence of time of flight from initial energy of the ions. A 
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useful feature of the strategy of the J105 analyzer is that it allows tandem MS to elucidate 

secondary ion structure. Secondary ions are dissociated by collision at high energy (1-6 keV as 

the collision occurs after the ions have left the buncher) with a gas such as N2 or Ar in a 

collision cell located between the buncher and ToF analyser. After colliding, the parents and 

fragmented ions of choice are selected using a timed ion gate before traveling in the ToF 

analyzer.   

Finally, the instrument is equipped with a glove box to facilitate sample handling. The glove 

box can be filled with Ar gas so that the sample is kept away from moisture. This is very useful 

and especially important for frozen samples to prevent an ice layer from being deposited on the 

sample surface and hindering the analysis. This is also beneficial for samples sensitive to 

moisture.  

 

5.1.6. Sample preparation for SIMS imaging   

To acquire relevant chemical and spatial images of a sample, especially heterogeneous 

biological samples, one of the most important and sometimes difficult issues is choosing a 

suitable sample preparation method. The main challenge here is how to preserve the 

morphology and chemical information of a sample while exposing it to high vacuum conditions. 

A number of sample preparation protocols suitable for particular applications have been 

developed, each with their own advantages and limitations.
157-159

 The main protocols that have 

been widely used are freeze-drying, fixation, freeze fracture, frozen hydrated analysis, etching 

by temperature or etching with a defocused etching gun such as C60
+
 or low energy Ar GCIB. 

The most common and convenient method is freeze-drying. Briefly, freshly obtained biological 

tissue is plunge frozen. The plunge freezing minimizes the ice crystallization in the sample. 

Frozen tissue is then cryosectioned, typically at -20 
o
C, into 10-25 µm slices. The tissue slices 

are then mounted onto a conductive substrate and subsequently inserted into a vacuum 

of ~10
-3

 mbar where the water from the samples is sublimated slowly to dryness. Cellular 

samples may undergo a similar procedure in which the cells can be sectioned by an ultracryostat 

producing slices with thickness down to several µm. Alternatively, cells can also be freeze dried 

directly after plunge freezing. Freeze drying enables analysis at room temperature making it 

simple and easy to handle the samples. The method is well suited for tissue imaging; however 

when subcellular distribution is of interest, freeze-drying induces a risk of morphological change 

of the sample and chemical migration can occur during the drying process causing artifacts in 

analysis.
160

  

Freeze fracture and frozen hydrated sample preparation have been considered the ideal methods 

for maintaining chemical and structural information for subcellular biological imaging.
158

 

Typically after plunge freezing, samples are kept frozen during the analysis. In freeze fracture, 

tissue or cellular samples are plunge frozen in a sandwich assembly, which is opened in the 

instrument under vacuum. The sample surface is exposed to provide intact chemical 

information. The protocol protects the sample from possible environmental contamination and 

produces a thin layer of condensed water, which enhances molecular ion signals.
161

 In addition, 

the method can also be used to fracture the inner compartments of the cells for subcellular 

analysis. There is an issue with obtaining a suitable, reproducible fracture plane. Also, rough 

surfaces and buried samples often hinder the analysis.  
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In order to overcome the topographic problems in freeze fracture, etching by slightly elevated 

temperature or cluster ion gun can be employed to remove the top ice layer of the sample 

without damaging the subsurface, and also helps flatten the sample surface eliminating 

topographic problems. When etching by temperature the temperature is increased to a critical 

point so that the top overlayer of condensed water slowly sublimates exposing the biological 

sample below. Alternatively, sputtering with the C60
+
 gun or Ar GCIB can also be used to 

remove the water overlayer from the sample. These strategies maintain sample morphology and 

prevent contamination; however, the sample handling is elaborate and time consuming. 

 

 5.1.7. Applications of SIMS in biological samples 

The contribution of SIMS to biological studies has been significantly increasing especially for 

tissue samples such as brain, heart, hair, intestine mucosa, spinal cord.
150, 162-165

 Due to great 

improvements that have been made concerning practical spatial resolution due to improved 

signal levels, single cell analysis has also become an attractive area although it is still somewhat 

challenging.  

To study lipid domains during membrane fusion, an important process in exocytosis, Ostrowski 

et al. used SIMS to image membrane lipids on mating Tetrahymena thermophile as a model of 

the high curvature in lipid fusion.
88

 Two complementary cell strains were induced to mate and 

were prepared for analysis using the freeze fracture and frozen hydrated methods. In the intact 

plasma membranes of tightly bound Tetrahymena, the concentration of the lamellar shaped lipid 

PC (represented by the headgroup ion with m/z 184) diminished in the mating junction, whereas 

that of conically shaped 2-aminoethylyphospholipid (2-AEP) (represented by the headgroup ion 

with m/z 126) was more intense. In a later study, changes in the membrane domains observed 

previously were now examined as a function of the junction stability and it was concluded that 

the cell membranes formed junctions prior to changes in lipid composition.
166

 SIMS images of 

mating Tetrahymena are shown in Figure 16A-C. 

SIMS is not only capable of 2D imaging of single cells; applications of SIMS for 3D imaging of 

single cells have also been reported although these are still sparse in the literature.
155, 167-168

 

Fletcher et al.
167

 performed 3D imaging on Hela cells using the J105 with single beam 40 keV 

C60
+
. The authors examined sample preparation approaches including fixing with formalin, 

freeze-drying, and non-fixing, and frozen-hydrated samples (Figure 16D-E). For frozen-

hydrated sample preparation, a freeze fracture device called a mousetrap was used to fracture 

the sample apart exposing clean cells for analysis. The C60
+
 beam was used to obtain a series of 

images with the ion fluence exceeding the static limit. The frozen-hydrated method preserved 

the localization of many cellular components. Specific cellular markers, the headgroup of the 

membrane lipid phosphotidylcholine at m/z 184 and the DNA base adenine at m/z 136, were 

used for 3D image reconstruction. Subcellular compartments such as nuclei and endoplasmic 

reticulum were clearly visualized. 

Another example is the 3D imaging of Hela cells using the ION-TOF instrument with dual 

beams; a 25 keV Bi3
+
 as the analysis beam and a 10 keV C60

+
 ion source as the etching beam.

168
 

The cells were incubated with a nuclear marker bromodeoxyuridine (BrdU), fixed with 

paraformaldehyde, then washed and air dried before analysis. The etching step with C60
+
 proved 

very useful to remove the damage or smearing during air-drying sample preparation. Different 

acquisition modes were checked with regard to the ion image qualities. The burst mode, in 

which the primary analysis beam is fired in a burst of short pulses of primary ions, was used as 
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it showed good compromise between spatial resolution and mass resolution. The data showed 

clearly that the location of nuclei marked with BrdU and other subcellular regions represented 

by cellular markers like CN
-
, CNO

-
 and CxHyOz could be distinguished in 3D. 

 

 
Figure 16. Some biological applications of SIMS IMS. (A-C) Imaging of a mating Tetrahymena 

cell pair. (A) Microscopic image, (B-C) SIMS selected ion images, (B) PC m/z 184, (C) 2-AEP 

m/z 126. Scale bars are 25 µm; (D-E) 3D imaging of Hela cell membrane, (D) Frozen hydrated 

cells, membrane (m/z 184) in green, nucleus (adenine at m/z 136) in red, (E) Fixed freeze-dried 

cells, membrane (m/z 184) in green, nucleus (guanine at m/z 152 and tryptophan at m/z 130) in 

red; (F-H), Chemical distribution of the cross section of mouse ear topically treated with drug 

roflumilast, (F) SIMS image: roflumilast in green, ceramide fragment in blue, PC in red, (G) 

SEM imaging of cross section of mouse ear, (H) High resolution SIMS image: roflumilast in 

green, phospholipids PO2
-
 in blue, fatty acid (C24:0) at m/z 367 in red.

166-167, 169
  

 

The potential of SIMS for subcellular imaging has been enhanced by the development of MIMS 

applied in dynamic SIMS. Several prominent examples of this technique include tracking and 

quantifying stem cell division in mammalian intestine, lipid metabolism in individual lipid 

droplets which presents the abundance of enterocytes in Drosophila intestine, quantifying the 

protein synthesis in hair-cell stereocilia of the inner ear of frogs and mice in vivo.
170-171

 MIMS 

was used to investigate the mechanism and the sites of action of the drugs at subcellular level. 

Multimodal imaging of the distribution of the 
15

N labeled platinum-based anticancer drug 

cisplatin in human colon cancer cells was performed using MIMS and fluorescence 

microscopy.
172

 Monolayers of colon cancer cells were adhered on the substrate where they were 

treated with 
15

N labeled cisplatin. The cells were then embedded in resin and subsequently 
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sectioned for MIMS analysis. Different cellular compartments were identified based on different 

atomic secondary ion images including the cytoplasm, nucleus, nucleolus, and chromatin. 

Cisplatin was found to accumulate in sulfur-rich and phosphorous-rich aggregates inside the 

cytoplasm and nucleolus, where the drug was believed to bind to S-ligands and DNA. In 

addition, the drug also had high affinity to N-ligands and acidic environments. The affinity of 

the drug towards S-rich, N-rich, and acidic organelles could be the basis for the mechanism of 

action of the drug and the cell resistance mechanism. 

In order to obtain good treatment of dermatological diseases, it is important to understand the 

penetration properties of the topically applied drugs into the skin. ToF-SIMS with 25 keV Bi3
+
 

LMIG was used to image the skin cross sections of inflammatory mouse ears topically treated 

with the active pharmaceuticals ingredients (Figure 16F-H).
169

 In addition, SEM microscopy 

was also used in correlation with SIMS imaging in order to observe the structure of different 

skin layers and the distribution of the drugs in the skin. The frozen samples were sectioned then 

dried before they were analyzed at room temperature. From the analysis, various lipids were 

detected such as ceramides, phospholipids, sphingolipids, cholesterol, cholesterol sulfate, fatty 

acids and TAGs, and all had heterogeneous distribution across the skin section. Particularly, 

fatty acid (C24:0) and cholesterol sulfate localized in stratum corneum, whereas ceramide was 

excluded from this region. On the other hand, some PE, PI, and sphingomyelin species showed 

homogeneous distribution. All the drugs were shown to distribute heterogeneously on the skin 

surface and within stratum corneum except roflumilast, which penetrated further into the inner 

epidermis layer. The detection limit of the drugs based on signal to noise in the spectra of the 

control and drug treated sections was 1-2 mM. ToF-SIMS together with SEM can be a very 

good imaging approach to map drug delivery in a biological body and might be highly valuable 

for clinical and pharmaceutical studies. 

Osteoarthritis is a common rheumatic disease characterized by the loss of cartilage caused by 

the disorder in lipid metabolism and ion regulation in the chondrocytes, cells that form cartilage. 

To study the alteration in chemical composition and structure, particularly lipid and elements 

caused by osteoarthritis, Cillero-Pastor et al. used ToF-SIMS with a Au
+
 primary ion gun to 

observe the difference between healthy and diseased cartilage.
173

 Principal component analysis 

and discriminant function analysis were utilized to reveal the biomarkers for osteoarthritis, 

which included the fragments of vitamin D3, prostaglandins, glycerolipids, and fatty acids. 

There was significant accumulation of cholesterol and fatty acids in the superficial area of the 

osteoarthritis cartilage. Vitamin E also increased in the cholesterol rich area. Moreover, Ca
2+

, 

PO2
-
, PO3

-
 ions were highly localized in the diseased cartilage, whereas CN

-
 representing protein 

content decreased. The study shows that the synthesis and metabolism of lipids are closely 

involved in the pathological effects of osteoarthritis. 

In a final example, the recently developed Ar cluster GCIB has been used for biological analysis 

in terms of molecular signal enhancement. Gas cluster ions (20 keV Arn
+
, n=1-6000) were used 

to map the distribution of intact lipids in a mouse brain section.
174

 In addition to the signal 

intensities obtained using pure Ar clusters, Ar clusters doped with less than 5% CH4, and the 

40 keV C60
+
 gun were compared. The use of Ar1700

+
 produced significantly higher lipid signals 

in the mass range between 600-850 compared to the use of C60
+
. Within this mass range, various 

observed lipids distributed differently across the mouse brain, especially lipids and cholesterol, 

which had complementary localizations. For instance, the [M+H]
+
 pseudomolecular ion and K

+
 

and Na
+
 adducts of PC (32:0) localized mainly in the hippocampus and inner cerebellum, 
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whereas cholesterol was abundant in the white matter surrounding the hippocampus and 

cerebellum. Glucosyl ceramide (d18:1/16:0) on the other hand distributed within the corpus 

callosum. Finally, another important point of the study is that a small amount of CH4 (1.1 %) 

incorporated into the Ar clusters in the beam further enhanced the signal intensity of intact lipids 

by two times. The beam size of the Ar cluster gun in this case was 4 μm.      

 

5.2. MALDI imaging 

 5.2.1. Principles of MALDI imaging 

Matrix-assisted laser desorption ionization imaging mass spectrometry has played an important 

part in the imaging technologies for organic compounds in biological, pharmaceutical, and 

medical science. The technique provides spatially resolved information of the analyzed ions 

over a mass range from several hundred to several tens of thousands of Da, which covers a 

variety of biomolecules including intact lipids, peptides, proteins, and polymers. The principle 

of MALDI is illustrated in Figure 17.  

 

 
Figure 17. Principle of MALDI ionization. Analytes are in green, matrix is in yellow. Laser spot 

size is typically from 10 to 100 μm.  

 

Typically in a MALDI imaging experiment, a sample is coated with a thin homogeneous layer 

of organic matrix solution before analysis. The role of the matrix solution is important for the 

soft ionization of the analyzed biomolecules. The matrix solution helps extract the biomolecules 

from the sample surface to mix and co-crystalize with the matrix molecules when the solution 

evaporates. The matrix then resonantly absorbs the energy from the irradiated laser to become 

excited matrix molecules.
175

 The amount of the energy deposited per unit volume increases 

causing perturbation of the solid-state structure of the matrix and analytes. As the deposited 

energy reaches an appropriate level, disintegration of the solid phase occurs. The desorption of 

ions thereafter occurs within the expanding phase of matrix and analyte molecules. Analytes can 

also be ionized via protonation by the resonantly absorbing matrix. MALDI is a soft ionization 

technique in that there is little fragmentation of molecules during ion formation. Ions are 

normally singly charged. The lasers used in MALDI are UV or IR lasers, most common are the 

N2 at wavelength 337 nm, and the frequency tripled Nd:YAG at 355 nm.  
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 5.2.2. Spatial resolution in MALDI imaging 

Spatial resolution is one of the biggest challenges in MALDI IMS for biological imaging. 

Generally the achievable spatial resolution on a commercial MALDI instrument is about 20 µm 

(although some are quoted at 10 µm), which is the smallest spot size of the laser. Spatial 

resolution is primarily dependent on laser beam size and matrix crystal size. Modifying either of 

these factors should improve the spatial resolution. There have been various ways to narrow the 

beam size. With a given laser on a commercial MALDI, oversampling can be used.
176

 The laser 

completely ablates the overlapping part of two adjacent spots therefore significant signal only 

comes from the fresh adjacent area which is smaller than the spot size. This strategy has a long 

analysis time; however, as it requires complete ablation of material. An alternative is the use of 

the microscope acquisition mode with a position-sensitive detector like that used in SIMS 

although this is not commercially available.
177

 Another approach is an instrumental development 

where the optical geometry is altered so the laser irradiates from the back side of the sample 

placed on a transparent substrate.
178

 With this geometry, the beam size can be focused down to 

1-2 µm. Spengler has used an atmospheric MALDI interface to produce a co-axial laser/ion 

extraction system where the laser focal length can be greatly reduced for improved spatial 

resolution.
179

  

 

 5.2.3. Sample preparation for MALDI imaging 

Good sample preparation is again a critical requirement in MALDI imaging in order to maintain 

the spatial information and natural abundance of the analytes on the sample from the time of 

sample collection until analysis. It influences the sensitivity, reproducibility, and accuracy of the 

imaging. In MALDI, depending on the sample and the biomolecules of interest, sample 

preparation can include several or all the following steps: sample collection, storage, sectioning 

into thin slices, thawing and drying, washing, on tissue digestion, surface modification and 

matrix deposition. For tissue samples, sectioning with a cryo-microtome is carried out to obtain 

thin slices within the 10-25 µm thickness range. The sections are then placed onto a conducting 

substrate for example indium tin oxide (ITO) coated glass and freeze-dried before further 

surface modification and matrix deposition.  

Sample washing. Washing is recommended to remove unwanted and easily diffusible molecules 

like salts from the sample surface so that they do not affect the measurement. Ion suppression is 

usually observed in samples having high salt content and this obscures the signals from the 

analytes of interest. In addition, the crystallization process is also influenced by the presence of 

salts.
180

 Washing procedures vary depending on the molecular group of interest. A common 

washing procedure to remove salts is to use ethanol, 70 %, followed by 90 % ethanol, which 

helps temporarily fix the sample. For lipid analysis on high salt containing samples, very mild 

and quick washing with a low concentration (5-10 mM) of a MS friendly salt like ammonium 

formate can be helpful to partially remove the salt content. For analysis of high mass species 

such as peptides and proteins, removal of high lipid content can be carried out with an organic 

solvent such as chloroform or xylene.
181

 Cold washing can also be used to minimize the 

delocalization of the biomolecules while removing the interferences.  

Matrix deposition. Matrix deposition is one of the most important steps in sample preparation 

for MALDI. A matrix solution typically comprises three components, an organic solution such 
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as ethanol, methanol or acetonitrile, an organic matrix material, and trifluoroacetic acid (TFA). 

Choosing the suitable matrix material and solution compositions are critical tasks, not only to 

obtain high quality spectra but also to preserve spatial distribution of the molecules of interest in 

the samples. In addition, the quality of ion images is also affected by these parameters. Different 

matrices have different crystal sizes, for example crystals of 2,5-dihydroxybenzoic acid (DHB) 

are larger than those of α-cyano-4-hydroxycinnamic acid (CHCA), thus this restricts the 

minimum achievable spatial resolution in MALDI imaging. Various matrix materials have been 

investigated for different target groups of molecules in the mass range from several hundred Da 

to several hundred kDa. Sinapinic acid (3,5-dimethoxy-4-hydroxycinnamic acid, SA) is a 

common matrix for high mass molecules like proteins while CHCA and DHB have been widely 

used for detection of intact lipids, metabolites, and small peptides in positive ion mode.
181

 The 

use of 9-aminoacridine, on the other hand, provides a suitable matrix for detection of lipids and 

metabolites in negative mode.
182

 The ratio of matrix to organic solvent combination, the 

concentration of matrix, and the concentration of TFA can also be manipulated to improve the 

integration of the matrix with the analytes of interest as well as the crystallization process. In the 

matrix, the organic solvent is used to extract the molecules from the sample and it quickly 

evaporates enabling matrix crystallization. The percentage of solvent depends on the 

hydrophobicity of the molecules of interest. The ratios 50:50 of acetonitrile/water and 50:50 of 

ethanol/water are common solutions for various tissue samples.
181

 The concentration of organic 

matrix should be sufficient to produce homogeneous matrix coverage on all sample surfaces 

ensuring homogeneous ionization. For common matrices such as CHCA, DHB, and SA, 

concentrations generally range between 10-30 mg/mL. Moreover, the acid, TFA, plays a role as 

a source of protons facilitating the protonation of the analytes. A typical concentration of TFA 

for most MALDI analyses is 0.1 %.   

Various methods of matrix application have been developed for both manual and automatic 

deposition. A good matrix application method should provide homogeneous coverage of matrix 

on the sample surface and increase the extraction of the molecules while limiting their 

delocalization. The choice of matrix deposition method is determined by the requirement of 

spatial resolution for imaging and the abundance of the analytes in the sample. The most 

commonly used method is spotting. Here, sample is delivered as nano- or micro-droplets of 

matrix solution covering the surface. Another method is spraying, where the sample is sprayed 

with a matrix mist resulting in a thin coating of matrix on the surface. Spraying offers smaller 

matrix droplets, or better spatial resolution, compared to spotting; however, it is less 

reproducible due to a risk of chemical delocalization if the sample gets too wet during spraying. 

Manual matrix deposition methods can be performed with a micropipette and airbrush for 

spotting and spraying, respectively.
183

 Automatic devices such as inkjet printers, acoustic 

dispensers for spotting, and automatic pneumatic sprayers, vibrational sprayers for spraying are 

commercially available.
184

 

Besides wet matrix application, solvent free approaches have been developed for matrix 

deposition. One of these is sublimation, in which the matrix is sublimed and deposited on 

sample surface in a vacuum. The method limits the diffusion of molecules usually caused by wet 

deposition as well as decreasing the matrix crystal size. As a result, spatial resolution is 

improved. Crystal sizes for DHB and CHCA matrices are generally in a range between 5 to 

20 μm when spraying deposition is used. Sublimation, however, produces matrix crystals 
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generally from 1 to 3 μm in size.
185-186

 Sublimation, however, might not be very efficient in 

extracting the analytes due to the lack of an organic solvent. Re-wetting of sample surface with a 

solvent or TFA after sublimation has been suggested in order to improve co-crystallization of 

molecules and matrix.
185

  

Nanoparticles as an alternative to the organic matrix. Investigation of surface modification, 

noticeably with nanoparticles (NPs), as an alternative to standard organic matrices has been 

extensively carried out.
187

 This surface modification falls into a new technical platform - surface 

assisted laser desorption ionization (SALDI). Nanoparticles of various materials with diameters 

from 2 nm up to 100 nm have been shown to efficiently absorb the laser energy, which then 

assists the ejection and ionization of biomolecules. The nano size of these particles offers the 

possibility to obtain high spatial resolution potentially for submicron analysis if a sufficiently 

small laser beam spot is used and there is sufficient sensitivity to detect extremely small 

numbers of biomolecules. In addition, NPs eliminate the formation of heterogeneous matrix 

crystals, which usually occurs using organic matrix deposition. Moreover, SALDI analysis using 

NPs as the matrix is less dependent on the irradiation wavelength as it has a broad absorption 

window including UV and IR wavelength. Modification with NPs offers selective ionization of 

biomolecules that provides better selectivity compared to organic matrixes.
188

 Among different 

nanoparticle materials, gold nanoparticles (AuNPs), in particular, have been increasingly used in 

SALDI to analyze small biomolecules such as glutathione, glycosphingolipids, triacylglycerides, 

and carbohydrates.
189-192

 Owing to their surface plasmon resonance properties, AuNPs serve as 

an efficient reservoir for photon energy deposition as well as an energy transfer media for 

analytes via the thermal propagation process.
188, 193

 This results in significantly enhanced 

ionization of the analytes. When compared to MALDI, NPs are potentially highly useful matrix 

materials for laser desorption ionization (LDI) as they offer the capability of imaging at 

submicron spatial resolution as well as providing complementary chemical information to the 

organic matrices used on biological samples. 
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CHAPTER 6. CONCLUDING REMARKS AND FUTURE PERSPECTIVES 

 

 

Mass spectrometry is a powerful, sensitive and selective analytical technique. The high 

separation efficiency combined with high identification capability of CE-MS makes it well 

suited for various applications in life science research. MSI, on the other hand, possesses unique 

properties with high chemical specificity and possible subcellular spatial resolution opening up a 

number of possibilities for imaging in biological, pathological, clinical and pharmaceutical 

studies. In this thesis, using CE-MS and MSI, I first quantify the in vivo concentration of 

methylphenidate and its metabolite at the site of action, Drosophila brain. Moreover, I provide 

evidence for the significant neurological effects of stimulant drug methylphenidate on the 

chemical structure and compositions of Drosophila brains. Drug dose dependent concentration 

of neurotransmitters is observed, and the sensitization reaches the saturation at the dose 20-

25 mM of methylphenidate. In addition, distribution and abundance of other biomolecules 

change substantially following methylphenidate administration, especially a significant decrease 

in intensity of PC whereas there is a dramatic increase in the abundance of DAG, PE and PI. 

Furthermore, I also developed an alternative imaging technique LDI MS for fly brain imaging 

with the purpose to obtain complementary lipid information with SIMS. The work provided 

comprehensive comparison of the pros and cons in lipid imaging of each sample preparation 

method, including automatic matrix spraying, matrix sublimation and nanoparticle surface 

modification. From that work, experimental conditions can be selected for fly brain imaging of 

the interested group of molecules. Finally, I introduce a map of chemical anatomy of C. elegans 

obtained by SIMS imaging with 40 keV C60 and Ar cluster ion beams. The information from 

this work will be very useful for further studies on the molecular basis of cellular processes and 

behaviors of the worm. The establishment of the developed methods and the data obtained open 

up several possibilities for future studies.  

From the observation that methylphenidate strongly alters the neurotransmitter system of the fly 

brain, further work can be carried out to fully characterize the effect of the drug. Examination of 

the neurotransmitter levels after removing the administration of methylphenidate would be 

interesting. It would show whether the drug effect is reversible and can be altered as they return 

to the original concentration or if it is a permanent effect. Absolute quantification of saturated 

concentrations of neurotransmitters could also be carried out. In addition, experiments with 

cocaine administration should be useful to compare with methylphenidate in terms of the 

dependence tendency of neurotransmitter levels on cocaine, and the saturated sensitization dose.   

By exploring the neurological effect of methylphenidate on other biomolecules, especially 

lipids, several potential studies can be proposed. First, it would be very useful to be able to map 

the localization of co-neurotransmitters as well as methylphenidate in the fly brain with the 

lipids. From this, the sites of action of the drug inside the brain would be mapped out and the 

mechanism of its involvement on other cellular processes might be worked out. On the other 

hand, the distribution of methylphenidate in the brain as well as in different parts of the fly body 

could provide a more thorough understanding of drug distribution, drug targets, and its 

metabolic pathways in the entire fly body. The method is a powerful chemical imaging tool for 

visualizing and tracking distribution of different targets such as drugs in pharmaceutical and 
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clinical research. The study of recovery of brain lipids after drug removal should also be helpful 

to evaluate the reversibility of neurodegenerative impacts of the drug. Another interesting 

feature is that under the effects of methylphenidate, it is likely the concentrations of lamellar 

shaped lipids PC decrease, whereas the intensities of the conical shaped lipids PE, and PI 

increase. This might implicate the morphological shape of lipids as relating to their particular 

molecular mechanism in the neurological disorder that is treated with methylphenidate. One of 

the possibilities is that their regulating mechanism in synaptic exocytosis and endocytosis is 

altering the synaptic activities. Methylphenidate could change the lipid structure of the neural 

membrane and thus change the characteristics of synaptic behavior. Alternatively, 

methylphenidate could change the synaptic activity leading to alteration in lipid compositions of 

neural membrane that subsequently affects lipid synthetic and metabolic pathways and thus 

blocking or remediating the neurological disorder. Further work to confirm the role of lipids in 

the neurological effects induced by methylphenidate might involve supplementation of PC 

during or after methylphenidate administration in order to compensate for the change of lipid 

ratios caused by the drug. Neurotransmitter levels as well as the abundance and distribution of 

lipids PC, PE, PI, should be compared with the data obtained with only drug administration. If 

lipid supplementation causes recovery of the balance of neurotransmitters and lipids in the brain, 

this might be the basis for understanding the mechanism of the ADHD neurological disorder. 

Finally, further studies could be carried out on other psychostimulants such as cocaine and 

methamphetamine to observe the similarities and differences in neurological chemical effects of 

stimulant drugs. 

The LDI MS imaging protocols developed could be potentially used on fly brain following 

methylphenidate administration in order to obtain complementary molecular information to 

SIMS. The next objective with MALDI imaging would be to study the effects of 

methylphenidate on larger molecules, particularly neuropeptides and proteins. With this, a 

complete profile of the neurological effects of methylphenidate on Drosophila brain would be 

obtained for clinical and pharmaceutical research on this drug in particular, and 

psychostimulants in general.                           

In conclusion, the mass spectrometric methods developed and the results obtained in this thesis 

offer multiple potential future studies and further insights into the neurological disorders treated 

by methylphenidate and the mechanism of action of this stimulant and other psychostimulants.   
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SUMMARY OF PAPERS 

 

 

The general aim of this thesis has been to develop mass spectrometry methods including CE-MS 

and imaging MS to apply on small systems used extensively in biology and biochemistry. The 

focus here has been on Drosophila melanogaster (fruit fly) and C. elegans (small worm). The 

overreaching goal has been to further our knowledge of the effects of the neuro-stimulant 

methylphenidate on the brain, and another main focus has been to examine lipid composition 

across the brain and its change with the drug. The thesis has two main parts using two methods, 

CE-MS and imaging MS. In papers I, II and IV, the focus is on measuring methylphenidate and 

its effect on lipid composition in the brain as well as a little bit on the amine neurotransmitters. 

In papers III-VI, the focus is on the biomolecular composition of the brains of both organisms 

with imaging MS. In particular, two different kinds of imaging MS that are SIMS imaging in 

papers III, IV, and VI, and laser desorption in paper V. In addition to these papers, I list four 

papers not included in the body of the thesis. Two of these are reviews, papers VIII and IX. 

Paper VII followed some earlier work with SIMS analysis on the single cell organism, 

Tetrahymena pyriformis. However, instead of mating Tetrahymena used in earlier work, in 

paper VII, dividing Tetrahymena was imaged and the freeze dried approach was found to lead to 

masking of the desired lipid signal by the cell cilia. In paper X, I worked with others to use a 

multi-modal approach to imaging the mouse brain with MS. The following is a short summary 

of each of the six papers included in the body of the thesis. 

In paper I, Drosophila melanogaster was used as a model system with in vivo electrochemistry 

to quantify the effects of oral methylphenidate on dopamine uptake during direct cocaine 

exposure to the fly CNS.  The effect of methylphenidate on the dopamine transporter was 

explored by measuring the uptake of exogenously applied dopamine solution. First it was found 

that oral consumption of methylphenidate inhibits the Drosophila dopamine transporter and the 

inhibition is concentration dependent. Then, following cocaine administration to untreated flies, 

the electrochemical peak height from dopamine exposure increased to 150 % of the control as 

cocaine blocked the dopamine transporter. This similar experiment resulted in only a 110 % 

increase for methylphenidate-treated flies.  Thus, the dopamine transporter is mostly inhibited 

for the methylphenidate-treated flies and blocks most of the action of cocaine. In addition to 

peak height, the rate of the clearance of dopamine was measured by amperometry.  For 

untreated flies the rate of clearance changes 40 % when the dopamine transporter is inhibited 

with cocaine, and for treated flies the rate changes only 10 %.  This is very consistent with the 

peak height measurements. The main part of this work that I carried out was to use CE-MS to 

determine the in vivo concentration of methylphenidate and this was explored in more detail in 

paper II. In paper I found that when flies were fed for three days with methylphenidate in doses 

of 5, 10, and 15 mM, the methylphenidate concentration in vivo was 80, 206, and 242 μM in the 

brain, respectively. Therapeutic doses of oral methylphenidate that induce significant blockade 

of the dopamine transporter (50 to 75 %) in the human brain are in the range of 0.25 to 1 mg/kg. 

The in vivo doses to the methylphenidate-fed flies correspond to administered doses of 1.9, 4.8, 

and 5.6 mg/kg which is within the range of the doses (0.75 to 10 mg/kg) used for 

pharmacokinetics and bioavailability of oral methylphenidate examined in rats. 
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In paper II, capillary electrophoresis coupled to mass spectrometry was explored in more detail 

to determine the in vivo concentrations of methylphenidate over a wider range, and to determine 

a major metabolite of this drug in the heads of Drosophila melanogaster. These concentrations, 

evaluated at the site of action, the brain, have been correlated with orally administrated 

methylphenidate. This is a significant advance as most work in the area of in vivo measurements 

compares the administered dose and it is difficult to obtain in vivo concentrations at the site of 

action. As discussed above for Paper I, methylphenidate might be used to mediate cocaine 

addiction due to its lower pharmacokinetics, which results in fewer addictive and reinforcing 

effects than cocaine. The effects of the drug on the nervous system, however, have not been 

fully understood. In addition to measurements of drug concentration, in paper II the method was 

used to examine drug dose dependence on the levels of several primary biogenic amines. I found 

that the in vivo concentration of methylphenidate increased with increasing feeding doses up to 

25 mM methylphenidate. Furthermore, administrated methylphenidate increased drug 

metabolism activity and some neurotransmitter levels; however, this increase appeared to 

saturate at a feeding dose of about 20 mM. This method, developed for the fruit fly, provides a 

new tool to evaluate the concentration of administered drug at the site of action and provides 

information concerning the effects of methylphenidate on the nervous system. 

In paper III, I developed an imaging protocol using ToF-SIMS to study the spatial distribution 

of biomolecules in Drosophila brain. Fly brains were analyzed frozen to prevent molecular 

redistribution prior to analysis. Different molecules were found to distribute differently in the 

tissue, particularly the eye pigments, diacylglycerides, and phospholipids were noticeably 

different, and this is thought to reflect their biological functions in the brain. In addition, a new 

variation of principal components analysis for comparison of images was introduced. Principal 

components analysis is applied to ToF-SIMS images which contain a huge number of spectra, 

and each spectrum corresponds to a pixel. By mapping the score values onto a suitable color 

scale, score images are generated. This was shown to provide a useful method for visualizing 

differences and similarities between pixels of the ion images. From these pixels, spectra that 

reflect chemical composition can be found in the image and correlations in the localization of 

the lipid molecules of interest can be observed. This is then used to identify peaks for further 

analysis. In this paper it was also shown that, for consecutive analyses following 10 keV Ar2500
+
 

sputtering, different biomolecules are affected differentially by Ar2500
+
 sputtering. Significant 

changes in signal intensities between consecutive analyses were observed for high mass 

molecules including intact lipids. 

In paper IV, ToF-SIMS imaging was used to investigate the effects of orally administrated 

methylphenidate on the lipid structure of Drosophila brain. ToF-SIMS imaging was carried out 

using a recently designed high energy 40 keV Ar4000
+
 gas cluster ion gun which demonstrated 

improved sensitivity for intact lipids in the fly brain compared to the 40 keV C60
+
 primary ion 

gun. In addition, correlation of ToF-SIMS and SEM imaging on the same fly brain showed that 

there is specific localization that is related to biological functions of various biomolecules. 

Different lipids distribute in different parts of the brain - central brain, optical lobes, and 

proboscis - depending on the length of carbon chain and saturation level of fatty acid branches. 

Interestingly, data analysis using image PCA, peak intensity comparison, and SIMS ion images 

shows that methylphenidate has significant actions on a variety of biomolecules, especially the 

elevated amount of diacylglycerides, phosphatidylethanolamine, and phosphatidylinositol in the 

fly brains. A significant decrease of phosphatidylcholine levels was observed. Not only were 
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their abundances changed but also their localizations in the brain varied. This lays the 

groundwork for an understanding of lipid effects on exocytosis where these lipids have been 

shown to increase or decrease the rate of exocytosis events depending on the shapes of the 

lipids. The ToF-SIMS imaging approach clearly visualizes the effects of methylphenidate on the 

chemical structure of the fly brain and might be much more significant.               

In paper V, laser desorption ionization mass spectrometry was used to image brain lipids in 

Drosophila. Different sample preparation methods, including sublimation with organic matrices 

and surface modification with gold nanoparticles, were examined in the aspects of sample 

profiling and imaging. Recrystalization with trifluoroacetic acid following matrix deposition 

was also applied to increase the incorporation of biomolecules with matrix resulting in efficient 

ionization. The fly brain profiles obtained from different sample preparations were significantly 

different demonstrating that they can be used to provide complementary chemical compositional 

information, particularly the small metabolites, diacylglycerides, phosphatidylcholines, and 

triacylglycerides, of the fly brain. Furthermore, MS imaging appears to enhanced with gold 

nanoparticle modification showing its potential for cellular and subcellular imaging. The 

imaging protocol developed here with both MALDI and SALDI provides the best and most 

diverse lipid chemical images of the fly brain to date with LDI. 

In paper VI, I used ToF-SIMS to study the chemical anatomy of C. elegans using three-

dimensional (3D) and 2-dimensional (2D) approaches on the entire worm and worm sections, 

respectively. Sample preparation was developed including embedding, frozen sectioning, and 

freeze-drying. I carried out 3D imaging using the high energy 40 keV Ar4000
+
 gas cluster ion 

gun, which greatly benefited entire animal analysis in terms of cleaning the sample surface, 

preserving the nature of subsurface, and maintaining molecular signals. For the 2D imaging the 

40 keV C60
+
 gun was used, offering detailed structural information of the worm section at 

approximately 1 μm spatial resolution. Significant changes in the chemical distribution were 

observed along the depth of the worm. In addition, correlation between 2D and 3D ion images 

showed different molecular structures across the worm, possible localization of the nerve ring 

and the cuticle, and the fluid containing space inside the worm. I concluded that ToF-SIMS 

imaging with 2D and 3D approaches, and correlation between the two, will provide very useful 

anatomical information on the chemical level to worm research in the future.  
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