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Abstract	
The	 abundances	 of	 atmospheric	 carbon	 dioxide,	 COଶ,	 and	methane,	 CHସ,	 are	 increasing.	 These	
increases	affect	e.g.,	the	global	carbon	cycle	and	the	climate	both	regionally	and	globally.	To	better	
understand	 the	 present	 and	 future	 atmospheric	 COଶ	 and	 CHସ	 concentrations	 and	 their	 climate	
impact,	 the	 gas	 exchange	 between	water	 and	 the	 atmosphere	 is	 important.	 This	 exchange	 can	
occur	in	two	directions.	Oceans	take	up	approximately	one	third	of	the	anthropogenic	COଶ	release	
(the	ocean	carbon	sink).	At	the	same	time	coastal	waters	and	inland	waters	emit	large	amounts	of	
COଶ	and	CHସ,	altogether	corresponding	to	a	similar	amount	as	the	ocean	sink.	

The	interfacial	gas‐flux	for	COଶ	and	CHସ	is	controlled	by	the	water‐side.	The	gas‐flux,	ܨ௚,	is	for	
such	gases	typically	estimated	as	ܨ௚ ൌ ݇௚ሺܥ௪௕ െ 	݇௚	where	ୟୱሻܥߴ is	the	gas	transfer	velocity,	ܥ௪௕	
and	ܥୟୱ	 are	 the	 gas	 concentrations	 in	 the	water	bulk	 and	 in	 the	 air	 at	 the	 surface,	 and	ߴ	 is	 the	
dimensionless	Ostwald	solubility	coefficient.	The	subject	of	this	thesis	is	to	describe	and	estimate	
݇௚	 for	 gases	 that	 have	 a	 water‐side	 controlled	 gas‐flux	 (e.g.,	 COଶ,	 and	 CHସ).	 Besides	 being	
important	for	the	geophysical	sciences,	݇௚	is	also	used	to	design	and	optimize	many	applications	
in	e.g.,	chemical	and	environmental	engineering.	

The	 transfer	velocity	 is	 influenced	by	 interfacial	 shear	 stress	 from	wind,	natural	 convection	
due	to	surface	heat	flux,	microscale	breaking	waves	at	moderate	wind	speeds,	breaking	waves	at	
high	wind	speeds,	bubbles,	 surfactants,	and	rain.	This	 thesis	 focuses	on	 the	 low	wind	condition	
where	 the	 forcings	 due	 to	 shear	 stress,	 natural	 convection,	 and	 surfactants	 are	 important.	 The	
relative	 importance	 of	 buoyancy	 and	 shear	 forcing	 is	 characterized	 via	 a	 Richardson	 number	
ܴ݅ ൌ ߥܤ ⁄ସ∗ݑ .	 Here	ܤ,	 	,ߥ and	ݑ∗	 are	 the	 buoyancy	 flux,	 kinematic	 viscosity,	 and	 friction	 velocity,	
respectively.	 The	 thesis	 summarizes	 three	 papers	where	 ݇௚	 has	 been	 studied	 numerically	with	
direct	numerical	simulations	(DNS)	and	one	paper	where	field	observations	have	been	used.		

The	results	from	the	field	measurements	show	close	relationships	for	the	method	using	
flux‐chambers	 and	 the	 parameterization	 using	 the	 rate	 of	 turbulent	 kinetic	 energy	 dissi‐
pation,	 and	 the	 quantities	 surface	 rms	 velocity	 and	 the	 significant	 wave	 height.	 A	 para‐
meterization	of	area‐integrated	values	of	݇௚	from	wave	measurements	was	proposed.		

The	DNS	 comprise	 flow	 conditions	 ranging	 from	 convection‐dominated	 to	 shear‐dominated	
cases.	 The	 results	 are	 used	 to:	 (i)	 evaluate	 different	 parameterizations	 of	 the	 air‐water	 gas‐
exchange,	(ii)	determine,	for	a	given	buoyancy	flux,	the	wind	speed	at	which	gas	transfer	becomes	
primarily	 shear	driven,	 (iii)	 find	 an	 expression	 for	 the	 gas‐transfer	 velocity	 for	 flows	driven	by	
both	 convection	 and	 shear,	 and	 (iv)	 investigate	 the	 influence	 of	 surfactants	 on	 gas	 transfer	
velocity.	

Parameterizations	 using	 either	 the	 rate	 of	 turbulent	 kinetic	 energy	 dissipation	 or	 the	
horizontal	 surface	 flow‐divergence	 show	 a	 larger	 disadvantageous	 dependence	 on	 the	 type	 of	
forcing	than	the	parameterization	using	the	surface‐normal	heat‐flux.	Two	parametrizations	using	
the	wind‐speed	above	the	surface	give	reasonable	estimates	for	the	transfer‐velocity,	depending	
however	 on	 the	 surface	 heat‐flux.	 The	 transition	 from	 convection‐	 to	 shear‐dominated	 gas‐
transfer‐velocity	 is	 shown	 to	 be	 at	 ܴ݅ ൎ 0.004.	 This	 means	 that	 buoyancy	 fluxes	 in	 natural	
conditions	are	not	 important	 for	gas	exchange	at	wind	velocities	 ଵܷ଴	 above	approximately	
	.account	into	taken	be	should	fluxes	buoyancy	the	speed	wind	this	Below	ଵ.ିݏ݉	3

The	 transfer	 velocity	 is	 shown	 to	 be	 well	 represented	 by	 two	 different	 approaches:	

(i)	Additive	 forcing	as	݇௚,௦௨௠ ൌ ሺܴ݅∗ݑௌ௛௘௔௥ܣ ܴ݅௖⁄ ൅ 1ሻଵ ସ⁄ ܵܿି௡,	where	ܴ݅௖ ൌ ൫ܣௌ௛௘௔௥ ⁄஻௨௢௬ܣ ൯
ସ
	 is	 a	

critical	 Richardson	 number,	 and	 (ii)	 either	 buoyancy	 or	 shear‐stress	 forcing	 that	 gives	
݇௚ ൌ ሻଵߥܤ஻௨௢௬ሺܣ ସ⁄ ܵܿି௡	 for	ܴ݅ ൐ ܴ݅௖	and	݇௚ ൌ 	௡ିܿܵ∗ݑ௦௛௘௔௥ܣ for	ܴ݅ ൏ ܴ݅௖.	Here	ܣ஻௨௢௬ ൌ 0.4	and	
ௌ௛௘௔௥ܣ ൌ 0.1	are	constants,	ܵܿ ൌ ݒ ⁄ܦ 	is	the	Schmidt	number,	ܦ	is	the	gas	diffusivity	in	water,	and	
݊	is	an	exponent	that	depends	on	the	water‐surface	characteristics.	

	
Keywords:	 	 	 	 air‐sea	 gas	 exchange,	 turbulence,	 heat	 flux,	 natural	 convection,	 shear,	 direct	 numerical	
simulations,	gas	transfer	velocity,	IR,	flux‐chambers		 	
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Populärvetenskaplig	sammanfattning	
Mängden	växthusgaser	såsom	koldioxid	och	metan	ökar	 i	atmosfären.	Ökningen	påverkar	bland	
annat	vårt	klimat	såväl	globalt	som	regionalt	och	även	jordens	kretslopp	av	kol.	

Eftersom	naturen	strävar	efter	jämvikt	leder	skillnaden	i	koncentration	mellan	hav	och	luft	till	
en	 transport	 i	 riktning	 mot	 koncentrationsunderskottet.	 En	 ökning	 av	 koldioxidhalten	 i	
atmosfären	leder	alltså	till	en	ökning	av	mängden	kol	i	jordens	vattendrag	och	vice	versa.	

Mängden	kol	påverkar	i	sin	tur	exempelvis	vattnets	surhet	vilket	gör	att	livet	i	havet	förändras	
och	påverkar	de	organismer	som	finns	i	havet	och	dess	närhet.	

Förändringar	 i	 klimatet	 leder	 till	 förändrade	 temperaturer	 i	 hav	 och	 sjöar	 vilket	 i	 sin	 tur	
växelverkar	med	både	klimatet	och	med	hur	snabbt	koncentrationsutjämningen	mellan	atmosfär	
och	hav	sker.	Denna	växelverkan	är	komplex	och	för	att	öka	förståelsen	för	hur	ökade	halter	av	
växthusgaser	påverkar	jorden	är	modeller	i	stor	och	liten	skala	bra	hjälpmedel.	

För	att	ge	 trovärdiga	och	användbara	resultat	krävs	att	viktiga	processer	är	modellerade	så	
korrekt	 som	 möjligt.	 En	 sådan	 viktig	 process	 är	 med	 vilken	 hastighet	 en	 ojämvikt	 i	
koncentrationen	 mellan	 luft	 och	 vatten	 utjämnas.	 Denna	 hastighet	 beskrivs	 ofta	 som	 en	
övergångshastighet	 för	 olika	 gaser.	 Denna	 avhandling	 handlar	 om	 att	 kunna	 beskriva	 och	
modellera	denna	övergångshastighet	 (för	 vattenlösliga	 gaser	 för	 vilka	 gasflödet	 kontrolleras	 av	
vattensidan,	såsom	koldioxid	och	metan)	så	korrekt	som	möjligt.		

Övergången	mellan	vattenlöst	koldioxid	och	koldioxid	i	luften	sker	genom	molekylär	diffusion	
och	 kan	 beskrivas	 med	 hjälp	 av	 Ficks	 lag	 där	 flödet	 bestäms	 av	 gasens	 diffusionskoefficient	
multiplicerad	med	gasens	koncentrationsgradient	precis	under	vattenytan.	

Då	det	gäller	koldioxidtransport	genom	en	vattenyta	beror	koncentrationsgradienten	till	stor	
del	på	hur	effektiv	transporten	av	koldioxiden	är	i	vattnet,	vilket	beror	på	att	koldioxid	blandar	sig	
mycket	långsammare	i	vatten	än	i	luft.	Gasflödets	flaskhals	blir	alltså	vattnet.	

Gasens	 koncentrationsutjämning	 med	 hjälp	 av	 enbart	 diffusion,	 som	 kan	 ses	 som	
koncentrationsutjämning	 i	 en	 helt	 stillastående	 vätska,	 är	 en	 mycket	 långsam	 process	 medan	
koncentrationsutjämning	 med	 hjälp	 av	 rörelser	 (turbulens)	 i	 vattnet	 är	 betydligt	 snabbare.	
Turbulensens	 intensitet	 påverkas	 av	 konvektion	 på	 grund	 av	 temperaturskillnader	 i	 vattnet,	
vågor,	 hastighetsvariationer	 i	 vattnet	 på	 grund	 av	 vind,	 strömmar	 i	 vattnet,	 regn,	 bubblor,	
bottenegenskaper	och	eventuell	ytfilm	vilken	framförallt	påverkar	vattnets	ytspänning.	

I	 detta	 arbete	 studerar	 vi	 övergångshastigheten	 som	 funktion	 av	 naturlig	 konvektion,	 vind	
(vid	 relativt	 låga	 vindhastigheter),	 djup,	 ytfilm	 och	 vågor.	 Studien	 har	 utförts	 med	 hjälp	 av	
fältmätningar	 vid	 Bornö	 forskningsstation	 i	 Gullmarsfjorden,	men	 framförallt	 genom	 numerisk	
modellering.	

Resultaten	 kan	 sammanfattas	 i	 att	 övergångshastigheten	 vid	 låga	 vindhastigheter	 kan	
beskrivas	 med	 hjälp	 av	 naturlig	 konvektion	 i	 vattnet	 och	 den	 skjuvkraft	 med	 vilken	 vinden	
påverkar	vattenytan.	Resultaten	visar	vidare	att	ett	Richardson‐tal	kan	används	för	att	bestämma	
om	 det	 är	 drivningen	 från	 konvektion	 eller	 skjuvning	 som	 är	 dominerande	 för	 drivningen	 av	
gasflödet.	Konvektionen	påverkar	övergångshastigheten	upp	till	cirka	3	m/s.	Resultaten	bekräftar	
också	ett	tydligt	samband	mellan	övergångshastigheten,	gasens	diffusionshastighet	i	vattnet	och	
ytfilmens	egenskaper.	
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The	publications	are	referred	to	in	the	text	by	their	Roman	numbers.	The	published	or	
accepted	publications	are	reprinted	with	permission	from	respective	journal.	
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1 INTRODUCTION	
The	 concentrations	 of	 atmospheric	 carbon	 dioxide	 (COଶ)	 and	 methane	 (CHସ)	 are	
increasing.	This	affects	e.g.,	the	climate	of	the	earth	and	results,	through	air‐water	gas	
exchange,	 also	 in	 an	 acidification	 of	 aquatic	 systems	 such	 as	 oceans,	 lakes,	 and	
watercourses.	The	gas	concentration	and	the	gas	exchange	vary,	however,	largely	both	
temporally	and	spatially	(Figure	1)	and	an	increased	knowledge	of	the	transport	and	
accumulation	processes	of	COଶ	and	CHସ	is	increasingly	important	in	order	to	be	able	to	
make	 more	 precise	 predictions	 of	 the	 future	 climate	 and	 the	 aquatic	 environment.	
Recent	 research	 has	 e.g.,	 updated	 the	 global	 carbon	 cycle	 estimates	 (Figure	 2),	
resulting	in	the	insight	that	the	gas‐exchange	from	inland	waters	plays	a	much	larger	
role	 than	previously	believed	 [Bastviken	et	al.,	 2011;	Ciais	et	al.,	2013;	Tranvik	et	al.,	
2009].	 These	 predictions	 are	 often	 based	 on	 numerical	 global	 and	 regional	 models	
where	the	gas	flux	ܨ௚	usually	are	estimated	as	a	product	of	a	gas	transfer	velocity,	݇௚,	
and	the	gas	concentration	difference	between	the	water	and	air.	The	uncertainty	in	the	
estimations	of	݇௚	is	though	still	large	for	low	wind	conditions,	typically	found	in	inland	
waters	and	occasionally	in	the	oceans.	Typical	areas	with	low	average	wind	speeds	in	
the	oceans	are	 found	e.g.,	 along	 the	equator	 [Monahan,	 2006]).	This	 thesis	discusses	
what	 affects	 ݇௚	 during	 low	 wind	 conditions	 and	 presents	 new	 parameterizations	
which	can	be	used	to	estimate	it.		
	

	
Figure	1. Estimated	carbon	dioxide	flux	averaged over	year	2000. (Figure	13	in	[Takahashi	et	
al.,	2009])		
	
The	 introduction	will	 continue	with	a	more	 thorough	background	description,	 and	a	
motivation	 for	 the	 need	 of	 further	 understanding	 of	 the	 gas‐exchange.	 Then	 the	 gas	
transfer	velocity	will	be	defined	and	the	processes	that	affect	it	will	be	discussed.	The	
introduction	 is	 closed	 by	 presenting	 some	 of	 the	 parametrizations	 presently	 being	
used.	Section	2	describes	 the	numerical	and	 field‐measurement	methods	used	 in	 the	
papers	that	constitute	this	thesis.	The	main	contributions	of	the	work	are	presented	in	
section	3.	Finally,	the	conclusions	and	future	perspectives	are	given	in	section	4.		
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1.1 Background	and	thesis	motivation	
Figure	3	shows	a	classic	diagram	in	the	context	of	climate	change	and	the	abundance	
of	 greenhouse	gases.	The	measurements	are	 carried	out	 at	Mauna	Loa	 at	Big	 Island,	
Hawaii.	 It	 represents	 the	 longest	continuous	measurement	series	of	 the	atmospheric	
concentration	of	COଶ	and	it	shows	a	continuous	increase	of	the	annual	averages	all	the	
way	 from	 the	 beginning	 of	 the	 measurements.	 The	 black	 curve	 is	 the	 yearly	 mean	
while	 the	 blue	 curve	 shows	 the	 yearly	 variation.	 Similarly,	 recordings	 of	 the	
concentration	of	atmospheric	CHସ	show	a	steady	 increase	(approximately	10%	since	
1988).	 An	 increase	 of	 atmospheric	 COଶ	 affects	 the	 aquatic	 systems	 by	 changing	 the	
balance	of	dissolved	COଶ	 in	the	water.	Although	the	 increase	naturally	 is	affects	 land	
based	processes	as	well,	these	are	not	further	treated	in	this	thesis.	Furthermore,	it	is	
affecting	the	global	climate.	Different	regional	and	global	models	are	used	to	enhance	
the	knowledge	of	how	this	increase	affects	the	world	now	and	in	the	future.	Figures	1	
and	 2	 show	 two	 examples	 of	 results	 from	 global	models	where	 Figure	 1	 shows	 the	
spatial	distribution	of	the	mean	carbon	dioxide	flux	for	the	year	2000	[Takahashi	et	al.,	
2009]	and	Figure	2	shows	an	estimate	of	the	global	carbon	cycle	where	the	red	arrows	
manifest	 the	anthropogenically	changed	carbon	 fluxes	and	reservoir	masses	[Ciais	et	
al.,	2013].	

	
Figure	2.	“Simplified	schematic	of	the	global	carbon	cycle.	Numbers	represent	reservoir	mass,	
also	called	 ’carbon	stocks’	 in	PgC	(1	ܲ݃ܥ ൌ 10ଵହ݃ܥ)	and	annual	carbon	exchange	fluxes	(in	
	estimated	fluxes	exchange	and	mass	reservoir	indicate	arrows	and	numbers	Black	ଵ).ିݕ	ܥ݃ܲ
for	the	time	prior	to	the	industrial	Era,	about	1750...	Red	arrows	and	numbers	indicate	annual	
’anthropogenic’	fluxes	averaged	over	the	2000‐2009	time	period…”	(Figure	6.1	in	IPCC	2013	
[Ciais	et	al.,	2013]).	
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The	 work	 summarized	 in	 this	 thesis	 aims	 at	 improving:	 (i)	 numerical	 model	
performance,	 (ii)	 monitoring	 of	 gas	 exchange	 in	 water	 bodies,	 and	 (iii)	 the	
understanding	 of	 the	 processes	 involved	 in	 interfacial	 gas	 exchange.	 The	 common	
method	to	estimate	the	air‐water	gas‐exchange	in	both	regional	and	global	models	 is	
to	multiply	a	gas	transfer	velocity	with	 the	gas	concentration	difference	 in	the	water	
and	 in	 the	 atmosphere.	 In	 turn,	 the	 gas	 transfer	 velocity	 is	 often	 estimated	 as	 a	
function	 of	 the	 wind	 speed.	 Although	 the	 wind	 speed	 is	 important	 for	 the	 gas‐
exchange,	it	cannot,	especially	during	low	wind	conditions,	be	used	alone	to	estimate	
the	 transfer	velocity	without	missing	out	other	 important	 factors,	such	as	water‐side	
natural	convection	and	surfactants.	This	 is	also	manifested	through	a	widely	varying	
magnitude	 of	 ݇௚	 between	 different	 parameterizations	 [Bade,	 2009;	Takahashi	 et	 al.,	
2009;	Wanninkhof	et	al.,	2009].	The	first	goal	of	the	work	summarized	in	this	thesis	is	
therefore	to	provide	a	better	parameterization	of	the	gas	transfer	velocity	to	regional	
and	global	models.	
	
On	 a	 smaller	 scale,	 it	 is	 also	 important	 to	 be	 able	 to	 understand	 the	 processes	 in	
smaller	water	bodies	e.g.,	lakes,	streams,	and	coastal	waters.	The	gas	flux	is	difficult	to	
measure	 directly,	 whereas	 measuring	 secondary	 quantities	 (to	 be	 used	 for	 the	 flux	
estimation)	 such	 as	 the	 gas	 concentration	 in	 the	water,	 surface	 heat	 flux,	 and	wind	
speed	are	easier.	The	second	goal	is	therefore	to	improve	methods	for	monitoring	and	
estimating	 fluxes	 based	 on	 secondary	 quantities.	 These	 estimates	 can	 then	 beside	
improving	the	understanding	of	the	actual	water	body	also	be	used	to	aggregate	better	
estimates	 of	 the	 global	 gas‐exchange.	 It	 can	 e.g.,	 be	 noted	 that	 the	 freshwater	
outgassing	 that	was	not	 included	 in	 the	previous	assessment	by	 IPCC	 is	of	 the	 same	
order	of	magnitude	as	the	net	ocean	gas	flux	(Figure	2).	
	
The	 third	 goal	 with	 this	 thesis	 is	 to	 enhance	 the	 understanding	 of	 the	 small‐scale	
processes	present	in	the	vicinity	of	the	air‐water	interface.	This	understanding	of	air‐
water	gas	transfer	can	also	be	used	outside	the	geophysical	sciences,	e.g.,	 in	chemical	
and	environmental	engineering	[Jahne	and	Haussecker,	1998].	
	

Figure	3.	Recorded	concentrations	of	atmospheric	carbon dioxide	 from	1958	up	 to	now	at	
Mauna	 Loa,	 Hawaii,	 USA.	 [Dr.	 Pieter	 Tans,	 NOAA/ESRL	 (www.esrl.noaa.gov	
/gmd/ccgg/trends/)	 and	 Dr.	 Ralph	 Keeling,	 Scripps	 Institution	 of	 Oceanography	
(scrippsco2.ucsd.edu/)	]	
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1.2 Gas	exchange	principles	
The	 factors	 that	 influence	 the	 gas	 exchange	 across	 an	 air‐water	 interface	 can	 be	
divided	 into	 (i)	 physical	 factors,	 i.e.,	 advective/turbulent	 and	 molecular	 transport	
processes	and	(ii)	biochemical	factors	(however,	not	considered	in	this	thesis)	which	
typically	are	biochemical	or	biological	processes	that	either	produce	or	consume	gas.	
The	transfer	velocity	for	the	two	greenhouse	gases	COଶ	and	CHସ	is	controlled	(limited)	
by	 the	 water	 side	 meaning	 that	 the	 flux	 is	 mainly	 limited	 by	 physical	 transport	
processes	 in	 the	water	 [Jahne	and	Haussecker,	 1998].	 As	 a	note	 it	 can	be	mentioned	
that	 the	 transfer	 of	 many	 other	 common	 properties	 such	 as	 heat,	 momentum	 and	
water	vapor	are	controlled	by	the	air	side.	The	present	work	does	only	consider	water‐
side‐controlled	 gases	 and	hence	only	 the	 transport	 processes	 at	 the	water	 side.	 The	
physical	 factors	 that	 influence	 the	exchange	of	 these	gases	 (controlled	by	 the	water‐
side)	comprise	e.g.,	interfacial	shear	due	to	wind	forcing,	microscale	breaking	waves	at	
moderate	 wind	 speeds,	 breaking	 waves	 at	 high	 wind	 speeds,	 bubbles,	 raindrops,	
surfactants,	and	convection	due	to	surface	heat	loss	[Macintyre	et	al.,	2002].		
	
The	actual	 interfacial	gas‐exchange	 is,	neglecting	 the	effects	of	bubbles	or	raindrops,	
maintained	by	pure	molecular	diffusion	driven	by	the	gas	concentration	gradient	just	
below	the	air‐water	interface.	A	diffusive	boundary	layer	(Figure	4)	is	formed	above	a	
turbulent	 layer	where	 the	 turbulent	motions	are	attenuated	due	 to	viscous	damping	
and	 the	 presence	 of	 the	 surface.	 This	 diffusive	 gas	 exchange	 in	 this	 layer	 can	 be	
estimated	by	Fick’s	law	
	

௚ܨ ൌ െܦ
డ஼

డ௭
	,		 	 (1)	

where	ܦ	is	the	molecular	diffusivity	and	߲ܥ ⁄ݖ߲ 	is	the	vertical	concentration	gradient	
(Figure	 4).	 Even	 though	 the	 gas	 exchange	 is	 a	 molecular	 diffusive	 process	 in	 the	
diffusive	boundary	layer,	the	magnitude	of	the	diffusive	exchange	is	highly	dependent	
on	the	 turbulence	below.	This	 is	since	besides	being	 the	main	transport	agent	 in	 the	
turbulent	 layer,	 the	 turbulence	 is	 also	 to	 a	 large	 degree	 influencing	 the	 molecular	
diffusive	 transport	 by	 affecting	 the	 diffusive	 boundary	 layer	 thickness,	 	.ߜ Intense	
turbulence	and	advective	motions	result	in	a	thinner	ߜ,	a	larger	concentration	gradient	
ܥ߲ ⁄ݖ߲ 	and	hence	a	higher	gas	exchange.		

1.3 Forcing	by	wind	and	natural	convection	
In	 this	 thesis	we	 focus	 on	 the	 forcing	 from	 interfacial	 shear	 due	 to	wind	 shear	 and	
natural	convection	due	to	surface	heat	loss	since	they	are	important	during	low	wind	
conditions.	A	schematic	of	these	forcings	is	shown	in	Figure	4.	
	
The	air‐water	velocity	difference	causes	a	 shear	stress,	 ߬଴,	 at	 the	air‐water	 interface.	
This	shear	stress	results	in	a	momentum	exchange	between	the	air	and	water,	thereby	
affecting	 the	 velocity	 and	 turbulence	 intensity	 in	 both.	 This	 exchange	 is	 in	 the	
numerical	simulations	modeled	with	a	constant	shear	stress	at	 the	surface	boundary	
assuming	steady	wind	conditions	and	no	waves,	spray,	bubbles,	or	rain.	
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Figure	 4. Conceptual	 diagram	 of	 air and	 water	 velocity,	 heat	 fluxes,	 and	 mean	 gas	
concentration	 in	 the	 air	 and	 water.	 Sensible	 heat	 flux,	 ܳௌ ,	 latent	 heat	 flux,	 ܳ௅ ,	 and	 net	
longwave	 radiation,	ܳோ,௅ௐ ,	 originate	 from	 the	water	 surface	whereas	 the	 shortwave	 solar	
radiation,	ܳோ,ௌௐ ,	penetrates	the	surface.	 ଵܷ଴	is	the	wind	speed	10	݉	above	the	water	surface.	
,௪௕ܥ ,௪௦ܥ ௔௕ܥ ,	 and	 	௔௦ܥ are	 the	 bulk	 and	 surface	 gas‐concentrations	 in	 the	 water	 and	 air,	
respectively.	 	ߴ is	 the	 dimensionless	 Ostwald	 solubility	 coefficient.	 Advective	 transport	
dominates	 in	 the	 turbulent	 layers,	whereas	 diffusive	 transport	 dominates	 in	 the	 very	 thin	
diffusive	boundary	 layers	 (note	 the	different	vertical	 scale	 for	 the	velocity	gradient	and	 the	
gas	concentration	represented	with	a	broken	ݖ‐axis	in	the	vertical	direction,	e.g.,	the	diffusive	
boundary	layer	thickness	for	ܱܥଶ	and	ܪܥସ	in	water	is	typically	of	the	order	of	1	mm	or	less).		
	
The	wind	speed	is	often	referred	to	as	 ଵܷ଴	which	is	the	wind	speed	at	10	݉	above	the	
water	surface.	In	order	to	express	the	applied	߬଴	in	 ଵܷ଴,	the	equation		
	

୙ሺ୸ሻ

୳∗౗
ൌ κିଵln ቀ

௭∙୳∗౗
஝౗
ቁ ൅ 5.7		 	 (2)	

can	be	used	for	neutral	conditions	[Csanady,	2001].	Here	the	subscript	ܽ	denote	the	air	
side,	ݖ	is	the	height	above	the	air‐water	interface,	ߢ	is	the	von	Karman	constant,	and	ߥ௔	
is	 the	 air‐side	 kinematic	 viscosity.	 The	 water‐side	 and	 air‐side	 friction	 velocity	 is	
related	as	ݑ∗ ൌ	ݑ∗௔ሺߩ௔ ⁄ߩ ሻଵ ଶ⁄ 	where	ߩ௔	and	ߩ	are	 the	densities	of	air	and	water.	The	
applied	shear	stresses,	߬଴ ൌ 	,ଶ∗ݑߩ in	the	DNS	cases	in	the	present	work	correspond	to	
ଵܷ଴	 up	 to	 approximately	 	ଵିݏ݉	2 according	 to	 Equation	 (2).	 Without	 going	 into	 too	
much	detail	it	can	be	said	that	stable	air	conditions	(meaning	a	negative	buoyancy	flux	
in	the	air,	i.e.,	decreasing	density	with	height)	decrease	the	turbulence	intensity	in	the	
air,	while	an	unstable	increases	it.	This	results	in	that	a	higher	 ଵܷ଴	is	required	in	order	
to	maintain	 the	 same	ݑ∗௔	 for	 stable	 compared	 to	 neutral	 conditions	 [Csanady,	 2001;	
Garratt,	1992].	Similarly	a	lower	 ଵܷ଴	is	required	in	order	to	maintain	the	same	ݑ∗௔	for	
unstable	compared	to	neutral	conditions.	
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The	net	heat	flux	at	the	air‐water	interface	can	be	written	as		
	

ܳ଴ ൌ ܳௌ ൅ ܳ௅ ൅	ܳோ,௅ௐ,		 	 (3)	

where	 the	sensible	heat	 flux	QS	 is	driven	by	 the	 temperature	difference	between	 the	
water	and	air,	the	latent	heat	flux	QL	by	water	evaporation,	and	the	radiative	heat	flux	
QR,LW	by	longwave	radiative	transfer.	The	radiative	heat	flux	is	here	decomposed	into	
shortwave,	QR,SW,	originating	from	the	solar	 irradiance	and	longwave	radiative	fluxes,	
QR,LW.	QS,	QL,	 and	QR,LW	 originate	 from	 the	 uppermost	 molecular	 layers	 of	 the	 water	
whereas	QR,SW	penetrates	 the	surface.	The	penetration	depth	of	QR,SW	depends	on	 the	
radiative	power,	 the	wave	 length,	and	water	characteristics	OBS	 [Fairall	et	al.,	1996;	
Jerlov,	1976;	Ohlmann	et	al.,	2000;	Wick	et	al.,	2005].	
	
A	positive	net	heat	flux,	ܳ଴,	is	defined	in	the	positive	direction	of	the	ݖ–axis	(upwards	
from	 the	 interface).	QS	 can	 be	 either	 positive	 or	 negative	 whereas	QL	 and	QR,LW	 are	
typically	 positive	 (upwards).	 ܳ଴	 is	 usually	 positive	which	 results	 in	 a	 cooling	 of	 the	
surface,	 especially	 during	 nighttime	 resulting	 in	 a	 so‐called	 cool	 skin	 at	 the	 surface	
[Fairall	et	al.,	1996;	Soloviev	and	Schlussel,	1994].	The	annual	mean	is	in	the	range	of	
40 ൏ ܳ଴ ൏ 230	ܹ݉ିଶ	[Stewart,	2008].	The	shortwave	radiation	can	especially	on	days	
without	 clouds,	 depending	 on	 the	 vertical	 distribution	 of	 the	 radiative	 absorption,	
influence	 the	buoyancy	 flux	and	thereby	the	cool	skin.	The	heat	 flux	condition	 in	 the	
present	 work	 represents	 a	 situation	 with	 an	 even	 vertical	 distribution	 of	 the	
absorption	of	QR,SW.	This	condition	includes	the	case	with	limited	QR,SW	as	during	night	
time.	Note	also	that	 the	buoyancy	flux	 in	 the	atmospheric	boundary	 layer	consists	of	
the	sensible	and	latent	heat	fluxes	only,	which	implies	that	the	buoyancy	fluxes	above	
and	below	the	surface	are	different.	
	

1.4 Gas	transfer	velocity	
Equation	 (1)	 is	 difficult	 to	 use	 since	 it	 is	 difficult	 to	measure	 the	 gas	 concentration	
gradient	in	the	very	thin	diffusive	boundary	layer,	which	has	thickness	ߜ	in	the	order	
of	 1	 mm	 or	 less.	 For	 estimations	 of	 the	 air‐water	 gas	 exchange,	 equation	 (1)	 is	
therefore	often	restated	into	
	

௚ܨ ൌ ݇௚ሺܥ௪௕ െ 		,ୟୱሻܥߴ 	 (4)	

in	order	 to	be	able	 to	use	 the	more	easily	measured	bulk	and	air	gas‐concentrations	
instead.	Here	݇௚	is	the	gas	transfer	velocity,	ܥ௪௕	is	the	gas	concentration	in	the	water	
under	the	diffusive	boundary	layer,	ܥୟୱ	is	the	gas	concentration	in	the	air	at	the	water	
surface,	 and	 	ߴ is	 the	 dimensionless	 Ostwald	 solubility	 coefficient	 (Figure	 5).	 Even	
though	it	is	easier	to	use	ܥ௪௕	and	ܥୟୱ	instead	of	measuring	the	concentration	gradient,	
it	is	now	instead	a	challenge	to	estimate	݇௚.	
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Figure	5.	A	schematic	snapshot	of	the	gas	concentration at	two	different	locations	for	a	gas	
with	 a	 gas‐flux	 that	 is	 controlled	 by	 the	water	 side.	 The	 gas	 concentration	 gradients	 are	
assumed	 to	 be	 small	 in	 the	 air.	 The	momentary	 gas	 concentration,	 	,ܥ and	 the	 diffusive	
boundary	layer	thickness,	ߜ,	are	given	in	red	while	the	mean	quantities	are	given	in	grey.	ܥ௪௕	
is	the	bulk	gas‐concentration	in	the	water	and	ܥ௔௦	is	the	surface	gas‐concentration	in	the	air.	
	ߴ is	 the	 dimensionless	 Ostwald	 solubility	 coefficient.	 The	 water‐side	 gas	 concentration	
gradient	߲ܥ ⁄ݖ߲ 	varies	due	to	the	varying	diffusive	boundary	layer	thickness.	
	
In	 sections	 1.4.1‐1.4.4	 four	 commonly	 used	 parameterizations	 of	 estimating	 ݇௚,	 are	
described,	 i.e.,	 (1)	based	on	wind	speed,	 (2)	based	on	surface	heat	 flux,	 (3)	based	on	
rate	of	turbulent	kinetic	energy	dissipation,	and	(4)	based	on	surface	flow	divergence.	
All	 these	 parameterizations	 have	 a	 term	 that	 takes	 the	 influence	 of	 the	 molecular	
diffusivity	and	the	abundance	of	surfactants	at	the	surface	into	account.	This	influence	
is	 therefore	 generally	 discussed	 in	 section	1.4.5.	 Although	 there	 are	 other	 processes	
that	influence	the	gas‐exchange,	such	as	white	capping,	sea	spray,	bubbles,	rain,	these	
are	not	 taken	 into	 account	 in	 this	work	 since	white	 capping,	 sea	 spray,	 and	bubbles	
from	 waves	 are	 not	 present	 during	 low	 wind	 conditions,	 and	 ebullition	 is	 not	
controlled	by	the	surface	diffusive	boundary,	and	rain	is	difficult	to	study	in	DNS.	

 Estimations	of	݇௚	based	on	wind	speed	1.4.1
There	 has	 been	many	 attempts	 to	 estimate	 ݇௚	 based	 on	 the	wind	 speed	 10	meters	
above	the	surface,	referred	to	as	 ଵܷ଴	 [e.g.,	Bade,	2009;	Wanninkhof	et	al.,	2009].	Two	
parameterizations	often	used	are		
	

݇௚,஼஼ଵଽଽ଼,଺଴଴ ൌ 0.215 ଵܷ଴
ଵ.଻ ൅ 2.07,		 	 (5)	
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presented	by	Cole	and	Caraco	[1998]		for	inland	waters,	and		
	

݇௚,ௐଶ଴଴ଽ,଺଺଴ ൌ 0.1 ଵܷ଴ ൅ 0.064 ଵܷ଴
ଶ ൅ 0.011 ଵܷ଴

ଷ ൅ 3,		 	 (6)	

presented	by	Wanninkhof	et	al.	[2009]	for	ocean	conditions.	Here	the	transfer	velocity	
is	given	 in	 (ܿ݉	݄ିଵ)	and	 the	wind	speed	 is	given	 in	 	.(ଵିݏ݉) It	 can	be	 seen	 that	both	
these	 equations	 have	 constants	 implying	 that	 there	 is	 a	 gas	 flux	 also	 for	 zero‐wind	
conditions.	 This	 gas	 flux	 (and	 gas	 transfer	 velocity)	 must	 then	 be	 due	 to	 processes	
enhanced	 by	 other	 means	 than	 wind	 speed,	 e.g.,	 buoyancy	 flux.	 This	 is	 of	 course	
problematic	since	the	variation	in	e.g.,	 the	buoyancy	flux	 is	not	be	described	in	these	
equations.	
	
Equations	(5)	and	(6)	are	given	for	Schmidt	numbers	ܵܿ ൌ 600	and	660	representing	
ܿܵ	Here	respectively.	seawater	and	freshwater	in	°C	20	at	ଶܱܥ ൌ ߥ ⁄ܦ 	express	the	ratio	
of	 the	 kinematic	 viscosity	 	ߥ and	 molecular	 diffusivity.	 The	 relation	 between	 two	
transfer	 velocities	 with	 different	 gas‐water	 properties	 are	 generally	 expressed	 via	
their	different	Schmidt	numbers	as	
	

݇௚,ௌ௖భ ൌ ݇௚,ௌ௖మ ቀ
ௌ௖భ
ௌ௖మ
ቁ
ି௡
,		 	 (7)	

where	݊	 is	an	exponent	 that	depends	on	the	surface	characteristics.	The	exponent	 is	
usually	 between	 1 2⁄ 	 and	 2 3⁄ 	 and	 represents	 the	 Schmidt	 number	 dependency	 and	
thereby	the	molecular	diffusivity	dependency	on	the	transfer	velocity.	

 Estimations	of	݇௚	based	on	surface	heat	flux	1.4.2
The	heat	 transfer	velocity,	ߢ௛௘௔௧,	 and	an	expression	 for	 the	conversion	between	heat	
and	 gas	 through	 their	 ܵܿ	 and	 Prandtl	 number,	 	,ݎܲ have	 been	 used	 [e.g.,	Frew	 et	al.,	
2004;	Garbe	et	al.,	2003;	Haussecker	et	al.,	1998]	to	estimate	the	gas	transfer	velocity	
as	
	

݇௚,௛௘௔௧ ൌ ௛௘௔௧ߢ௛௘௔௧ܣ ቂ
ௌ௖

௉௥
ቃ
ି௡
, ௛௘௔௧ߢ ൌ

ொబ
ఘ௖೛୼்

.		 	 (8)	

	
Here	ܲݎ ൌ ߥ ⁄ߙ 	is	the	Schmidt	number	for	heat	using	the	thermal	diffusivity	ߙ	instead	
of	 the	 molecular	 diffusivity	 used	 in	 ܵܿ.	 	is	௛௘௔௧ܣ a	 transfer	 velocity	 constant	 for	 the	
parameterization	based	on	heat	 flux	where	ܿ௣	 is	 the	specific	heat	capacity,	and	ܶ߂	is	
the	 surface	 skin‐bulk	 temperature	 difference	 across	 the	 thermal	 boundary	 layer.	
Equation	(8)	is	based	on	the	assumption	that	the	thermal	diffusive	boundary	layer	is	
controlled	 by	 the	 same	 processes	 as	 the	 gas	 diffusive	 boundary	 layers.	 There	 are,	
however,	 three	 main	 differences:	 (i)	 Heat	 influences	 the	 buoyancy	 and	 thereby	 the	
turbulent	motions	below	the	surface,	(ii)	the	surface	boundary	conditions	for	gas	and	
heat	differs	because	the	transport	of	gas	is	controlled	by	the	water	side	and	heat	by	the	
air	side,	and	(iii)	the	diffusivities	can	differ	by	orders	of	magnitude	with	ܲݎ ൌ ࣩሺ10଴ሻ	
and	ܵܿ ൌ ࣩሺ10ଶሻ	depending	on	which	gas	it	is.	In	spite	of	these	differences,	e.g.,	Jahne	
et	al.	[1989]	have	shown	a	good	agreement	for	oxygen	(ܵܿ ൌ ࣩሺ10ଶሻ)	between	directly	
measured	 transfer	 velocities	 and	 transfer	 velocities	 extrapolated	 from	 heat	 transfer	
velocities.	
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 Estimations	of	݇௚	based	on	dissipation	1.4.3
The	parameterization	using	the	rate	of	turbulent	kinetic	energy	dissipation	is	based	on	
the	 theoretical	 framework	of	 the	 eddy	 cell	model	 [Fortescue	and	Pearson,	 1967]	 but	
with	the	assumption	that	it	rather	is	the	small	scale	dissipative	eddies	than	the	large	
scale	eddies	that	are	the	main	transportation	agents	[Banerjee	et	al.,	1968;	Lamont	and	
Scott,	 1970].	 This	 assumption	 and	 the	 assumption	 that	 the	 turbulence	 can	 be	
described	with	a	standard	turbulence	spectrum	yields	the	gas	transfer	velocity	as		
	

݇௚,ௗ௜௦௦ ൌ ሻଵߥߝௗ௜௦௦ሺܣ ସ⁄ ܵܿି௡ .		 	 (9)	

Here	ܣௗ௜௦௦	is	a	transfer	velocity	constant	for	the	dissipation	parameterization	and	ߝ	is	
the	rate	of	kinetic	energy	dissipation.	Lamont	and	Scott	[1970]	found	the	appropriate	
values	to	be	݊ ൌ 1 2	⁄ 	and	2 3⁄ 	for	free	fluid	and	solid	surfaces	respectively.	In	spite	of	
some	 problems	 with	 the	 assumptions	 during	 natural	 conditions,	 the	 dissipation	
parameterization	has	performed	well	in	many	cases	e.g.,	Paper	IV,	Zappa	et	al.	[2003],	
and	Zappa	et	al.	[2007].		
	

 Estimations	of	݇௚	based	on	surface	flow	divergence	1.4.4
The	 parameterization	 using	 the	 horizontal	 flow	 divergence,	 ߛ ൌ ݑ߲ ⁄ݔ߲ ൅ ݒ߲ ⁄ݕ߲ ,	 at	
the	surface	is	given	by	
	

݇௚,ௗ௜௩ ൌ ሻଵߥ௥௠௦ߛௗ௜௩ሺܣ ଶ⁄ ܵܿି௡		 	 (10)	

where	ߛ௥௠௦	is	the	root‐mean‐square,	rms,	of	the	surface	flow	divergence	and	ݑ	and	ݒ	
are	the	horizontal	velocities	in	the	ݔ‐	and	ݕ‐directions	at	the	surface.	ܣௗ௜௩	is	a	transfer	
velocity	constant	for	the	parameterization	based	on	divergence.	The	parameterization	
has	 been	 used	 in	 many	 studies	 [e.g.,	 Banerjee	 et	 al.,	 2004;	 Calmet	 and	Magnaudet,	
1998;	McKenna	and	McGillis,	2004]	and	theoretically	derived	by	e.g.,	Ledwell	[1984].		

 Influence	of	surfactants	1.4.5
Surfactants	are	surface‐active	chemical	agents	that	generally	reduce	gas	exchange	[e.g.,	
Bade,	 2009;	McKenna	 and	McGillis,	 2004;	Wanninkhof	 et	al.,	 2009].	 They	 are	 almost	
always	 present	 in	 natural	 waters	 and	 occasionally	 the	 amount	 of	 surfactants	 even	
forms	 a	 surface	 film	 and	 then	 requires	 an	 extra	 layer	 to	 represent	 the	 surfactants	
when	 estimating	 the	 gas‐exchange.	 Also	 in	 smaller	 abundances,	 which	 is	 the	 usual	
situation,	 they	 act	 to	 change	 the	hydrodynamic	 conditions	 of	 the	 air‐water	 interface	
[McKenna	and	McGillis,	2004].	The	flow	at	the	surface,	 including	eddies,	redistributes	
the	 surfactant	 concentration	 and	 makes	 it	 patchy.	 A	 surfactant	 lowers	 the	 surface	
tension,	and	since	the	surfactant	concentration	now	is	patchy,	the	surface	tension	will	
vary	over	the	surface.	A	varying	surface	tension	results	in	elastic	forces	that	attenuate	
the	turbulent	eddies.	This	attenuation	influences	the	gas	exchange,	in	particular	for	the	
gases	with	 thin	diffusive	boundary	 layers,	 i.e.	 those	with	high	Schmidt	numbers.	The	
surfactant	influence	on	the	gas‐flux	and	its	attenuation	can	be	discussed	in	the	light	of	
the	theoretical	work	of	Ledwell	[1984]	where	the	influence	of	molecular	diffusivity	on	
the	gas	 transfer	velocity	 is	studied	and	compared	 for	both	slip	and	no‐slip	boundary	
conditions.	This	gives	Schmidt	number	exponents	݊ ൌ 1 2⁄ 	for	a	clean	surface	and	2 3⁄ 	
for	 a	 surface	 with	 surfactants,	 if	 a	 clean	 surface	 is	 represented	 by	 a	 slip	 boundary	
condition	 (no	 attenuation	 of	 the	 horizontal	 components	 of	 the	 surface	 flow),	 and	 a	
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surface	with	 a	 large	 abundance	 of	 surfactants	 is	 represented	 by	 a	 no‐slip	 boundary	
condition	(horizontal	components	of	the	surface	flow	is	zero).		
	

2 METHODS	

2.1 Direct	numerical	simulations	
Paper	I‐III	use	direct	numerical	simulations,	DNS,	to	study	how	the	turbulence	and	the	
heat‐	and	gas‐transports	depend	on	different	flow	conditions.	The	gas	is	modeled	as	a	
passive	scalar	which	can	be	seen	as	an	inert	gas.	The	flow	conditions	are	varied	via	(i)	
different	 surface	 boundary	 conditions	 for	 the	 velocity	 (including	 shear	 and	
surfactants)	 and	 the	 temperature	 (surface	 heat	 flux),	 (ii)	 different	 depths,	 and	 (iii)	
different	molecular	diffusivities	for	the	scalar.	
	
The	computational	domain	can	schematically	be	seen	in	Figure	6.	This	schematic	is	in	
general	 valid	 for	 the	 Papers	 I‐III.	 However,	 the	 horizontal	 plane	 in	 Paper	 I‐II	 is	
quadratic	 since	 all	 the	 boundary	 conditions	 are	 identical	 in	 the	 spanwise	 and	
streamwise	directions	 in	 these	papers	 (no	surface	shear‐stress).	Furthermore,	 the	ݕ‐	
and	ݖ‐directions	are	defined	in	the	vertical	and	the	spanwise	directions	in	Paper	II.	
	

	
	
Figure	 6.	 Computational	 domain	 for	 the	 cases	with	 combined	 buoyancy	 and	 shear	 stress	
forcing.	The	domain	size	 is	given	by	ܮ௭ ൌ 0.1204 ௫ܮ	,݉ ൌ ௬ܮ	and	௭ܮߨ3 ൌ 	௭ܮߨ in	the	depth,	
streamwise,	 and	 spanwise	 direction	 respectively.	 The	 surface	 is	 subject	 to	 a	 constant	
outward‐going	heat	 flux,	ܳ଴,	and	a	 constant	 scalar	 concentration,	ܵ଴,	while	 the	bottom	 is	
subject	to	zero	flux	boundary	conditions.	The	velocity	boundary	conditions	are	either	slip,	no‐
slip	or	constant	shear	stress,	߬଴,	at	 the	surface	boundary	and	slip	at	 the	bottom	boundary.	
Periodic	(cyclic)	boundary	conditions	are	used	for	all	variables	in	the	horizontal	(ݔ‐	and	ݕ‐)	
directions.	The	temperature	 field	 is	a	snapshot	 from	case	240ܤ	(ܴ݁∗ ൌ 240	with	buoyancy,	
see	section	3).	(Redrawn	from	Figure	1	in	Paper	III).	
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DNS	imply	that	there	is	no	turbulence	model	that	models	or	creates	turbulence	in	the	
computation.	 The	 turbulence	 is	 instead	 “naturally”	 invoked	 due	 to	 flow	 instabilities	
that	arise	due	to	the	flow	forcing.	The	DNS	method	is	used	in	order	to	be	able	to	study	
the	actual	turbulence	and	its	influence	on	the	gas	exchange	by	solving	the	small‐scale	
turbulent	motions	 instead	 of	 using	 a	 turbulence	model.	 The	 forcing	 is	 in	 Paper	 I‐III	
either	natural	convection	(buoyancy)	or	surface	shear	stress	or	a	combination	of	both.	
The	 lack	 of	 a	 turbulence	 model	 sets	 very	 high	 requirements	 on	 the	 computational	
mesh	 resolution	 since	all	 the	 fluid	motions	and	eddies	must	be	 resolved	all	 the	way	
down	 to	 the	 sizes	 where	 the	 turbulence	 dissipates	 to	 heat.	 An	 extensive	 mesh	
resolution	 and	 domain	 aspect‐ratio	 study	 was	 therefore	 performed	 in	 Paper	 I.	 The	
resulting	mesh	 resolution	 for	 Paper	 I	 and	 III	 can	 schematically	 be	 seen	 in	 the	 front	
corner	of	the	domain	in	Figure	6.	Here	only	every	fourth	grid	line	are	plotted	since	the	
mesh	 is	very	 fine	and	 the	grid	 lines	otherwise	would	be	difficult	 to	see.	The	mesh	 is	
equidistant	 in	 the	 horizontal	 plane,	 and	 in	 Paper	 I	 and	 III	 densified	 towards	 the	
surface.	 In	Paper	 II	 the	mesh	 is	densified	 towards	both	 the	 surface	 and	bottom.	The	
vertical	mesh	spacing	close	to	the	surface	is,	though,	the	same	for	the	meshes	used	in	
Paper	I‐III.	
	
In	Paper	I	and	III	a	finite‐volume	method	is	used	whereas	a	pseudo‐spectral	method	is	
used	 in	Paper	 II.	Please	also	 refer	 to	Paper	 I‐III	where	 these	methods	as	well	 as	 the	
space	and	time	discretizations	are	discussed	in	more	detail.	
	
In	all	the	DNS‐papers	(I‐III)	the	Navier‐Stokes	equations	
	

డU

డ௧
൅ U	∙	׏U ൌ െ׏Π ൅ ଶU׏ߥ ൅ ݃ߚ ሺܶ െ ଴ܶሻk		 	 (11)	

and	
׏ ∙ U ൌ 0	 	 (12)	

using	 the	 Boussinesq	 approximation	 are	 solved	 in	 conjunction	 with	 the	 transport	
equation	
	

߲ܶ
ݐ߲

൅ U	∙	ܶ׏ ൌ ଶܶ׏ߙ	 ൅ ߶்	
(13)	

	
for	the	temperature	ܶ.	In	Paper	I	and	III	a	transport	equation	
	

߲ܵ
ݐ߲

൅ U	∙	׏S ൌ ଶܵ׏ܦ	 ൅ ߶௦	 (14)	

for	a	passive	scalar	ܵ	is	solved	as	well.	Here	U=ሺܷ, ܸ,ܹሻ	is	the	fluid	velocity	where	the	
components	 are	 given	 in	 	,‐ݔ 	,‐ݕ and	 	directions‐ݖ respectively	 and	 	ݐ is	 the	 time.	
Π ൌ ݌ ଴ߩ ൅ ⁄ݖ݃ ,	 	݌ is	 the	 pressure,	 	଴ߩ is	 a	 reference	 density,	 g	 is	 the	 acceleration	 of	
gravity,	 k	 is	 a	 unit	 vector	 in	 the	 vertical	 direction,	 	ߥ is	 the	 kinematic	 viscosity,	
ߚ ൌ ሺെ1 ⁄଴ߩ ሻሺ߲ߩ ߲ܶ⁄ ሻ|଴	is	the	thermal	expansion	coefficient,	ߩ	is	the	density,	ܶ	is	the	
temperature,	 ଴ܶ	is	a	reference	temperature,	ߙ	is	the	thermal	diffusivity,	ܵ	is	the	scalar	
concentration,	 and	 	ܦ is	 the	molecular	 diffusivity	 of	 the	 scalar	 in	 water.	 In	 order	 to	
sustain	a	constant	mean	temperature	in	the	domain	an	evenly	distributed	heat	source	
߶்	is	added	to	equation	(13)	to	balance	the	heat	flux	through	the	surface.	Similarly	an	
evenly	 distributed	 pressure	 gradient	 (not	 shown)	 is	 added	 to	 equation	 (11)	 in	 the	
direction	 opposite	 to	 the	 surface	 shear	 stress	 cases	 in	 Paper	 III.	 The	 scalar	 source	
߶௦ ൌ ௦௢ܨ ⁄௭ܮ 	 is	used	to	 impose	the	scalar	 flux	through	the	surface	and	ܨ௦௢	 is	 the	area‐
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averaged	mean	scalar	 flux	once	steady‐state	 is	achieved.	 In	the	following,	 ሺݑ, ,ݒ ,ሻݓ 	,ߠ
and	ݏ	are	used	to	represent	the	fluctuating	parts	of	ሺܷ, ܸ,ܹሻ, ܶ,	and	ܵ	respectively.		
	
The	 surface	 boundary	 is	 flat,	 assuming	 that	 the	 surface	 deflection	 is	 negligible.	 The	
surface	 boundary	 condition	 for	 the	 vertical	 velocity	 is	 therefore	ܹ ൌ 0	 for	 all	 cases.	
The	 boundary	 conditions	 for	 the	 horizontal	 velocities	 are	 for	 the	 pure	 convection	
driven	cases	without	surfactants	(Paper	I)	either	a	slip	(߲ܷ ݖ߲ ൌ ߲ܸ ݖ߲ ൌ⁄ 0ሻ	⁄ or	a	no‐
slip	 (ܷ ൌ ܸ ൌ 0ሻ	boundary	condition.	 In	Paper	 II	 the	surfactant	boundary	conditions	
for	 the	 horizontal	 velocities	 are	 ߲ܷ ⁄ݖ߲ ൌ ߦ ߪ߲ ⁄ݔ߲ 	 and	 ߲ܸ ⁄ݖ߲ ൌ ߦ ߪ߲ ⁄ݕ߲ 	 where	
ߦ ൌ ௭ܮ଴ߪ ⁄ߙߩߥ .	 The	 surface	 tension	 	ߪ is	 a	 function	 of	 the	 surfactant	 concentration	 Γ	
and	is	linearized	around	the	initial	surface‐tension	ߪ଴.	For	the	cases	in	Paper	III	driven	
by	 pure	 surface	 shear‐stress	 or	 by	 a	 combination	 of	 natural	 convection	 and	 surface	
shear‐stress	 there	 is	 a	 slip	 boundary	 condition	 in	 the	 y‐direction	 and	 a	 shear‐stress	
boundary	condition	 in	 the	ݔ‐direction	(߲ܷ ݖ߲ ൌ ߬଴ ⁄⁄ߩߥ ).	Here	߬଴	 is	 the	surface	shear	
stress.	The	bottom	boundary	is	assumed	to	be	stress‐free	and	is	modelled	with	a	slip	
boundary	condition	for	all	cases.		
	
The	 surface	 boundary	 condition	 for	 the	 temperature	 is	 ߲ܶ ⁄ݖ߲ ൌ ܳ଴ ⁄ߣ 	 assuming	 a	
constant	 surface	 heat	 flux,	 ܳ଴	 [Soloviev	and	Schlussel,	 1994].	Here	 λ	 is	 the	 thermal	
conductivity.	 The	 surface	 boundary	 condition	 for	 the	 scalar	 is	 a	 constant	 scalar	
concentration	 ܵ ൌ ܵ଴	 assuming	 that	 the	 air‐water	 gas	 exchange	 is	 controlled	 by	 the	
water‐side	 [Jahne	 and	 Haussecker,	 1998].	 The	 bottom	 boundary	 conditions	 for	 the	
temperature	 and	 scalar	 are	 ߲ܶ ݖ߲ ൌ ߲ܵ ݖ߲ ൌ 0⁄⁄ 	 assuming	 no	 heat	 or	 gas	 exchange	
through	that	boundary.	
	
Periodic	 (cyclic)	 boundary	 conditions	 are	 used	 for	 all	 variables	 in	 the	 horizontal	 	‐ݔ)
and	ݕ‐)	directions.	
	

2.2 Field	measurements	
The	 field	measurements	 reported	 in	 Paper	 IV	were	 performed	 in	 order	 to	 compare	
different	 methods	 of	 estimating	 ݇௚	 in	 the	 field.	 These	 methods	 comprise	 (i)	 flux	
chamber	 measurements,	 (ii)	 parameterization	 of	 ݇௚	 as	 a	 function	 of	 the	 rate	 of	
turbulent	kinetic	energy	dissipation,	and	(iii)	parameterization	of	݇௚	as	a	 function	of	
the	surface	divergence.	Here	the	surface	divergence	was	estimated	via	particle	image	
velocimetry	 (PIV)	 of	 the	 surface	 temperature	 structures	 recorded	 by	 IR	 imagery.	 In	
addition	 to	 these	 parameterizations	 a	 number	 of	 environmental	 parameters	 were	
measured	 in	 an	 attempt	 to	 find	 other	 methods	 of	 estimating	 ݇௚.	 These	 parameters	
comprise	 e.g.,	 bulk	 temperature	 (mean	 and	 rms),	 surface	 temperature	 (mean	 and	
rms),	 IR	surface	velocity	mapping	 (mean	and	rms),	mean	 IR	coherent	 structure	size,	
and	 wave	 height.	 The	 measurements	 were	 performed	 in	 August	 17‐18	 2010	 in	
Gullmarsfjord	 at	 the	 Bornö	 marine	 research	 station	 close	 to	 Lysekil,	 north‐west	 of	
Gothenburg,	 Sweden.	 The	 measurement	 setup	 at	 the	 suspension	 bridge	 at	 Bornö,	
where	 the	 depth	 is	 about	 33	 m,	 is	 sketched	 in	 Figure	 7.	 The	 simultaneous	
measurements	were	recorded	during	one	diurnal	cycle.		
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Figure	 7. Illustration	 of	 the	 instrument setup	 at	 the	 Bornö	 suspension	 bridge.	 Three	
instruments	were	 used	 simultaneously	 to	measure	 ݇௚:	 An	 IR	 camera,	 an	 ADV,	 and	 a	 flux	
chamber	with	tubes	for	continuous	measurements.	(Figure	1	in	Paper	IV).	
	

 Flux	chamber	method	2.2.1
Here	݇௚	was	estimated	by	measurements	of	the	gas	flux	across	the	air‐water	interface	
and	 the	gas	concentration	 in	 the	water	and	air	 inside	 the	chamber.	The	gas	 flux	was	
estimated	by	measuring	 the	 concentration	 change	݀ܥ ⁄ݐ݀ 	 inside	 a	 round	 lightweight	
chamber	 that	 was	 placed	 at	 the	 water	 surface.	 The	 concentration	 change	 was	 then	
transformed	into	flux	using	the	common	gas	law,	the	volume	of	the	chamber,	and	the	
surface	 water	 area	 covered	 by	 the	 chamber.	 The	 implicit	 assumption	 is	 that	 the	
concentration	change	is	caused	by	fluxes	through	the	surface,	and	that	the	flux	inside	
the	chamber	 is	similar	 to	 that	outside	 the	chamber.	The	concentration	at	 the	surface	
	the	at	gas	the	of	concentration	equilibrium	the	as	estimated	was	((4)	equation	in	௔௦ܥߴ)
surface	using	the	initial	gas	concentration	in	the	chamber	and	Henry’s	 law.	Here,	 the	
assumption	 is	 that	 the	 gas	 concentration	 outside	 the	 chamber	 is	 equal	 to	 the	 initial	
concentration	in	the	chamber.	The	bulk	gas	concentration	in	the	surface	water	(ܥ௪௕	in	
equation	 (4))	 was	measured	 at	 the	 start	 and	 end	 of	 each	measurement	 period	 at	 a	
depth	of	approximately	40	cm.	Although	fluxes	of	both	COଶ	and	CHସ	were	measured,	
only	CHସ‐fluxes	were	used	for	estimating	݇௚.	The	rationale	is	that	there	was	always	a	
significant	positive	net	 flux	of	CHସ	 into	 the	chamber	while	 the	 fluxes	of	COଶ	showed	
more	 variation	 with	 both	 release	 from	 and	 uptake	 to	 the	 water	 with	 intermediate	
periods	of	no	significant	flux	during	the	measurement	period.	The	transfer	velocity	for	
CHସ	was	transformed	into	݇଺଴଴	according	to	equation	(7)	with	݊ ൌ 1 2⁄ .	
	
The	 edges	 of	 the	 chamber	 was	 submerged	 only	 2.5	 cm	 into	 the	 water	 due	 to	 the	
lightweight	 chamber	 construction	 and	 the	 chamber	was	 attached	 to	 the	 bridge	with	
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thin,	 slack	 strings	 enabling	 it	 to	move	with	 the	water	 as	 freely	 as	 possible.	 This	 has	
previously	been	shown	to	be	successful	for	chamber	performance	[Cole	et	al.,	2010].		

 Dissipation	rate	parameterization	2.2.2
The	 rate	 of	 the	 turbulent	 kinetic	 energy	 dissipation,	 	,ߝ was	 estimated	 from	 the	
turbulence	 spectra	 at	 approximately	 0.3	 m	 depth.	 The	 transfer	 velocity	 was	 then	
calculated	with	 equation	 (9)	with	 ௗ௜௦௦ܣ ൌ 0.42	 as	 found	 by	Zappa	 et	al.	 [2007].	 The	
spectra	were	 calculated	 from	 3D	 velocity	 vector	 time	 series	 recorded	 by	 the	 use	 of	
acoustic	doppler	velocimetry	(ADV)	.	The	ADV	was	mounted	looking	upwards	on	a	taut	
line	hanging	from	the	bridge.	A	fin	on	the	ADV	ensured	that	the	sensor	was	upstream	
of	the	line	(undisturbed).	

 Surface	divergence	parameterization	via	IR	and	PIV	2.2.3
It	has	been	shown	in	laboratory	experiments	that	particle	image	velocimetry	(PIV)	can	
be	used	 to	determine	 the	 surface	divergence.	Veron	et	al.	 [2008]	extended	 this	 idea,	
and	 used	 infrared	 (IR)	 imagery	 of	 the	 ocean	 surface	 to	 estimate	 surface	 velocity,	
vorticity,	 and	 surface	 divergence.	 The	 idea	 is	 that	 the	 surface	 temperature	 (heat	
pattern)	measured	with	an	IR	camera	can	be	used	as	a	fluid	flow	tracer,	see	Figure	8.	
This	was	 in	Paper	 IV	also	 confirmed	 to	be	 the	 case	by	 comparing	 (directly	 in	 the	 IR	
image	sequences)	the	motion	of	the	bubbles	and	foam	at	the	surface	with	the	motion	
of	 the	 heat	 pattern.	 It	 should,	 however,	 be	 noted	 that	 thermal	 IR	 radiation	has	 very	
short	 transmission	 lengths	 in	water	 (order	 of	 1 െ 	,݉ߤ100 [e.g.,	Garbe,	 2001])	which	
means	that	PIV	of	heat‐patterns	estimates	the	velocities	in	the	very	top	surface	water	
(skin)	which	in	turn	may	be	different	from	the	velocities	just	below	the	surface	[Volino	
and	Smith,	1999].	The	use	of	the	heat	pattern	as	a	fluid	flow	tracer	can	be	problematic	
for	 certain	 flow	 conditions,	 e.g.,	 pure	 natural	 convection	 where	 there	 can	 be	 a	
horizontal	 flow	 inside	a	more	or	 less	stationary	plume	as	will	be	seen	 in	section	3.1.	
That	 type	 of	 flow	 would	 not	 be	 detected	 with	 IR/PIV,	 which	 only	 recognizes	 the	
motion	of	temperature	anomalies	such	as	the	streaks	of	 the	cold	water	enclosing	the	
warm	 plume.	 This	 problem	 is	 decreasing	 for	 cases	 where	 there	 is	 more	 than	 pure	
natural	 convection	 forcing.	 It	 should	 also	 be	 noted	 that	 the	 temporal	 and	 spatial	
resolution	of	the	IR	imagery	and	the	PIV	must	be	high	enough	to	estimate	the	surface	
divergence	properly.	
	

	
	

Figure	 8.	 Example	 of	 a	 temperature	 field	 from	 an	 IR	 image.	 The	 average	 field	 of	 view	 is	
95 ൈ 88	ܿ݉.	(Part	of	Figure	4	in	Paper	IV).	
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3 CONTRIBUTIONS	
In	Paper	I‐IV	a	vast	amount	of	results	are	presented,	discussions	are	performed,	and	
conclusions	are	drawn.	 In	 this	 section	of	 the	 thesis	 an	effort	 to	 synthesize	all	 this	 in	
major	contributions	has	been	made.	In	order	to	do	so	a	new	numbering	system	for	all	
the	 numerical	 cases	 could	 have	 been	 presented.	 This	 could,	 however,	 also	 lead	 to	
misinterpretations	 since	 all	 the	 cases	 are	more	 thoroughly	 described	 in	 each	 paper	
than	in	this	synthetization	of	the	results.	Hence	the	cases	were	chosen	to	be	presented	
here	with	the	same	labeling	as	in	the	papers	enclosed.	
	
The	 cases	 in	 Paper	 I	 are	 named	 with	 (i)	 a	 letter	 	ݏ for	 	lipݏ or	 ݊	 for	 ݊o‐slip	 surface	
velocity	 boundary	 conditions,	 (ii)	 a	 number	 describing	 the	 computational	 domain	
aspect	ratio,	(iii)	a	letter	ܤ	or	ܨ	for	the	ܤase	case	or	a	ܨine	mesh	resolution,	(iv)	and	a	
letter	ܵ	or	ܦ	for	a	ܦeep	or	a	ܵhallow	domain	or	ܮ	or	ܪ	for	a	ܮow	or	ܪigh	surface	heat	
flux.	The	case	name	ܪܤ2ݏ	represents	i.e.,	a	case	with	a	slip	surface	velocity	boundary	
condition,	a	domain	aspect	ratio	of	2,	a	base	case	mesh	resolution,	and	a	high	surface	
heat	flux.		
	
The	wind	forcing	is	in	Paper	III	modeled	as	a	fixed	shear	stress	߬଴ ൌ 	are	cases	The	ଶ.∗ݑߩ
named	 with	 (i)	 a	 number	 for	 the	 shear‐based	 Reynolds	 number	 for	 ܴ݁∗ ൌ ௭ܮ∗ݑ ⁄ߥ ,	
which	describes	 the	 ratio	between	 inertial	 and	viscous	 forces,	 and	 (ii)	 a	 letter	ܤ	 for	
Buoyancy	or	 letters	ܰܤ	 for	No‐Buoyancy.	 In	 the	no‐buoyancy	cases	 the	gravitational	
acceleration	was	 set	 to	 zero,	 so	 the	 temperature	 acted	 as	 a	 passive	 tracer	 only.	 The	
domain	aspect	ratio,	domain	depth,	and	the	mesh	resolution	was	the	same	for	all	cases.	
Furthermore,	the	case	0ܤ	in	Paper	III	is	identical	with	the	case	ܤ2ݏ	in	Paper	I.	
	
In	the	plots	to	come,	̅ߦ	and	〈ߦ〉	denote	volume	and	horizontal	area	ensemble	mean	of	
an	arbitrary	variable	ߦ,	respectively.	
	

3.1 General	gas‐exchange	characteristics	for	buoyancy	driven	flow	
In	Figure	9	a	snapshot	of	case	0ܤ	(slip	boundary	condition	and	base	case	heat	flux	and	
mesh	resolution)	is	presented	in	order	to	give	an	introduction	to	many	of	the	results	
presented	later	in	this	section.	
	
The	 surface	 heat	 flux	 cools	 the	 surface	 water	 and	 thereby	makes	 it	 denser.	 Due	 to	
instabilities	this	denser	water	then	starts	to	descend	in	thin	plumes	sketched	as	blue	
arrows.	The	descending	plumes	set	up	a	horizontal	flow	sketched	with	yellow	arrows	
and	 an	 ascending	 flow	 of	 warmer	 water	 between	 the	 descending	 plumes.	 The	
descending	 plumes	 are	 typically	much	 thinner	 than	 the	 ascending	warm	water.	 The	
horizontal	 and	 ascending	 flow	 typically	 stretch	 and	 squeeze	 the	 diffusive	 boundary	
layer	 and	 thereby	make	 it	 thinner.	The	patches	with	 thin	diffusive	 layer	 thicknesses	
are	here	visible	as	“islands”	penetrating	the	mean	thickness,	separated	with	trenches	
of	limited	vertical	diffusive	transport.	
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Figure	 9.	 Snapshot	 for	 the	 case	 	ܤ0 (pure	 buoyancy	 forcing	 with	 slip	 surface	 boundary	
condition).	 (a)	 The	 normalized	 temperature	 field	 ሺܶ െ തܶሻ ܶା⁄ and	 the	 surface	 water	
velocities.	Blue	and	 yellow	arrows	 schematically	 represent	 the	descending	plumes	and	 the	
horizontal	flow	close	to	the	surface.	(b)	The	mean	and	momentary	diffusive	boundary	layer	
thickness,	̅ߜ	and	ߜ,	where	the	thickness	is	defined	as	where	5%	of	the	total	vertical	transport	
is	diffusive.	The	 iso‐surface	of	 the	momentary	diffusive	 layer	 is	colored	by	 the	actual	 layer	
thickness	where	colder	color	means	smaller	thicknesses.	The	vertical	dimension	in	the	plot	is	
scaled	by	five	for	better	visibility.	(c)	The	temperature	field	and	contours	of	the	normalized	
horizontal	 flow	divergence,	ߛ ⁄ାߛ ,	at	 the	 surface.	 (d)	The	 surface‐normal	 scalar	 transport,	
௦ܨ ⁄௦଴ܨ ,	for	ܵܿ ൌ 7	across	the	surface.		
	
Figure	5	sketches	a	varying	diffusive	layer	depth	similar	to	what	would	be	the	results	if	
Figure	9b	was	sliced	with	a	vertical	plane.	It	is	seen	in	Figure	5	that	a	small	layer	depth	
results	 in	 a	 higher	 concentration	 gradient,	 which	 in	 turn	 results	 in	 an	 increased	
surface‐normal	 diffusive	 transport	 (Figure	 9d).	 This	 increased	 gas	 flux	 can	 now	 in	
Figure	9d	be	seen	to	coincide	with	the	“islands”	with	thin	boundary	layer	thickness	in	
Figure	9b.	This	 is	 the	 reason	 for	 the	good	correlation	between	 the	 temperature,	 and	
horizontal	flow	divergence	fields	that	can	be	seen	in	Figures	9a,c	and	eventually	also	
between	the	momentary	diffusive	 layer	depth	and	surface‐normal	scalar	 flux	seen	 in	
Figures	9b,d.		

3.2 Scaling		
Nondimensional	numbers	and	scales	 for	e.g.,	 length,	 time,	velocity,	 temperature,	 and	
scalar	 concentration	 can	 be	 used	 as	 tools	 to	 facilitate	 the	 understanding	 of	 which	
processes	and	scales	 that	are	 important	 in	determining	 the	 transfer	velocity.	Paper	 I	
presents	 scales	 that	are	appropriate	 for	 the	analysis	of	 flows	driven	by	pure	natural	
convection	(buoyancy	forcing).	These	scales,	presented	in	Table	1,	are	divided	in	inner	
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10 0 

γ	 γା⁄  

-2.5 1 
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0 2 
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b) 
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and	outer	scales.	The	inner	scales	are	based	on	the	assumption	that	it	is	the	processes	
in	the	vicinity	of	the	surface	that	control	the	gas	transfer	whereas	the	outer	scales	are	
based	 on	 the	 assumption	 that	 it	 is	 the	 whole	 domain	 (surface	 mixed	 layer)	 that	
controls	the	gas	transfer.	The	inner	scales	will	be	used	to	discuss	the	results	in	sections	
3.3	 and	 3.4	 since	 these	 scales	 were	 found	 in	 Paper	 I	 to	 best	 scale	 the	 processes	 of	
importance	for	the	gas	transfer	velocity.	
	
Table	1	Scaling	schemes	
	
Scheme	 Length,	ܮ	 Velocity,	ܹ Time,	ݐ Temp.,	ܶ Scalar,	ݏ	 Div.,	γ	

Inner	ሺାሻ	 ܵܿ௡ିଵ ቆ
ଷߥ

ܤ
ቇ
ଵ ସ⁄

	 ܵܿି௡ሺߥܤሻଵ/ସ	 ܵܿଶ௡ିଵ ൬
ܤ
ߥ
൰
ିଵ ଶ⁄

	 ܳ଴ܲݎ௡ሺߥܤሻିଵ/ସ	 	ሻିଵ/ସߥܤ௦଴ܵܿ௡ሺܨ 1 ⁄ାݐ 	

Outer	ሺ∗ሻ	 	௭ܮ ሺܮܤ∗ሻଵ ଷ⁄ 	 ൬
ܤ

ଶ∗ܮ
൰
ିଵ ଷ⁄

	 ܳ଴ሺܮܤ∗ሻିଵ ଷ⁄ 	 ሻିଵ∗ܮܤ௦଴ሺܨ ଷ⁄ 	 1 ⁄∗ݐ 	

The	mixing	layer	depth	is	in	these	simulations	assumed	to	be	the	domain	depth	ܮ௭.	
	
It	is	more	intriguing	to	find	suitable	scales	for	the	cases	with	combined	forcing.	A	flow	
dominated	by	buoyancy	forcing	should	use	the	above	scales	while	a	flow	dominated	by	
shear	forcing	should	use	the	shear	scales	presented	in	Paper	III.	These	scales	and	the	
transition	from	one	set	of	scales	to	the	other	are	discussed	in	more	detail	in	Paper	III.	
Furthermore,	dimensional	analysis	in	paper	III	shows	that	the	gas	transfer	velocity	for	
a	case	with	combined	forcing	from	both	buoyancy	and	shear	stress	can	be	expressed	in	
non‐dimensional	relationships	according	to	
	

௞

௨∗
ൌ ߰ሺܵܿ, ,ݎܲ ܴ݁∗, ܴ݅ሻ.		 	 (15)	

where	ܵܿ	and	ܲݎ	have	been	defined	above.	The	Reynolds	number	
		

ܴ݁∗ ൌ
ܪ∗ݑ

ߥ
	 	 (16)	

based	on	 the	 friction	 velocity,	 ∗ݑ ൌ ඥ߬଴ ⁄ߩ ,	 represents	 the	 ratio	 between	 the	 inertial	
and	 the	 viscous	 forces.	 Here,	 	,ܪ is	 the	 depth	 of	 the	 surface	 mixed‐layer	 (generally	
considered	 as	 a	 quasi‐homogenous	 region	 in	 the	 upper	 ocean	 characterized	 of	 little	
variation	 in	 density	 and	 temperature	 with	 depth	 [Kara	 et	 al.,	 2000]).	 It	 is	 here	
assumed	to	be	represented	by	the	computational	domain	depth	ܮ௭.	The	validity	of	this	
assumption	 is	 discussed	 in	 section	 3.3.	 The	 fourth	 variable	 is	 a	 Richardson	 number	
defined	as	
	

ܴ݅ ൌ
஻ఔ

௨∗
ర	,	 	 (17)	

representing	the	ratio	between	the	buoyancy	and	shear	forcing.	Here	ܤ ൌ ଴ܳ݃ߚ ⁄௣ܿߩ 	is	
the	buoyancy	flux	just	below	the	surface.	ܴ݅	will	be	used	in	section	3.5	as	a	measure	of	
the	transition	from	buoyancy‐	to	shear‐dominated	gas	transfer.	
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3.3 Influence	of	natural	convective	forcing	and	surface	mixed	layer	
thickness	on	gas	transfer	velocity	
The	 momentary	 temperature	 fields	 at	 the	 surface	 for	 three	 different	 surface	 heat	
fluxes	are	given	in	Figure	10.	The	upper	row	(Figures	10a‐c)	shows	the	temperature	
variation	 in	 dimensional	 units	 (°C)	 whereas	 the	 temperature	 has	 been	 normalized	
with	the	inner	temperature	scale	ܶା	in	the	lower	row	(Figures	10d‐f).	It	can	in	be	seen	
that	the	flow	features	typically	become	smaller	for	stronger	natural	convection	forcing.	
The	 temperature	 variation	 is	 increasing	 at	 the	 same	 time	 (i.e.,	 a	 higher	 surface	 heat	
flux	 gives	 higher	 buoyancy	 flux	 which	 results	 in	 smaller	 flow	 features	 and	 larger	
temperature	 variation).	 The	 larger	 temperature	 variation	 is	 seen	 as	 an	 increasing	
contrast	 in	 Figures	 10a	 to	 10c	The	 strength	 and	 validation	 of	 the	 scaling	practice	 is	
shown	in	Figures	10d‐f	where	it	is	seen	that	the	temperature	variation	scales	well	with	
the	inner	temperature	scale	ܶା ∝ ܳ଴

ଷ ସ⁄ 	(approximately	the	same	contrast,	which	here	
represents	the	normalized	temperature	variation).		
	
Statistics	 for	 temperature	 and	 scalar	 concentrations	 for	 these	 cases	with	 a	 heat	 flux	
variation	as	well	as	for	the	cases	with	a	depth	variation	are	presented	in	Figure	11.	It	
shows	the	horizontally	averaged	rms	and	mean	values	of	the	temperature	and	scalar	
concentrations.	 The	 convective	 inner	 scales	 for	 length,	 temperature,	 and	 scalar	
concentration	have	been	used	 for	 the	normalization.	 It	 can	be	seen	 that	 these	scales	
collapse	the	results	for	both	the	temperature	and	scalar	concentration	very	well.	This	
is	 interesting	since	all	of	 the	 inner	scales	(ܶା,	ݏା,	and	ܮା)	that	are	used	in	Figure	11,	
are	functions	of	either	the	heat	or	scalar	flux,	and	ܵܿ,	݊,	ߥ,	and	ܤ	but	not	the	vertical	
dimension	of	the	computational	domain.	This	is	also	manifested	in	Figure	9	in	Paper	I	
where	 the	 transfer	 velocity	 dependence	 of	 the	 buoyancy	 flux	 and	 domain	 depth	 is	
presented.	There	is	a	clear	transfer	velocity	dependence	of	the	buoyancy	flux	݇ ∝ ଵܤ ସ⁄ 	
but	only	a	very	limited	dependence	of	the	domain	depth.	Furthermore,	it	is	shown	in	
Paper	I	that	outer	scaling,	that	includes	the	domain	depth	for	buoyancy	driven	flows,	
does	not	scale	the	near‐surface	processes	as	apt	as	the	inner	scaling.	This	implies	that,	
(i)	 for	 large	enough	depths,	 the	surface	mixed	 layer	 thickness	does	not	 influence	 the	
gas	 transfer	velocity,	 (ii)	 the	gas	 transfer	velocity	 is	 a	 function	of	 the	buoyancy	 flux,	
and	(iii)	the	domain	depth	in	the	simulations	is	large	enough	to	model	the	processes	in	
the	surface	mixed	layer	for	near‐surface	processes	as	the	interfacial	gas‐flux	processes.	
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Figure	10.	Momentary	temperature	fields	at	the	surface	for	three	different	surface	heat	fluxes	
where	ܳ଴ ൌ 100	ܹ݉ିଶ	is	the	base	case	heat	flux.	The	upper	row	(a‐c)	shows	the	temperature	
ܶ െ തܶ 	and	the	lower	row	(d‐f)	shows	the	normalized	temperature	ሺܶ െ തܶሻ ܶା⁄ 	with	a	common	
scale.	 തܶ 	 is	 the	domain	mean	 temperature	and	ܶା ൌ ܳ଴ܲݎ௡ሺߥܤሻିଵ ସ⁄ 	 is	 the	convective	 inner	
scale.	These	cases	are	presented	as	,ܮܤ2ݏ	ܤ2ݏ,	and	ܪܤ2ݏ	in	Paper	I.		
	
Furthermore,	Figure	11	shows	that	 ௥ܶ௠௦	and	ܵ௥௠௦	differ	close	to	the	surface	due	to	the	
two	different	surface	boundary	conditions	for	the	temperature	(constant	heat	flux	i.e.	
constant	temperature	gradient)	and	scalar	(constant	concentration).	Nevertheless,	the	
figure	also	shows	that	the	mean	gradients	are	very	similar.	This	is	interesting	from	a	
gas‐transfer‐velocity	 point	 of	 view,	 since	 the	 mean	 temperature	 magnitudes,	 as	 a	
function	 of	 the	 depth,	 are	 used	 in	 the	 parameterization	 based	 on	 the	 heat	 flux	
(equation	 (8)).	 This	 high	 similarity	 therefore	 gives	 reason	 to	 believe	 that	 the	
parameterization	based	on	the	heat	flux	will	work,	as	discussed	further	in	Section	3.7.	
	

a) b) c) 

d) e) f ) 

Q଴ ൌ 200	ሾWmିଶሿ	Q଴ ൌ 100 ሾWmିଶሿ	Q଴ ൌ 50	ሾWmିଶሿ	

ሺT െ Tഥሻ Tା⁄ 	

T െ Tഥ	
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Figure	11.	Mean	and	rms	 temperature	 (black)	and	scalar	concentration (blue)	normalized	
with	convective	inner	scales,	ܶା	and	ݏା.	The	depth	is	normalized	with	ܮା.	The	inset	is	a	zoom	
of	the	near‐surface	area.	The	different	cases	are	difficult	to	distinguish	 in	the	plot	since	the	
normalization	collapse	the	results	very	well.	These	cases	are	presented	as	,ܤ2ݏ	,ܮܤ2ݏ	ܪܤ2ݏ,	
	.I	Paper	in	ܦܤ2ݏ	and	,ܵܤ2ݏ
	

3.4 	Influence	of	gas	diffusivity	and	surfactants	on	the	gas	transfer	
velocity	
The	influence	of	gas	diffusivity	was	studied	in	Paper	I	by	modeling	scalars	with	ܵܿ ൌ 7,	
150,	and	600	respectively.	These	ܵܿ ൌ ߥ ⁄ܦ 	numbers	were	chosen	as	(i)	one	equivalent	
with	the	ܲݎ ൌ ߥ ⁄ߙ 	number	which	can	be	seen	as	the	ܵܿ	number	for	heat,	(ii)	one	that	
is	equal	to	the	ܵܿ	number	usually	used	for	COଶin	fresh	water,	and	(iii)	one	in‐between.	
	
According	to	Ficks	law	given	in	equation	(1),	the	diffusive	gas	flux	depends	linearly	on	
the	diffusivity.	This	means	in	general	that,	in	order	to	maintain	the	same	gas	flux,	the	
gas	concentration	gradient	must	be	larger	for	a	gas	with	low	molecular	diffusivity	than	
for	 a	 gas	 with	 high	 molecular	 diffusivity.	 A	 larger	 concentration	 gradient	 can	 be	
achieved	 by	 either	 a	 thinner	 boundary	 layer	 or	 a	 larger	 concentration	 difference	
across	 the	 layer.	 It	 is	 shown	 in	 Figures	 12a‐b	 to	 be	 both.	 Here	 both	 the	 diffusive	
boundary	layer	thickness,	ߜ଺଴଴,	is	thinner	and	the	concentration	difference	is	larger	for	
a	scalar	with	ܵܿ ൌ 600	than	for	a	scalar	with	ܵܿ ൌ 150	and	even	more	so	for	ܵܿ ൌ 7.	
This	 tendency	 can	 be	 seen	 to	 be	 amplified	 for	 the	 no‐slip	 condition	 (Figure	 12b)	
compared	 to	 the	 slip	 condition	 (Figure	 12a).	 Both	 the	 changing	 boundary‐thickness	
and	concentration‐difference	scale	well	with	ܮା	and	ݏା	with	݊ ൌ 1 2⁄ 	and	݊ ൌ 2 3⁄ 	for	
slip	and	no‐slip,	respectively	(Figures	12c‐d).		
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Figure	12. Mean	scalar	concentration	for	slip	and	no‐slip	boundary	conditions.	Concentrations	
and	the	sublayer	thicknesses,	ߜ,	are	given	for	scalars	with	ܵܿ	numbers	equal	to	7,	150	and	600.	
(a)	Slip	boundary	conditions.	The	results	 for	ܤ2ݏ	(base	case	mesh	resolution)	are	presented	
with	a	full	line	while	the	results	for	ܨ2ݏ	(fine	horizontal	mesh	resolution)	are	presented	with	a	
dash‐dotted	line.	The	results	are	very	similar	and	therefore	the	full	and	dash‐dotted	lines	are	
difficult	 to	distinguish	 in	 the	plot.	 (b)	No‐slip	boundary	 conditions,	݊2ܤ.	 (c‐d)	as	 (a‐b)	but	
scaled	with	 inner	scales	ܮାand	ݏା	with	݊ ൌ 1 2⁄ 	and	݊ ൌ 2 3⁄ 	 for	slip	and	no‐slip	boundary	
conditions,	respectively.	(Part	of	Figure	13	in	Paper	I)	
	
A	higher	ܵܿ	number	(i.e.	lower	diffusivity)	requires	in	general	a	finer	mesh	resolution	
in	order	to	be	fully	resolved.	The	effect	of	a	too	coarse	mesh	can	be	seen	(Figure	12	in	
Paper	I)	as	oscillations	in	the	concentration	for	the	higher	ܵܿ	numbers.	It	is,	however,	
argued	with	support	from	the	mesh	sensitivity	analysis,	also	performed	in	Paper	I,	that	
the	uncertainty	in	the	results	due	to	too	coarse	mesh	resolution	is	acceptable	for	the	
averaged	flow	quantities	of	interest	for	the	gas‐exchange	evaluation.	It	can	e.g.,	be	seen	
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in	Figure	12a	that	case	ܤ2ݏ	and	ܨ2ݏ	give	virtually	the	same	scalar	mean	concentration	
although	ܨ2ݏ	has	a	finer	mesh	resolution	than	the	base	case	ܤ2ݏ.		
	
The	influence	of	the	abundance	of	surfactants	for	flows	driven	by	natural	convection	is	
studied	in	Paper	II.	The	results	show	that	the	surfactant	influence	depends	both	on	the	
mean	surfactant	abundance	at	the	surface	and	on	the	turbulent	conditions	in	the	flow	
underneath	 the	 surface.	 Furthermore,	 it	 is	 possible	 to	 estimate	 this	 influence	 by	 a	
turbulence‐surfactant	parameter	ߚா	expressing	the	ratio	of	elastic	to	inertial	forces.	By	
increasing	the	surfactant	abundance	it	is	also	found	that	there	eventually	is	a	saturated	
surfactant	 abundance.	 At	 this	 abundance,	 the	 studied	 flow	 parameters	 (i.e.	 rms	
velocity,	 rms	and	mean	 temperature,	dissipation	and	mean	absolute	divergence)	are	
not	 affected	 further	 for	 an	 increased	 abundance.	 It	 is	 further	 shown	 that	 there	 is	 a	
smooth	transition	for	these	flow	parameters	from	the	clean	to	the	saturated	surfactant	
condition	(Figure	4	in	Paper	I).	
	
In	Paper	I	the	results	from	Paper	II	are	compared	to	the	results	with	a	slip	and	a	no‐
slip	 boundary	 condition.	 This	 is	 done	 in	 order	 to	 find	 out	 if	 the	 less	 resource‐
demanding	 no‐slip	 boundary	 condition	 can	 be	 used	 to	 study	 flow	 conditions	 with	
surfactants.	 It	 is	 shown	 that	 the	results	 for	 the	no‐slip	boundary	conditions	are	very	
similar	to	the	saturated	surfactant	case	except	for	the	rms	horizontal	velocity	close	to	
the	surface.	This	 is	zero	for	no‐slip	and	non‐zero	for	surfactant	boundary	conditions.	
At	a	first	glance,	it	is	surprising	that	the	flow	divergence	(which	is	important	for	gas‐
exchange)	 can	 have	 a	 similar	 behavior	 for	 the	 two	 different	 boundary	 conditions	
although	the	rms	horizontal	velocities	differ	close	to	the	surface.	The	similarity	in	flow	
divergence	 can	 be	 explained	 by	 a	 decomposition	 of	 the	 horizontal	 flow	 into	 a	
solenoidal	 and	 an	 irrotational	 component	 (see	 Figure	 13)	 [Hasegawa	 and	 Kasagi,	
2008].	A	surfactant	boundary	condition	mainly	dampens	the	 irrotational	component,	
which	 is	 the	 dominating	 contributor	 to	 the	 horizontal	 flow	 divergence	 while	 the	
solenoidal	 component	 is	 less	 dampened	 and	 still	 contributes	 to	 the	 rms	 horizontal	
velocity.	 To	 summarize,	 it	 is	 therefore	 found	 that	 a	 slip	 and	 a	 no‐slip	 boundary	
condition	 can	 be	 used	 to	 model	 a	 clean	 and	 a	 saturated	 surfactant	 condition,	
respectively,	when	studying	gas	transfer.	
	
	

	
	
Figure	 13.	 Decomposition	 of	 the	 interfacial	 velocity	 vector	 into	 (a)	 solenoidal	 and	 (b)	
irrotational	components.	(Figure	4	in	Hasegawa	and	Kasagi	[2008])	
	
The	 resulting	 transfer	 velocities,	 ݇௦,	 for	 slip	 and	 no‐slip	 boundary	 conditions	 for	
scalars	 with	 ܵܿ ൌ 7,	 ܵܿ ൌ 150,	 and	 ܵܿ ൌ 600	 are	 shown	 in	 Figure	 14.	 The	 transfer	
velocity	decreases	by	a	 factor	of	approximately	3	 for	a	no‐slip	(surfactant‐saturated)	
compared	to	a	slip	(clean)	boundary	conditions,	which	matches	laboratory	results	for	
gas	 transfer	 velocities	 for	 clean	 and	 contaminated	 surfaces	 [McKenna	 and	McGillis,	
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2004].	 The	difference	 is	 decreasing	with	decreasing	 ܵܿ	 and	 is	 approximately	 1.5	 for	
ܵܿ ൌ 7.	
	
Furthermore,	 it	 is	 seen	 that	 the	 results	 for	 the	 gas	 transfer	 dependence	 of	 the	 ܵܿ	
numbers	 closely	 follow	 theoretical	 derivations	 [e.g.,	 Ledwell,	 1984].	 The	 DNS	 give	
݇ௌ௖ ൌ ݇଺଴଴ሺܵܿ 600⁄ ሻି௡	with	݊ ൎ 0.521	and	ൎ 0.668	,	whilst	݊ ൌ 1 2⁄ 	and	݊ ൌ 2 3⁄ 	in	the	
theoretical	derivation	for	slip	and	no‐slip,	respectively.	This	is	the	first	time	to	the	best	
of	 our	 knowledge	 that	 this	 Sc	 dependency	 has	 been	 confirmed	with	 DNS.	 The	 close	
agreement	with	the	result	of	the	theoretical	derivation	is	 interesting	since	it	 is	based	
on	the	ݓ௥௠௦ሺݖሻ	in	the	vicinity	of	the	surface,	and	the	assumption	that	ݓ௥௠௦ሺݖሻ ∝ 	a	for	ݖ
clean	 surface	 (slip)	 and	 ሻݖ௥௠௦ሺݓ ∝ 	ଶݖ for	 a	 surface	 with	 surfactants	 (no‐slip).	 This	
assumption	 is	 as	 shown	 in	Paper	 I	 only	valid	 for	 the	 innermost	part	of	 the	diffusive	
boundary	layer	for	ܵܿ ൌ 7,	which	in	turn,	implies	that	it	actually	is	the	processes	in	the	
very	 vicinity	 of	 the	 water	 surface	 that	 controls	 the	 gas	 exchange	 during	 natural	
convection.		
	

	
	
	

Figure	14. Scalar	transfer	velocity	for	cases ܨ2ݏ	,ܤ2ݏ (both	slip,	clean surface)	and	݊2ܤ	(no‐
slip,	saturated	surfactant)	for	three	passive	scalars	with	Schmidt	number ܵܿ ൌ 7,	ܵܿ ൌ 150,	
and	ܵܿ ൌ 600,	respectively.	The	results	 for	the	base	case	ܤ2ݏ	and	the	case	with	 finer	mesh	
resolution,	 	difficult	are	,ܨ2ݏ to	distinguish	 since	 they	are	 very	 similar.	Dashed	and	dotted	
lines	correspond	to	݊ ൌ 1 2⁄ 	and	݊ ൌ 2 3⁄ 	and	originate	from	݇௦,଺଴଴	for	the	slip	and	no‐slip	
boundary	condition	case	respectively.	
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Here	the	parameterization	of	the	transfer	velocity	for	pure	natural	convection		
	

݇௦ ൌ ሻଵߥܤሺ	஻௨௢௬ܣ ସ⁄ 	ܵܿି௡	,	 	 (18)	

can	be	presented	before	the	results	for	the	cases	with	combined	buoyancy	and	shear‐
stress	 forcing	are	presented	 in	the	section	to	come.	ܣ஻௨௢௬ ൌ 0.4	 is	a	transfer	velocity	
coefficient	and	݊ ൎ 1 2⁄ 	for	slip	(clean)	and	݊ ൎ 2 3⁄ 	for	no‐slip	(saturated	surfactant)	
boundary	conditions	at	the	surface.	

3.5 Influence	of	combined	wind	and	buoyancy	forcing	on	the	gas	
transfer	velocity	
One	 of	 the	 major	 contributions	 of	 this	 thesis	 is	 to	 find	 at	 which	 conditions	 the	
buoyancy‐	 and	wind‐forcing	 dominate	 the	 gas	 transfer	 velocity.	 The	 results	 for	 low	
wind	 speed	 conditions	 ( ଵܷ଴ ൏ 	(ଵିݏ2݉ from	 the	 numerical	 study	 in	 Paper	 III	 are	
discussed	in	this	section	while	the	results	for	intermediate	wind	speed	from	the	field	
measurements	presented	in	Paper	IV	will	be	discussed	in	section	3.6.	
	
In	order	to	help	the	reader	we	repeat	that	the	cases	are	named	with	(i)	a	number	for	
the	 shear‐based	Reynolds	 number	 ܴ݁∗ ൌ ௭ܮ∗ݑ ⁄ߥ ,	which	 describes	 the	 ratio	 between	
inertial	and	viscous	forces,	and	(ii)	a	ܤ	for	Buoyancy	or	ܰܤ	for	No‐Buoyancy.	The	case	
	.I	Paper	in	ܤ2ݏ	case	the	with	identical	is	III	Paper	in	ܤ0
	
The	 flow	 pattern	 for	 buoyancy	 driven	 flows	 is	 characterized	 by	 thin	 descending	
plumes	of	cold	dense	water,	warm	wider	ascending	plumes,	and	occasionally	surface‐
normal	vortices.	The	surface	normal	scalar	flux	follow	this	pattern	(Figures	9a	and	d).	
Figure	15	shows	snapshots	of	 the	surface	normal	 scalar	 flux	 fields	at	 the	surface	 for	
the	 case	 	ܤ0 (pure	 convective	 forcing)	 and	 the	 cases	with	 combined	 and	 pure	 shear	
forcing.	It	is	seen	that	once	the	shear	stress	is	applied	to	the	surface	(in	the	ݔ‐direction	
towards	right	in	the	figures),	the	pattern	and	vortices	start	to	be	bended	and	stretched	
and	a	fish‐scale	pattern	becomes	visible.	
	
Wall‐bounded	 flows	 have	 been	 shown	 to	 typically	 create	 streaky	 structures	 in	 the	
vicinity	of	the	wall	with	a	spanwise	spacing	of	about	100ܮ∗	[e.g.,	Kim	and	Moin,	1989;	
Kim	 et	 al.,	 1987].	 Later	 it	 was	 shown	 to	 be	 valid	 for	 temperature	 fields	 and	 slip	
boundary	 conditions	 as	well	 [e.g.,	Handler	 et	al.,	 2001].	 It	 can	 now	be	 seen	 that	 the	
coherent	structures	 in	 the	 fish‐scale	patterns	 follows	 this	streak	 spacing	 length	scale	
well	 for	 cases	driven	by	pure	 shear‐stress	 	ܤ180ܰ	and	ܤ120ܰ) in	Figure	15).	 It	 can,	
however,	 also	 be	 seen	 that	 these	 coherent	 structures	 typically	 are	 finer	 with	 than	
without	 buoyancy	 comparing	 	with	ܤ120 	ܤ120ܰ and	 	with	ܤ180 	.ܤ180ܰ The	 scalar	
flux	variation	is	increasing	with	increasing	shear	forcing	and	the	variation	is	higher	for	
pure	 shear	 forcing	 than	 for	 combined	 forcing.	 These	 difference	 between	 cases	with	
pure	 shear	 and	 combined	 forcing	 decrease	 with	 increasing	 shear‐stress	 (increasing	
ܴ݁),	indicating	that	the	buoyancy	forcing	becomes	less	important.	It	is	in	the	following	
shown	 that	 this	 transition	 in	 the	 scalar	 flux	 pattern	 (decreasing	 difference)	 is	
accompanied	by	transitions	in	many	other	flow	characteristics	and	eventually	the	gas	
transfer	velocity.	
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Figure	 15. Normalized	 surface‐normal	 scalar	 flux fields.	 The	 cases	 are	 named	 as	 the	
ܴ݁∗ ൌ ߥ∗ݑ ⁄ܪ 	and	ܤ	for	ܤouyancy	and	ܰܤ	for	ܰo‐ܤuoyancy.	The	same	scaling	is	used	for	all	
subplots.	The	length	scale	100ܮ∗,	where	ܮ∗ ൌ ߥ ⁄∗ݑ ,	is	indicated	in	the	subplots	for	cases	with	
∗ݑ ൐ 0.	 Case	 60B	 is	 not	 shown	 in	 Paper	 III	 since	 it	 needs	 further	 sampling	 time	 before	
statistical	post	processing.	The	simulation	has,	however,	reached	its	steady	state	condition	so	
that	a	snapshot	can	be	used	as	is	done	in	this	figure.		
	
Figure	16	shows	the	surface‐normal	scalar	flux	at	the	surface,	the	scalar	concentration	
in	the	interior	and	iso‐surfaces	of	the	positive	and	negative	streamwise	vorticity	Ω௫.	By	
comparing	 Figure	 9	 with	 Figure	 16,	 the	 transition	 from	 buoyancy	 to	 shear	 stress	
dominated	flow	can	be	seen	within	the	interior	of	the	flow	as	well.	It	is	shown	that	the	
vorticity	 cores	 are	more	 elongated	 and	 surface‐centered	 for	 increasing	 shear‐stress.	
Furthermore,	it	can	be	seen	that	the	variation	of	the	normalized	surface‐normal	flux	is	
increasing	 (note	 the	 different	 scales)	with	 streaks	 of	 intense	 flux	 (red)	 as	 the	 shear	
stress	 is	 increased.	 The	 zoomed	 square	 shows	 the	 interplay	 of	 streamwise	 vorticity,	
scalar	concentration	and	surface‐normal	scalar	flux	clearer.	Here	it	is	seen	that	water	
with	 low	 scalar	 concentration	 is	 drawn	 downwards	 (downwelling)	 between	 the	
vorticity‐cores	 shifting	 from	positive	 to	 negative	 in	 the	 	direction‐ݕ (diagonally	 from	
the	left	to	the	right).	This	phenomenon	is	similar	to	the	thin	plumes	of	dense	water	in	
the	 case	 with	 no	 shear	 shown	 in	 Figure	 9.	 Concurrently,	 areas	 of	 thin	 diffusive	
boundary‐layers	are	formed	between	the	vorticity‐cores	changing	sign	from	negative	
to	 positive,	 and	 these	 areas	 then	 coincide	 as	 expected	 with	 areas	 of	 high	 surface‐
normal	scalar‐flux	(upwelling).	
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Figure	16.	Snapshots	for	case	60ܤ	(low	left)	and	240ܤ (low	right)	and	a	blow‐up	from	case	
௦ܨ	flux	scalar	Surface‐normal	.ܤ240 ⁄௦଴ܨ 	at	the	surface	and	scalar	concentration	ݏ ⁄௦଴ܨ 	in	the	
interior	of	the	domain.	Isosurfaces	of	normalized	streamwise	vorticity	ߗ௫ ሺݑ∗ଶ ⁄ߥ ሻ⁄ 	equal	0.25	
and	െ0.25	colored	red	and	blue,	respectively.	(Figure	3	in	Paper	III).	
	
The	scalar	transfer	velocities	݇௦,଻		increase	linearly	with	ݑ∗	for	cases	with	pure	shear‐
stress	 forcing	 (Figure	 17a).	 These	 results	 are	 close	 to	 the	 measurements	 of	 gas	
transfer	velocities	in	a	wind	tank	[Jahne	et	al.,	1987]	
	

݇௃ଵଽ଼଻ ൌ ,௡ିܿܵ∗ݑఞ௃ଵଽ଼଻ܣ ௃ଵଽ଼଻ܣ ൌ 8.9ିଵ,		 	 (19)	

given	 in	 the	 same	 figure.	 Combined	 forcing	 gives	 on	 the	 other	 hand	 a	more	 or	 less	
constant	 ݇௦,଻	 for	 low	 	,∗ݑ and	 then	 ݇௦,଻	 seems	 to	 connect	 to	 the	 linear	 trend	 as	 	∗ݑ
increases.	Another	way	of	expressing	this	can	be	seen	in	Figure	17b	where	݇௦,଻ ⁄∗ݑ 	as	a	
function	of	ܴ݅	is	presented	following	equation	(15).	Here	݇௦,଻ ⁄∗ݑ 	is	declining	down	to	a	
limiting	 magnitude	 for	 decreasing	 Ri.	 This	 limiting	 magnitude	 is	 set	 by	 the	 no‐
buoyancy	cases.	A	Richardson	number	ܴ݅ ൎ 0.004	 is	 found	 to	express	 the	conditions	
when	the	scalar	transfer	starts	to	change	from	being	dominated	by	buoyancy	forcing	
to	shear‐stress	forcing	which	is	relevant	for	determining	the	buoyancy	influence	[e.g.,	
Macintyre	et	al.,	2002;	Read	et	al.,	2012;	Rutgersson	and	Smedman,	2010].		
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Figure	 17. (a)	 The	 scalar	 transfer	 velocity	 ݇௦,ௌ௖ ൌ ௦,ௌ௖ܨ ⁄ௌ௖ݏ߂ . Circles	 denote	 cases	 with	
buoyancy	and	 squares	denote	no‐buoyancy	 cases.	The	dashed	and	dash‐dotted	 lines	denote	
the	wind	 parameterizations	with	݊ ൌ 1 2⁄ 	 according	 to	 equations	 (5)	 and	 (6)	 respectively.	
The	 solid	 line	denotes	a	 linear	 increase	of	 the	 transfer	velocity	as	a	 function	of	 the	 friction	
velocity	[Jahne	et	al.,	1987].	(b)	Transfer	velocity	constant	݇௦,଻ ⁄∗ݑ 	according	to	equation	(15)	
as	a	function	of	ܴ݅.	(Figure	6	and	7b	in	Paper	III)	
	

3.6 Observational	results	at	higher	wind	speeds,	and	speculations	
about	the	influence	of	waves	
The	 transfer	 velocity	 estimations	 based	 on	 the	 flux‐chamber	 and	 dissipation	
parameterization,	 and	 the	 quantities	 significant	 wave	 height	 	,(௦ܪ) and	 IR	 surface	
velocity	 ( ௥ܸ௠௦)	 show	 a	 close	 relationship	 (Figure	 18).	 The	 uncertainty	 in	 the	
dissipation	 parameterization,	 however,	 increased	 for	 low	 dissipation	 rates	 since	 the	
turbulence	signal	then	was	dominated	by	waves	and	instrument	noise.	Hence,	transfer	
velocities	using	the	dissipation	parameterization	that	are	below	2 ∙ 10ିହ	݉ିݏଵ	are	not	
presented	 in	 Figure	 18.	 Nevertheless,	 a	 significant	 linear	 relationship	 was	 found	
between	the	transfer	velocity	estimations	by	the	flux‐chamber	method	and	dissipation	
parameterizations	and	the	significant	wave	height.	A	linear	fit	gave	
	

݇௚,ீଶ଴ଵଷ,଺଴଴ ൌ ሺ1.95 ∙ 10ିସ േ 4.9 ∙ 10ି଺ሻܪ௦ ൅ ሺ4.9 ∙ 10ି଺ േ 1.5 ∙ 10ି଺ሻ.	 (20)	

No	local	wind	measurements	were	available	from	the	experiment,	but	it	is	reasonable	
to	assume	 that	 the	wave	heights	 can	be	 related	 to	 the	wind	 speed	and	 fetch,	߯	 [e.g.,	
Hasselmann	et	al.,	1976].	For	a	fetch	of	about	3	km,	which	is	reasonable	for	the	Bornö	
site	at	the	given	wind	direction,	this	equation	can	be	transformed	into	
	

݇௚,ீଶ଴ଵଷ,଺଴଴ ൌ ሺ5.4 ∙ 10ି଺ േ 3.7 ∙ 10ି଻ሻ ଵܷ଴ ൅ ሺ4.8 ∙ 10ି଺ േ 1.5 ∙ 10ି଺ሻ.	 (21)	
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Figure	18.	Comparison	 of	 transfer	 velocities	using	 the flux‐chamber	method	 (filled	 circles),	
dissipation	 parameterization	 (plus	 signs),	 significant	wave	 height	 (diamonds),	 and	 IR	 rms	
surface	velocity	(filled	triangles).	(Figure	7	in	Paper	IV).	
	
The	slope	of	equation	(21)	is	close	to	the	slope	of	݇௚,௃ଵଽ଼଻	for	݊ ൌ 1 2⁄ 	and	rather	close	
to	the	transfer	velocity	forced	by	shear	stress	only,	see	section	3.7.3.	 It	can	therefore	
be	argued	that	it	actually	is	the	shear	stress	rather	than	the	waves	that	enhance	the	gas	
transfer	velocity	(elaborated	in	Paper	III).	If	so,	the	significant	wave	height	can	still	be	
a	good	proxy	for	the	integrated	effect	of	the	shear	stress,	and	thereby	the	gas	flux,	over	
the	area	of	interest.	In	order	to	make	equation	(21)	more	general,	the	equation	can	be	
transformed	to	include	the	significant	wave	height	and	fetch	(see	Paper	IV).	
	
There	 was	 also	 a	 good	 correlation	 between	 the	 transfer	 velocity	 and	 the	 rms	
horizontal	 surface	 velocity	 estimated	 from	 PIV	 (from	 IR	 images).	 This	 can	 be	
expressed	as	
	

	݇௚,௥௠௦,଺଴଴ ൌ ௥௠௦ܣ ∙ ௥ܸ௠௦ ൅ 		௥௠௦ܤ 	 (22)	

where	ܣ௥௠௦	and	ܤ௥௠௦	are	constants.	This	close	relationship	for	 ௥ܸ௠௦	is	unexpected	since	
there	 is	 no	 direct	 relation	 between	 the	 rms	 horizontal	 surface	 velocity	 and	 the	 rms	
near‐surface	vertical	velocity	which	may	be	expected	to	be	important	for	gas	exchange	
(see	 the	 discussion	 regarding	 solenoidal	 and	 irrotational	 components	 in	 section	 3.4	
and	Figure	13).	A	 reasonable	 explanation	 for	 the	 close	 ݇ െ ௥ܸ௠௦	 relationship	may	be	
found	 in	 the	 close	 relationship	between	 the	 significant	wave	height	 and	 the	 transfer	
velocity,	 since	estimated	rms	wave	orbital	velocities	agree	 fairly	well	with	 ௥ܸ௠௦	 from	
the	IR/PIV‐measurements.	In	that	case,	even	this	correlation	is	caused	by	the	influence	
of	wind	stress	on	both	gas	transfer	and	waves.		
	
One	 example	 of	 the	 temperature	 field	 used	 for	 PIV	 is	 shown	 in	 Figure	 8	 (from	 IR	
images).	It	shows	a	similar	temperature	pattern	as	the	low	shear‐stress	cases	shown	in	
Figure	 15.	 Even	 though	 the	 DNS	 results	 show	 that	 the	 surface	 divergence	
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parameterization	 works	 well,	 the	 transfer	 velocity	 estimation	 using	 the	 surface	
divergence	 from	 the	 IR/PIV‐measurement	 failed	 to	 give	 good	 correlation	 with	 the	
results	 from	 the	 other	 estimation	methods.	 This	 is,	 however,	most	 likely	 not	 due	 to	
problems	with	the	divergence	parameterization	but	rather	the	result	of	a	need	of	finer	
spatial	resolution	of	the	velocity	field	in	the	IR/PIV	method.	Otherwise,	the	important	
small‐scale	divergence	is	not	properly	taken	into	account	in	the	estimation	of	the	total	
divergence.	

3.7 Parameterizations	of	the	gas	transfer	velocity	

 Based	on	diffusivity,	surfactants,	and	shear‐stress	and	buoyancy	3.7.1
forcing	
Paper	I	shows	that	the	transfer	velocity	for	pure	buoyancy	forcing	is	well	represented	
by	equation	(18).	It	is	here	interesting	to	see	the	evident	relationship	to	the	buoyancy	
flux	and	that	there	is	no	influence	of	the	depth	for	large	enough	depths.	It	can	also	be	
seen	that	the	Schmidt	exponent	closely	follows	the	theoretical	derivation	for	slip	and	
no‐slip	 wall	 conditions.	 It	 should,	 though,	 be	 noted	 that	 the	 kinematic	 viscosity	 is	
included	 into	 equation	 (18)	 from	dimensional	 considerations	only	 and	has	not	 been	
altered	in	the	analysis.	
	
The	parameterization	for	the	combined	forcing	is	more	complex	taking	both	the	shear‐
stress	 and	 the	 buoyancy	 forcing	 into	 account.	 Paper	 III	 presents	 three	 different	
parameterizations.	The	rationale	for	three	parameterizations	is	(i)	that	the	users	of	the	
parameterizations	might	have	specific	needs	for	their	implementation	and	(ii)	that	the	
parameterizations	 represent	 different	 ways	 of	 interpreting	 the	 physics.	 The	 first	
parameterization	is	based	on	a	hypothesis	that	the	forcings	from	buoyancy	and	shear	
stress	are	additive	resulting	in		
	

k୥,ୱ୳୫ ൌ Aௌ௛௘௔௥u∗ሺRi Riୡ⁄ ൅ 1ሻଵ ସ⁄ Scି୬,		 	 (23)	

where	Riୡ ൌ ൫ܣௌ௛௘௔௥ ⁄஻௨௢௬ܣ ൯
ସ
	 is	 a	 critical	Richardson	number	and	ܣௌ௛௘௔௥ ൌ 0.1	 is	 the	

transfer	 velocity	 coefficient	 for	 shear‐stress	 forcing.	 It	 is	 based	 on	 the	 dissipation	
parameterization	 (equation	 (9))	 and	 makes	 use	 of	 the	 fact	 that	 the	 forcings	 from	
buoyancy	 and	 shear	 scale	 as	 	ܤ and	 ସ∗ݑ ⁄ߥ ,	 respectively.	 This	 parameterization	
(equation	(23))	is	for	ܳ଴ ൌ 	50, 100,	and	200	ܹ݉ଶ	drawn	in	green	in	Figure	19.	
	
The	 other	 two	 parameterizations	 are	 based	 on	 the	 hypothesis	 that	 the	 transfer	
velocity	can	be	seen	to	be	in	two	different	states.	The	first	state	is	buoyancy	driven	and	
the	 second	 state	 is	 shear‐stress	 driven.	 The	 transition	 from	 one	 state	 to	 another	 is	
defined	by	a	 critical	Richardson	number.	These	 two	parameterizations	either	use	an	
error	function	as	
	

݇௚,௘௥௙ ൌ

ቈܣ஻௨௢௬ሺߥܤሻଵ ସ⁄ ݂ݎ݁ ൬
ோ௜

ோ௜೎,೐ೝ೑
൰ ൅ ∗ݑௌ௛௘௔௥ܣ ቆ1 െ ݂ݎ݁ ൬

ோ௜

ோ௜೎,೐ೝ೑
൰ቇ቉ ܵܿି௡	

	 	

(24)	
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or	a	piecewise	linear	function	as	
	

݇௚ ൌ ቊ
ሻଵߥܤሺ	஻௨௢௬ܣ ସ⁄ 	ܵܿି௡, ܴ݅ ൐ ܴ݅௖
ௌ௛௘௔௥ܣ ,௡ିܿܵ	∗ݑ ܴ݅ ൏ ܴ݅௖ .

	 	 (25)	

Equation	(24)	is	drawn	for	ܳ଴ ൌ 	50, 100,	and	200 ܹ݉ଶ in	red	with	ܴ݅௖,௘௥௙ ൌ 0.01	and	
equation	 (25)	 is	 drawn	 for	 ܳ଴ ൌ 100	 in	 yellow	 in	 Figure	 19.	 All	 three	
parameterizations	(23)‐(25)	converge	at	high	as	well	as	low	ܴ݅.	
	

	
	
	

Figure	19.	The	gas	 transfer	velocity	constant	݇௚,଻ according	 to	equations (23) in	green	and	
(24)	in	red	for	ܳ଴ ൌ 50, 100,	and	200	ܹ݉ଶ.	The	scalar	transfer	velocities	for	pure	buoyancy	
forcing	with	ܳ଴ ൌ 	50	and	200	ܹ݉ଶ	are	marked	with	 filled	markers	and	were	presented	 in	
Paper	I.	The	transfer	velocities	for	the	pure	buoyancy	and	shear	forcing	(equation	(25))	are	
indicated	in	yellow.	(Figure	9	in	Paper	III)	
	

 Based	on	dissipation,	divergence,	or	heat	flux	3.7.2
It	 was	 found	 in	 Paper	 I	 that	 the	 three	 parameterizations	 based	 on	 heat	 flux,	
dissipation,	or	divergence	(equations(8)‐(10))	give	very	good	estimates	of	the	transfer	
velocity	 for	 pure	 buoyancy	 forcing	 while	 varying	 the	 surface	 heat	 flux	 and	 domain	
depth.	 The	 values	 of	 the	 related	 transfer	 velocity	 coefficients	 are	ܣௗ௜௦௦ ൌ 0.45,	
ௗ௜௩ܣ ൌ 0.57,	and	ܣ௛௘௔௧ ൌ 0.90.		
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The	 results	 for	 the	 parameterizations	 for	 the	 combined	 forcing	 in	 Paper	 III	 are,	
however,	not	as	convincing	as	the	results	for	buoyancy	forcing	only.	This	gives	reason	
to	be	cautious	in	using	the	dissipation	as	a	unifying	quantity	(proxy)	that	can	be	used	
to	 add	 different	 forcings	 into	 a	 total	 gas	 transfer	 parameterization.	 The	 relative	
variation	 ሺܣ௠௔௫ െ ௠௜௡ሻܣ ⁄௠௘௔௡ܣ 	 is	 here	used	 to	 rank	 the	different	parameterizations.	
The	variation	is	for	the	cases	0ܤ	to	240ܤ	found	to	be	approximately	10	%,	15%,	and	
more	 than	 35%	 for	 the	 heat,	 divergence,	 and	 the	 dissipation	 parameterizations	
respectively.		

 Based	on	the	mean	wind	speed	 ଵܷ଴	3.7.3
Figure	 20	 shows	 a	 number	 of	 parameterizations	 as	 functions	 of	 ଵܷ଴.	 The	
parameterization	in	equation	(23)	is	here	plotted	for	surface	heat	fluxes	in	the	range	of	
0 ൏ ܳ଴ ൏ 400	ܹ݉ିଶ.	 The	 buoyancy	 flux	 influences	 the	 gas‐transfer	 velocity	 up	 to	
approximately	2‐	4	݉ିݏଵ	according	to	additive	parameterization,	k௚,ୱ୳୫.	
	
Furthermore,	 it	 is	shown	in	Figures	19	and	20	that	 the	two	parameterizations	based	
on	 the	 mean	 wind	 speed	 (equation	 (5)	 and	 (6))	 give	 reasonable	 predictions	 of	 the	
transfer	 velocity	 for	 both	 the	 cases	with	 pure	 natural	 convection	 and	 the	 combined	
forcing	for	a	clean	surface	(slip).	It	can	be	seen	that	one	parameterization	[Wanninkhof	
et	 al.,	 2009]	 overestimates	 and	 the	 other	 parameterization	 [Cole	 and	 Caraco,	 1998]	
underestimates	 the	 transfer	 velocity	 compared	 to	 the	 base	 case	with	 a	 surface	 heat	
flux	of	100	ܹ݉ିଶ.	Congruent	 transfer	velocities	using	equations	 (5)	 and	 (18)	would	
imply	 a	 surface	 heat	 flux	 of	 approximately	 35	ܹ݉ିଶ,	whilst	 equations	 (6)	 and	 (18)	
would	imply	approximately	200	ܹ݉ିଶ.	The	surface	heat	flux	is,	however,	in	equations	
(5)	and	(6)	not	explicitly	accounted	for	since	the	transfer	velocity	is	a	function	of	 ଵܷ଴	
only.	For	 low	wind	conditions,	 it	 is	 therefore	advisable	 to	use	any	of	equations	(23)‐
(25)	in	order	to	have	a	parameterization	that	takes	the	buoyancy	flux	into	account.	It	
can	 further	be	 seen	 that	 the	 two	parameterizations	 (19)	 from	wind	 tunnel	 tank	 test	
and	 equation	 (21)	 from	 field	 measurements	 give	 transfer	 velocities	 in	 the	 same	
magnitude.	
	
Figure	20	also	shows	the	large	influence	of	the	surfactants	on	the	gas	flux.	There	is	a	
factor	 of	 approximately	 3	 between	 the	 transfer	 velocity	 for	 a	 clean	 surface	 (slip,	
݊ ൎ 1 2⁄ )	 and	 for	 a	 surface	 that	 is	 saturated	 with	 surfactants	 (no‐slip,	 ݊ ൎ 2 3⁄ )	 for	
ܵܿ ൌ 600.	
	
Previous	 research	has	 found	 that	microscale	breaking	waves	 significantly	 contribute	
to	the	mean	square	slope	of	waves,	which	in	turn	can	be	correlated	to	the	gas	transfer	
velocity	 [Zappa	et	al.,	 2002;	2004].	The	 gas	 transfer	was	 found	 to	be	 enhanced	by	 a	
factor	 3.5	 comparing	 background	 levels	 and	 areas	 with	 microscale	 breakers.	
Furthermore,	 it	 is	 inferred	 that	 the	microscale	breaking	may	be	 the	mechanism	 that	
enhances	 heat	 and	 mass	 transfer.	 The	 close	 agreement	 between	 the	 slopes	 in	 the	
parameterizations	 originating	 from	wind	 tunnel	 tank	measurements	 (݇௚,௃ଵଽ଼଻),	 using	
significant	wave	 height	 (݇௚,ீଶ଴ଵଷ),	 ݇௚,஼஼ଵଽଽ଼	 and	 ݇௚,ௐଶ଴଴ଽ,	 and	 equation	 (23)	 for	 clean	
conditions	(݊ ൌ 1 2⁄ )	and	ܳ଴ ൌ 0	ܹ݉ିଶ	(ܴ݅ ൌ 0)	is	therefore	interesting	in	aspects	of	
how	 large	enhancement	of	 the	 transfer‐velocity	waves	and	microscale	breakers	may	
give	compared	to	pure	shear‐stress	forcing,	and	is	relevant	to	notice	for	future	work	
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Figure	 20.	 Transfer	 velocity	 constant	 ݇௚,଺଴଴ according	 to	 equation	 (23) in	 green	 for	
ܳ଴ ൌ 	0, 50, 100,	200	and	400	ܹ݉ଶ	and	݊ ൌ 1 2⁄ 	(clean)	and	dotted	line	݊ ൌ 2 3⁄ 	(saturated	
surfactant).	The	parametrizations	 in	equations	(5‐6),	(19),	and	(21)	are	given	for	reference.	
The	 transfer	 velocity	 estimated	 with	 equation	 (6)	 is	 transformed	 into	 ܵܿ ൌ 600	 using	
equation	(7)	and	݊ ൌ 1 2⁄ .	
	

4 SUMMARY	AND	CONCLUSIONS	
There	 is	 a	 growing	 need	 to	 determine	 the	 air‐water	 gas	 exchange	 accurately	 during	
low	wind	conditions	since	(i)	there	is	a	general	increase	of	the	concentration	and	the	
interest	 in	greenhouse	gases	e.g.,	 COଶ	and	CHସ	 in	 the	atmosphere,	 (ii)	 it	has	become	
evident	 that	 the	 gas	 fluxes	 from	 fresh‐water	 bodies	 (where	 the	wind	 speed	 often	 is	
low)	 play	 an	 important	 role	 in	 the	 global	 carbon	 cycle,	 and	 (iii)	 often	 used	
parameterizations	 based	 only	 on	 the	wind	 speed	 cannot	 take	 other	 forcings	 as	 e.g.,	
buoyancy	into	account.		
	
New	parameterizations	for	gas	transfer	velocity	estimations	have	been	developed	by	
use	 of	 numerical	 simulations	 and	 field	 measurements	 in	 the	 ocean.	 The	 numerical	
simulations	 are	 performed	 as	 direct	 numerical	 simulations	 of	 fully	 developed	
turbulent	 flow	 for	 pure	 natural	 convective	 forcing,	 and	 combined	 convection	 and	
wind‐shear	 forcing.	 The	 influence	 of	 surface	 heat	 flux,	 mixed	 layer	 depth,	 Schmidt	
number,	 and	 surfactants	 are	 evaluated.	 The	 field	 measurements	 comprise	 gas	 flux	
measurements	 by	 gas‐flux	 chamber,	 IR/PIV‐recording	 (e.g.,	 surface	 flow	 divergence,	
rms	surface	velocity),	and	rate	of	turbulent	kinetic	energy	dissipation	in	the	water	by	
acoustic	doppler	velocimetry.	
	
The	 temperature	 and	 the	 surface‐normal	 scalar	 flux	 fields	 at	 the	 surface	 show	
elongated	streaks	of	warm	and	cold	water	(high	and	limited	scalar	flux)	for	the	cases	
with	pure	shear	stress	forcing.	The	streak	spacing	is	of	the	order	of	100 ߥ ⁄∗ݑ 	(for	pure	
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shear	stress	forcing)	which	previously	has	been	seen	for	shear‐stress	driven	flows,	for	
both	slip	and	no‐slip	surface	boundary	conditions.	The	 temperature	and	the	surface‐
normal	scalar	 flux	 field	are	more	complex	for	the	combined	forced	cases.	As	shear	 is	
“added”	to	a	pure	natural‐convection	condition	the	plumes	starts	to	be	elongated	and	
eventually	as	the	shear	stress	is	increased	the	streaks	show	a	larger	similarity	with	the	
pure	 shear‐driven	 cases.	 This	 and	 the	 averaged	 statistics	 for	 all	 quantities	 studied	
indicate	 a	 transition	 from	 natural‐convection	 (buoyancy)	 to	 shear‐stress	 dominated	
flow	 at	 ܴ݅ ൎ 4 ∙ 10ିଷ,	 which	 means	 that	 buoyancy	 fluxes	 are	 not	 important	 for	 gas	
exchange	at	wind	velocities	 ଵܷ଴	above	3	݉ିݏଵ.	
	
Parameterizations	using	the	rate	of	turbulent	kinetic	energy	dissipation,	surface	flow	
divergence,	and	heat	 flux,	estimate	 the	 transfer	velocity	well	 for	 the	cases	with	pure	
natural‐convection,	 while	 varying	 the	 surface	 heat	 flux,	 domain	 depth,	 and	 Schmidt	
number.	These	parameterizations,	however,	experience	some	problems	 for	 the	cases	
with	 combined	 convective	 and	 shear	 stress	 forcings.	 The	 relative	 variations	 in	 the	
transfer	velocity	are	largest	for	the	parameterization	based	on	the	dissipation	rate	and	
smallest	 for	 the	parameterization	based	on	 the	heat	 flux.	The	 two	parameterizations	
based	 on	 wind	 speed	 estimate	 the	 transfer	 velocities	 reasonable	 well,	 depending,	
however,	 on	 the	 surface	 heat	 flux.	 One	 parameterization	 [Cole	 and	 Caraco,	 1998]			
corresponds	to	a	heat	flux	of	approximately	35	ܹ݉ିଶ	while	the	other	[Wanninkhof	et	
al.,	2009]	corresponds	to	a	heat	flux	of	approximately	200	ܹ݉ିଶ.	Furthermore,	there	
is	no	increase	of	transfer	velocity	as	function	of	increasing	domain	depth	(studied	for	
pure	convection	forced	case	only).	
	
The	proposed	new	gas	transfer	parameterizations	represent	two	different	hypotheses.	
The	first	one	assumes	that	the	forcing	from	buoyancy	and	shear	stress	are	additive.	It	
uses	the	framework	of	the	dissipation	parameterization	and	sums	the	two	dissipation	
scales	 for	 buoyancy	 and	 shear	 stress	 which	 results	 in	 the	 expression	
݇௚,௦௨௠ ൌ ሺܴ݅∗ݑௌ௛௘௔௥ܣ ܴ݅௖⁄ ൅ 1ሻଵ ସ⁄ ܵܿି௡	 where	 the	 critical	 Richardson	 number	

ܴ݅௖ ൌ ൫ܣ஻௨௢௬ ⁄ௌ௛௘௔௥ܣ ൯
ସ
ൎ 4 ∙ 10ିଷ.		

	
The	 second	 one	 assumes	 that	 the	 forcing	 is	 either	 from	 the	 buoyancy	 or	 the	 shear	
stress.	Here	the	transfer	velocity	is	either	modelled	with	a	continuous	error‐function	

݇௚,௘௥௙ ൌ ൤ܣ஻௨௢௬ሺߥܤሻଵ ସ⁄ ݂ݎ݁ ൬
ோ௜

ோ௜೎,೐ೝ೑
൰ ൅ ݂ܿݎ݁∗ݑௌ௛௘௔௥ܣ ൬

ோ௜

ோ௜೎,೐ೝ೑
൰൨ ܵܿି௡	 where	 ܴ݅௖,௘௥௙ ൌ 0.01.	

or	with	a	piecewise	linear	function,	that	has	a	constant	transfer	velocity	that	equals	the	
transfer	 due	 to	 buoyancy	 ݇௚,௧௥௘௦ ൌ ሻଵߥܤ஻௨௢௬ሺܣ ସ⁄ ܵܿି௡,	 for	 ܴ݅ ൐ ܴ݅௖	 whereafter	 the	
transfer	 velocity	 due	 to	 shear	 according	 to	 the	 expression	 ݇௚,௧௥௘௦ ൌ 	௡ିܿܵ∗ݑௌ௛௘௔௥ܣ is	
used.	The	gas	 flux	 is	 to	 some	extent	overestimated	by	݇௦,௦௨௠	and	underestimated	by	
݇௦,௧௥௘௦	and	݇௦,௘௥௙.	The	maximum	errors	for	the	first	two	parameterizations	are	less	than	
10%	and	 for	 the	 latter	 approximately	20%.	The	critical	Richardson	number	 in	 these	
parameterizations	 can	 be	 seen	 to	 express	 the	 transition	 point	 where	 the	 gas‐flux	
forcing	shifts	 from	being	dominated	by	either	buoyancy	or	shear‐stress.	This	 implies	
that	 the	 buoyancy	 flux	 influence	 the	 gas	 transfer	 velocity	 up	 to	 approximately	
ଵܷ଴ ൎ 	.conditions	natural	for	ଵିݏ݉	3
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The	 results	 from	 the	 field	 measurements	 show	 close	 relationships	 for	 the	 method	
using	 flux‐chambers	 and	 the	 parameterization	 using	 the	 rate	 of	 turbulent	 kinetic	
energy	 dissipation,	 and	 the	 quantities	 surface	 rms	 velocity	 and	 the	 significant	wave	
height.	These	relationships	can	all	be	expressed	as	݇௚ ∝ ଵܷ଴	with	a	slope	close	to	the	
results	in	the	DNS	for	pure	shear	stress	forcing	and	tests	 in	a	wind	tank	[Jahne	et	al.,	
1987].		
	

5 FUTURE	PERSPECTIVES	
The	present	work	provides	a	firm	ground	for	the	understanding	of	gas	flux	across	the	
air‐water	interface	during	low	wind	speed	conditions.	There	are,	though,	still	needs	for	
future	work	for	high	Schmidt	numbers	and	higher	wind	speeds.	Although	the	results	
for	 high	 Schmidt	 number	 gases	 in	 Paper	 I	 are	 consistent	 regarding	 the	 gas	 transfer	
velocity,	is	still	remains	to	be	confirmed	that	these	are	valid	for	a	computational	mesh	
with	higher	 resolution	as	well.	This	 can	be	achieved	 in	a	 similar	way	as	Herlina	and	
Wissink	 [2014]	 who	 used	 two	 different	 meshes	 with	 different	 mesh	 resolutions	 for	
solving	the	flow	field	and	the	scalar	field.	
	
It	 would	 also	 be	 fruitful	 to	 continue	 the	 work	 towards	 more	 accurate	 gas	 transfer	
estimations	for	higher	wind	speeds.	The	next	step	is	then	to	perform	direct	numerical	
simulations	 in	 order	 to	 study	 the	 mechanisms	 of	 e.g.,	 microscale‐breaking	 and	
breaking	 waves.	 This	 has	 to	 some	 extent	 been	 done	 [e.g.,	 Lin	 et	 al.,	 2008;	Tsai	 and	
Hung,	2007]	but	 there	 is	still	a	need	 for	a	comprehensive	parameter	study	 including	
the	influence	of	surfactants.	
	
Furthermore	it	would	be	interesting	to	study	how	the	concept	of	turbulence‐surfactant	
parameter	 can	 be	 used	 in	 field	work	 and	 how	 the	 surfactant	 concentration	 and	 the	
surface	elasticity	can	be	estimated?	
	
Eventually	 it	would	be	worthwhile	 to	 study	whether	 the	 temperature	 field	 recorded	
with	an	IR	camera	can	obtain	high	enough	resolution	to	capture	the	important	small‐
scale	divergence	at	the	surface.	
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