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ABSTRACT	

Adverse effects of anthropogenic impact on the environment have become conspicuous in the 
past century and among others include the gradual increase in the global CO2 levels, the 
contamination of air, soil and water by toxic chemicals, and the emergence of antimicrobial 
resistance among pathogenic microbial species. Microorganisms partake in an extreme 
diversity of activities in the environment, and hence, constitute the prime candidates to be 
investigated in understanding of the progression and effects of the aforementioned 
environmental hazard scenarios. The spectacular rise of massively parallel sequencing (next 
generation sequencing, NGS) technologies in mid 2000s initiated a renaissance in microbial 
ecology by allowing the in situ investigation of environmental samples at metagenome level, 
largely eliminating prior laboratory culturing steps. Metagenomics has thereby been 
established as a new interdisciplinary field and methodology, harmonizing the accumulated 
knowledge in microbial ecology and genetics with the high-throughput environmental DNA 
sequence data through the means of bioinformatics analysis resources. 

One of the emerging application areas that require a comprehensive microbial 
investigation is the study of the effects of toxic chemicals on biota in the environment, 
namely ecotoxicology. In this PhD thesis, bioinformatics software development and microbial 
ecological data analysis projects are integrated within the field of ecotoxicology. The 
objective of the thesis is to implement metagenomics as a robust tool in the field of 
ecotoxicology to gain both community and molecular level insights. Paper I presents 
FANTOM (Functional and Taxonomic Analysis of Metagenomes), a graphical user interface 
(GUI)-based metagenomic data analysis tool that provides various statistical analysis and 
visualization features for biologists with limited bioinformatics experience. PACFM 
(Pathway Analysis with Circos for Functional Metagenomics), another GUI-based software 
tool, is presented in Paper II, and it provides researchers in metagenomics with a novel plot 
and various biochemical pathway analysis features. Paper III is an exploratory study of the 
marine biofilms (also known as periphython), constituting the first study to sequence the total 
genomic DNA content of these microbial communities that inhabit the aquatic environment. 
The metagenomic analysis of the marine biofilms revealed that Proteobacteria, Bacteroidetes 
and Cyanobacteria are the most abundant organisms in these biofilm communities. In 
addition, the functional repertoire within the metagenome involved signatures of anaerobic 
processes including denitrification and methanogenesis, which suggests the presence of low-
oxygen zones within the micro-ecosystem formed by the marine biofilms. Paper III also 
constituted the pilot study for Paper IV, where an experimental design was set up to 
investigate the toxic effects of the broad spectrum antimicrobial agent, triclosan, on the 
marine biofilms. High and low levels of triclosan exposure was shown to cause significant 
changes in the community structure and the functioning of the marine biofilms. A sulfur-
based microbial consortium together with several algal groups were hypothesized to partake 
in the detoxification of triclosan. Hence, metagenomics is shown to be a powerful research 
tool in the field of ecotoxicology. 

This PhD thesis presents novel software tools and applications in the field of 
metagenomics, combining a wide range of paradigms from several disciplines within a 
unified solution framework as an attempt to practice and transcend interdisciplinary research. 

Keywords: metagenomics, bioinformatics software, microbial biofilms, Next Generation 
Sequencing, pathway analysis, periphyton, marine biofilms, FANTOM, PACFM 
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SAMMANFATTNING	

Denna avhandling innefattar arbete kring att ta fram verktyg och programvaror för att möjliggöra och 
förenkla metagenomiska analyser av organismer och organismsamhällen. Metagenomik är ett relativt 
nytt forskningsfält som spänner över flera olika vetenskapliga discipliner och har i avhandlingen 
använts för att bidra till tvärvetenskaplig forskning. 

Under det senaste århundradet har människan haft stor negativ inverkan på klimatet och 
miljön genom bl.a. en gradvis ökning av den globala koldioxidhalten, förorening av luft, mark och 
vatten och uppkomsten och spridningen av antibiotikaresistens bland patogena mikroorganismer. 
Mikroorganismer deltar i en lång rad ekologiska processer i miljön och utgör därmed viktiga 
studieobjekt för att bättre förstå uppkomsten och effekterna av de ovan nämnda miljöproblemen. 
Utvecklingen av högeffektiv DNA-sekvensering - Next Generation Sequencing (NGS) - under mitten 
av 2000-talet har revolutionerat våra studier av mikroorganismer. Genom att sekvensera DNA och 
RNA ur till exempel vattenprover är det numera möjligt att undersöka både vilka mikroorganismer 
som lever där och vilka ekologiska och funktionella processer de är inblandade i. Innan NGS-
metoderna fanns tillgängliga, var man i praktiken hänvisad till att studera de förhållandevis få 
mikroorganismer som gick att odla i laboratoriet, men många NGS-metoder kräver inte längre odling 
av mikroorganismerna. Detta gör det möjligt att studera hela organismsamhällen på en gång. 
Metagenomik har etablerat sig som en relativt ny tvärvetenskaplig metodik som kan harmonisera våra 
samlade kunskaper inom mikrobiell ekologi och genetik med DNA- och RNA-sekvensdata från 
miljöprover. 

Ett område där metagenomiken har en stor roll att spela är ekotoxikologi - studier av 
effekterna av kemikalier på flora och fauna i miljön. I avhandlingen har nyutvecklade bioinformatiska 
programvaror kombinerats med analyser av ekotoxikologiska försök och mikrobiell ekologi. Ett av 
syftena med avhandlingen har varit att visa att metagenomik är ett kraftfullt verktyg inom 
ekotoxikologi både på molekylär nivå och på organism- och populationsnivå.  

I Paper I presenteras FANTOM (Functional and taxonomic analysis of metagenomes), ett 
nyutvecklat program som kan analysera metagenom med avseende både på vilka organismer som 
finns återfinns i metagenomet och vilka ekologiska och funktionella processer som finns 
representerade däri. FANTOM låter vidare användaren analysera materialet statistiskt och erbjuder 
flera former av visualisering av resultaten. Programmet är utvecklat för att kunna användas även av 
biologer med begränsad bioinformatisk erfarenhet. PACFM (Pathway Analysis with Circos for 
Functional Metagenomics) är ett ytterligare mjukvaruverktyg, även detta med ett grafiskt 
användargränssnitt, och presenteras i Paper II. PACFM ger forskare ett verktyg för analys och 
visualisering av biokemiska syntesvägar i metagenom, och gör så på ett mer realistiskt sätt än vad 
andra vagt liknande program kan erbjuda. Paper III är en studie av marina biofilmer (också kallat 
perifyton) där det totala genomiska DNA-innehållet i ett mikrobiellt samhälle i marin miljö har 
sekvenserats. Metagenomikanalysen av dessa marina biofilmer visade att Proteobacteria, Bacteroidetes 
och Cyanobacteria är de vanligaste organismerna i dessa biofilmer. Dessutom påvisades en funktionell 
repertoar av anaeroba processer, däribland denitrifikation och metanogenes, vilket tyder på 
förekomsten av zoner med låga syrehalter inom de mikroekosystem som de marina biofilmerna utgör. 
Paper III var vidare en pilotstudie inför Paper IV, där en experimentell design upprättades för att 
undersöka de toxiska effekterna av det antimikrobiella ämnet triklosan på marina biofilmer. Triklosan-
exponering visade sig orsaka betydande förändringar i samhällsstrukturen och de funktionella 
processerna i de marina biofilmerna. Resultaten pekar på att svavelbaserade mikrober samt olika 
alggrupper kan vara inblandade i detoxifieringen av triklosan. Sammantaget visar avhandlingen att 
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metagenomik med framgång kan tillämpas inom ekotoxikologi, och att ekotoxikologin har mycket att 
vinna på att anamma metagenomiska tillvägagångssätt. 
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1.	INTRODUCTION	

Adverse effects of anthropogenic impact on the environment have become conspicuous in the 
past century and among others include the gradual increase in global CO2 levels, the 
contamination of air, soil and water by toxic chemicals and the emergence of antimicrobial 
resistance among pathogenic microbial species. From global biogeochemical cycles to 
ecosystem level functions and from primary production in the food web to disease 
pathogenicity in infections, microorganisms partake in diverse activities in the environment. 
Hence, the investigation of microorganisms constitutes a high priority research topic for the 
understanding of progression and consequences of the aforementioned environmental hazard 
scenarios. However, paradigms and methodologies utilized in the traditional microbiology 
alone are insufficient to provide solutions to cope up with the complexity of the listed 
biological phenomena. A comprehensive elaboration about the description of these biological 
problems, promotion of predictive methodologies for the management of their progression 
and beyond all, an integrative synthesis of the knowledge and instrumentation at different 
scales of biological organization is imperative (Clements and Newman, 2003). 

Interdisciplinary research fields have emerged to provide the most optimal solutions 
in such complex cases in the history of science. We know that a large majority of the 
prominent advances in science has occurred at the intersection of various disciplines (Garner 
et al., 2013). For example, the foundation of biochemistry emerged from the cooperative 
achievements of biomedical scientists, biologists and chemists (Chen et al., 2015a). The 
efforts in this PhD thesis ultimately focus on the utilization of metagenomics in the field of 
ecotoxicology. In order to initiate the pursuit of this focus, a sound interdisciplinary 
methodology including the dissection, juxtaposition and synthesis of the constituent 
disciplines is required. Dissecting the above mentioned research question into its constituent 
disciplines drags us into the fields of microbiology, microbial ecology, bioinformatics, and 
ecotoxicology where the first two largely contribute to the fundamental theoretical 
background and the latter two mainly provide the methodologies applied. Before expanding 
on these individual disciplines, a thorough description of interdisciplinarity, potential 
challenges regarding the list of constituent disciplines and a guideline for a definitive reading 
of the entirety of this PhD thesis are explained below. 

1.1.	INTERDISCIPLINARITY	REVISITED	

The ongoing interchangeable usage of the terms crossdisciplinarity, multidisciplinarity, and 
interdisciplinarity has resulted in the prevalence of a fallacious notion about the ontologies of 
these approaches to research. Unlike the term disciplinary, which corresponds to the 
involvement of a single disciplinary approach to a research field, the terms crossdisciplinarity, 
multidisciplinarity and interdisciplinarity all refer to the involvement of multiple disciplines 
with subtle differences, although they have been continuously misused interchangeably over 
time by scholars (Allen et al., 2011). Crossdisciplinarity translates into the examining of an 
issue, typically relevant for one discipline from the perspective of another (e.g. juridical 
evaluation of embryonic stem cells). Multidisciplinarity refers to the examining of an issue 
from multiple perspectives without exhibiting any systematic efforts to integrate the 
investigated disciplines. However in interdisciplinary analysis, an issue is examined from 
multiple perspectives as a result of the systematic efforts to integrate the paradigms originated 
from the individual constituent disciplines into a unified solution framework. In contrast to 
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cross- or multi-disciplinarity, interdisciplinarity requires the harmonization of different 
paradigms rather than solely depicting a multitude of perspectives in a disintegrated manner. 
Harmonization of paradigms from multiple disciplines, though, initially requires a solid 
comprehension of the individual disciplines and furthermore the ability to synthesize new 
knowledge via the combination of their paradigms that could otherwise not be possible by the 
utilization of individual disciplines alone (Max-Neef, 2005). 

A closely related matter to the misuse of interdisciplinarity in biological sciences is 
an overarching communication gap between the practitioners of the disciplines from the 
distinct parts of the biological organization ladder which include molecules, cells, species, 
populations, communities and ecosystems in the increasing order of complexity, respectively 
(see Box 1). It is not uncommon that the research fields in biology that investigate distinctive 
levels of biological organization are attributed to be in competition to falsify each other 
(MacIorowski, 1988). Paradigms of one level may lack the sufficient criteria to be 
appreciated by the scholars of another. The inferences made in each level are typically 
justified by three ways of approaching scientific phenomena (Newman and Clements, 2007). 
First, microexplanation is exhibited by reductionist scientists working with the lower levels of 
the biological organization ladder such as molecular or cellular levels. Secondly, 
macroexplanation infers knowledge about the parts of a system by observing the behaviors of 
the whole. In the last approach, holism bases the inferences of scientific phenomena on 
consistent patterns or behaviors at higher levels of biological organization without the 
necessity to report causal links to lower levels. The latter two are frequently applied by 
ecologists to acquire knowledge unlike the molecular biologists focusing primarily on the 
microexplanatory aspects of biological systems (Newman and Clements, 2007). 

Different approaches to inference-making strategies in biology, all have their own 
pitfalls that may confine individual researchers or even a research community within a state 
of scientific oblivion unless practiced in combination with others. For example, biological 
inferences based solely on holism are prone to prediction errors since the causality of the 
mechanistic understanding in the lower levels is neglected (Newman and Clements, 2007). 
On the other side, biological inferences based solely on microexplanation will most likely 
overlook the emergent properties of the system, constituting perhaps the notorious 
consequence of reductionism. One of the ambitious goals in this PhD thesis is to provide both 
microexplanation and macroexplanation to questions addressed at the different levels of 
biological organization and produce causal links from lower levels to holistic explanations at 
the ecosystem level. In order to do so, interdisciplinary analysis methodology is utilized to 
expand each method of acquiring knowledge so as to avoid “naive reductionism” or “pseudo-
scientific holism” (Caswell, 1996) through the use of metagenomics, of which greatest 

BOX 1. Levels of biological organization are roughly listed as molecules, cells, species, 
populations, communities and ecosystems in the increasing order of complexity, 
respectively. Zooming in and out of the biological organization ladder by complexity will 
naturally introduce more or less levels into the organization. For instance, some textbooks 
prefer adding organelles to the lower end of the ladder between molecules and cells 
whereas others introduce the concept of guilds between populations and communities at 
the higher end of the ladder. The given list covers all relevant biological organizational 
terminology that is used in this PhD thesis. 
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strength stem from providing relevant data for each individual level in the biological 
organization ladder.  

Throughout the Background and Methodology sections of this PhD thesis, constituent 
disciplines in metagenomics and ecotoxicology are dissected and elaborately explained. In 
these sections, brief remarks from the results of individual papers appended to the thesis, are 
also introduced in order to inform the readers about how the information in the corresponding 
section is utilized throughout the papers.	The section, Results and Discussion introduces the 
major findings of the papers, and presents the applied aspects of the concepts introduced in 
the Background and Methodology sections. Finally, Conclusions and Outlook section presents 
a refined summary of the work performed in this PhD thesis as well as taking a critical look at 
the methodologies applied, findings inferred and prospects pointed out for future studies.	
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2.	AIMS	

The aims of this PhD thesis are summarized below. 

• Development of bioinformatics-oriented software tools to analyze metagenomics 
data. 

• Description of the functional and taxonomic diversity of marine biofilm communities. 
• Utilization of metagenomics as a methodology in the field of ecotoxicology. 

In this PhD thesis, bioinformatics software development and microbial ecological data 
analysis projects are harmonized under the umbrella field of microbial ecology called 
metagenomics. The ultimate purpose of the PhD project has been the utilization of 
metagenomics in the field of ecotoxicology as a robust tool to gain both community and 
molecular level insights on understanding the effects of toxicants on microorganisms in the 
marine environment. Papers I and II present two software development projects that took 
place during this PhD period. FANTOM (Functional and Taxonomic Analysis of 
Metagenomes) was published in Paper I and is a graphical user interface based metagenomic 
data analysis tool that provides various statistical analysis and visualization features. PACFM 
(Pathway Analysis with Circos for Functional Metagenomics) provides the researchers in 
metagenomics with a graphical interface to be utilized for functional metagenomic analyses 
(Paper II). Paper III is an exploratory study of the marine biofilms, also known as periphyton, 
constituting the very first study to sequence the microbiota of this phototrophic slime 
community - as previously referred to - that grows in aquatic environments. Paper III also 
constituted the pilot study for Paper IV where an experimental design was set up to 
investigate the toxic effects of the broad spectrum antimicrobial agent, triclosan [5-chloro-2-
(2,4-dichloro-phenoxy)-phenol], on the marine biofilm communities. 
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3.	BACKGROUND	

As one of the aims of this PhD thesis beside the focus on the bioinformatics software 
development has been the utilization of metagenomics as a methodology in ecotoxicology, 
the addressing of this aim from an interdisciplinary analysis perspective may start from the 
dissection of metagenomics and ecotoxicology into their constituent disciplines. The 
fundamental paradigms that nourish metagenomics stem from microbiology and microbial 
ecology as well as the methodological pillars constructed upon bioinformatics. 
Ecotoxicological paradigms at community level also largely originate from microbial ecology 
as well as application of methods derived from toxicology into community ecology. 
Standardized ecotoxicological tests will not be discussed within the scope of this PhD thesis 
and instead a substantial focus will be given to the establishment of metagenomics to be 
applied within the field of ecotoxicology. 

The following sections will elaborate on the utilized aspects of the disciplines of 
microbiology and microbial ecology within the extent of this PhD thesis. Microbiology 
mainly studies the organismal and sub-organismal level biological entities and processes such 
as the metabolism of nitrogenous compounds or the protein complexes that mediate bacterial 
motility, whereas microbial ecology is mainly attributed to above population level biological 
organization as it utilizes ecological paradigms on the microbial scale. Since experimental 
settings designed within the field of community ecotoxicology immensely employ multi-
species microbial biofilms as a test system, biochemical components, functions and emergent 
properties of biofilm forming microorganisms are elaborated below; thus starting from 
microbial metabolism to ecological interactions that take place in multi-species biofilms. 

3.1.	MICROBIOLOGY	

3.1.1.	MICROBIAL	METABOLISM	

According to nutritional characteristics, microorganisms are grouped by the carbon sources 
they utilize, type of reducing equivalents they have, and energy sources they rely on. Bacteria 
that produce their own carbon sources through the fixation of CO2 are called autotrophs 
whereas those that rely on other organisms to obtain organic carbon are called heterotrophs. 
Energy production in cells requires the transfer of electrons from different nutritional sources. 
Organotrophs are organisms that drive this electron transfer from one compound to another 
via organic molecules and if the electrons are utilized from inorganic compounds, the 
bacterial groups are then dubbed lithotrophic. The microorganisms that utilize sunlight for the 
source of energy that is required for cellular energy production for biosynthesis and other 
cellular activities are named phototrophic and the ones that generate ATP solely through the 
free energy released from chemical reactions are named chemotrophic. Bacteria are 
frequently attributed by a combination of these nutritional characteristics. For example, 
chemolithoautotrophs oxidize inorganic compounds to produce electron motive force for ATP 
generation, produce energy through a sole base of chemical reactions and also fix inorganic 
carbon. In order to understand the nutritional preferences and biogeochemical functioning of 
microbial communities, an elaborate description of microbial metabolism is essential and thus 
explained below. 
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3.1.1.1.	HETEROTROPHIC	METABOLISM	

RESPIRATION	

Heterotrophic bacterial metabolism involves the oxidation of organic compounds as sole 
energy sources. Carbohydrates, lipids and proteins are the most commonly utilized substrates 
by heterotrophs. Generation of ATP and reducing equivalents (e.g. NADH and NADPH) is 
achieved by the aerobic and anaerobic oxidation of these substrates through various 
biochemical pathways and reaction cycles. Aerobic respiration, which provides the maximum 
yield of energy from one molecule of glucose, involves three distinct steps of processes 
leading to the generation of 38 ATP molecules in total. The first step is a pathway utilized by 
both aerobic and anaerobic microbes called the glycolysis (Embden-Meyerhof-Parnas, EMP) 
pathway. This step results in the generation of net 2 ATP molecules and 2 NADH molecules. 
Most bacteria, unlike Cyanobacteria and all eukaryotes, are unique in the sense that the 
glucose oxidation may be performed by more than one pathway (Jurtshuk, 1996; Eiler et al., 
2016). 

In addition to the previously mentioned glycolysis pathway (i.e. EMP), different 
bacterial groups also possess the pentose phosphate pathway (PPP) and the Entner-Doudoroff 
pathway. The second step of aerobic respiration requires the availability of O2 in the ambient 
environment and is called the Krebs (citric acid, tricarboxylic acid, TCA) cycle. In the final 
step, the transfer of electrons occurs through a series of membrane bound molecules along 
with oxidative phosphorylation. The utilized organic substrates are completely oxidized to 
CO2 and H2O at the end of the aerobic respiratory pathway (see anaerobic respiratory 
pathways below). In Paper III and Paper IV, a large majority of bacterial and eukaryotic 
members of the studied biofilm communities were found to be heterotrophs and the functional 
metagenomic analyses in Paper III revealed the abundance of DNA sequences matching with 
the oxidative phosphorylation pathway in these communities. 

FERMENTATION	

All plants and animals as well as certain microbial groups utilize aerobic respiration as their 
primary route of energy production in the presence of O2. In the absence of O2, bacteria have 
evolved to utilize alternative pathways to respiration. Fermentation is one of these alternative 
pathways that certain bacterial groups adopted, in order to grow under anaerobic conditions. 
Fermentation basically involves the oxidation of reducing equivalents produced during the 
glycolytic pathway by utilizing organic molecules (or hydrogen) as terminal electron 
acceptors (Thauer et al., 1977). The incomplete anaerobic dissimilation of glucose results in 
the formation of simple organic end products such as ethanol, lactic acid, acetic acid, and 
butyric acid. Bacteria are very commonly named after the fermentation end products they 
release, albeit the mixed-acid fermentations operated by the members of the family 
Enterobacteriaceae (Clark, 1989). 

ANAEROBIC	RESPIRATION	

Some bacteria utilize alternative electron acceptors such as nitrate (NO3
-), Mn (VI), Fe (III), 

arsenate (AsO4
3-), sulfate (SO4

2-), CO2, or organic compounds including fumarate and 
methane in order to carry out the energy efficient respiration process in the absence of O2. 
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The reduction potential of the listed inorganic compounds are all lower than the reduction 
potential of O2. Nitrate is thermodynamically the most favorable terminal electron acceptor 
for respiration after O2. Nitrate is utilized in the pathways of denitrification and dissimilatory 
nitrate reduction as the terminal electron acceptor with energy yields of, 7% and 35% less 
than that of aerobic respiration, for the respective pathway (Strohm et al., 2007). The high 
yields of energy derived through these pathways allow bacteria to produce energy levels close 
to those of oxidative respiration for growth in anaerobic conditions. The majority of the 
anaerobic respirers are heterotrophic bacteria, although there are autotrophic exceptions 
(Tichi and Tabita, 2001). 

In the denitrification pathway, nitrate is reduced in a stepwise manner to nitrite (NO2
-

), nitric oxide (NO), nitrous oxide (N2O), and dinitrogen (N2), respectively. The enzymes 
required for the individual reduction processes are nitrate reductase, nitrite reductase, nitric 
oxide reductase and nitrous oxide reductase, respectively. In Paper III (Supplementary Figure 
S4), we found nearly all steps of the denitrification pathway in the metagenomic dataset of 
marine biofilms. We detected that the sequence reads matching with nitrous oxide reductase 
belonged to only flavobacterial orthologues, which hints that the marine biofilms 
accommodate species that incorporate only partial steps of the denitrification pathway. 
Nonetheless, we found that, the abundance of Flavobacteria in the biofilms secured the full 
reduction of nitrate to the dinitrogen gas, avoiding the accumulation of intermediary reduction 
products, especially the greenhouse gas nitrous oxide. 

3.1.1.2.	AUTOTROPHIC	METABOLISM	

PHOTOSYNTHESIS	

Photosynthesis is the sequence of biochemical processes by which energy emitted by the sun 
in the form of photons, is stored and utilized by the biota on Earth. Photosynthetic organisms 
take the primary production role in the energy cycle as opposed to the heterotrophs that rely 
on autotrophs for survival. Photosynthesis consists of two sets of reaction series, namely 
light-dependent and light-independent reactions. Light dependent reactions involve the 
absorption of light, the photolysis of water, reduction of NADP+ and ATP generation. Light-
independent reactions are also known as the Calvin-Benson-Besham or simply Calvin cycle 
and involve the fixation of CO2 into various carbohydrate forms that are built upon the six-
carbon sugars such as glucose and fructose. Apart from the Calvin cycle, bacteria are known 
to utilize five more pathways to fix inorganic carbon, namely the reductive tricarboxylic acid 
cycle, the reductive acetyl-CoA or Wood-Ljungdahl pathway, the 3-hydroxypropionate 
bicycle, the 3-hydroxypropionate/4-hydroxybutyrate, and the dicarboxylate/4-
hydroxybutyrate cycles (Fuchs, 2011). The ability to synthesize their own glucose 
intracellularly, to be used in further anabolic or energy driven reactions, distinguishes 
autotrophs from the heterotrophic organisms. 

In the light dependent phase of photosynthesis, the absorption of light is mediated by 
light-harvesting complexes involving different pigment molecules that emit light at varying 
wavelengths. These photosynthetic pigment molecules are classified into three basic groups, 
namely chlorophylls, carotenoids and phycobilins. Chlorophylls are the predominant 
pigments in the land plants whereas in the marine phytoplankton, the major light harvesting 
pigments are carotenoids, usually giving them red, orange or yellow colors (Kirchman, 2008). 
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Phycobilins are mostly found in Cyanobacteria and Rhodophyta in the marine environment, 
allowing these organisms to absorb red, orange, yellow and green light. Moreover, in contrast 
to the other membrane bound types of pigments, phycobilins form the water-soluble and 
mobile light-harvesting antenna complex of phycobilisomes (Okafor, 2011). The light 
harvesting complexes in various microbial groups were among the other indicators of the 
abundance of photosynthetic organisms in the marine biofilm communities such as the 
photosystems I and II-related proteins identified through the functional metagenomic analyses 
in Paper III. 

CHEMOSYNTHESIS	

Sunlight is not the only energy source in nature that microorganisms use to synthesize their 
food. There are certain bacterial groups called the chemoautotrophs, or simply chemotrophs, 
which utilize the energy from the oxidation of inorganic compounds such as ammonia (NH3), 
hydrogen sulfide (H2S), and ferrous iron (Fe2+) to fix CO2. The chemotrophs take a crucial 
role in biogeochemical cycles by closing each elemental cycle (Hügler and Sievert, 2011). 
They also fix carbon by catalyzing redox reactions from a variety of electron donors including 
S2−, ammonium (NH4

+) and H2 as well as electron acceptors including O2, CO2, SO4
2−, So, and 

NO3
−. Thermodynamics of the redox couples and the biochemical features of the utilized 

metabolic pathways determine the final energy yield in the chemosynthetic pathways 
(McCollom and Amend, 2005). 

AMMONIA OXIDATION AND THE NITROGEN CYCLE		

Heterotrophic bacteria catabolize organic nitrogenous compounds to amino acids and 
inorganic NH3 through a process called ammonification. When the NH3 levels in the 
environment increase, specialized bacteria, accommodating the gene responsible for NH3 

oxidation (nosZ), also start growing and producing energy through a reaction series called 
nitrification. Nitrifiers mostly exist as chemosynthetic autotrophs that convert ammonia to 
nitrate as the end product (Paerl and Pinckney, 1996; Francis et al., 2007). As previously 
explained denitrifiers then, convert nitrate to dinitrogen and the nitrogen cycle is closed by a 
very specialized group of prokaryotes called diazotrophs, converting dinitrogen to ammonia 
and subsequently to cell proteins through a process called nitrogen fixation. 

SULFUR OXIDATION AND THE SULFUR CYCLE	

Reduced sulfur compounds, inorganic sulfur and thiosulfate are oxidized by specialized 
bacteria, producing sulfuric acid (H2SO4) throughout the sulfur oxidation process (Friedrich et 
al., 2005). Certain bacteria including Thiobacillus denitrificans, have been found to embody 
the functional capacity in their genomes to perform sulfur oxidation anaerobically by using 
nitrate as the terminal electron acceptor (Beller et al., 2006). In Paper IV, we detected the 
most commonly known sulfur-oxidizing bacterial order, Thiotrichales among the 16S 
ribosomal RNA (rRNA) amplicons of the samples taken from a high level of triclosan 
exposure concentration, signaling implications for sulfur cycling within the microbial biofilm 
communities along with the other detected taxa including the sulfate reducing 
Desulfobacterales and the purple sulfur bacteria, Chromatiales. 
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3.1.2.	BIOFILMS	

The very first bacteria that had ever been observed under the microscope were from a scraped 
tooth sample that Antonie van Leuvenhoek introduced to microbiology in 1742. During the 
following centuries scientists did not focus on the habitat or the life form of the initial 
observation but solely kept their interests in identifying the microbes in various samples due 
to the urge to describe the microbe-disease relationships. Experimental settings and laboratory 
tests were developed based on the premise that the pathogenic bacteria may grow freely in 
liquid cultures. This free-living or “planktonic” form of microbial life is very commonly 
found in the aquatic environment. However, according to the inferences of marine 
microbiologists, less than 1% of the microbes observed under the microscope can readily be 
grown in culture media (Costerton, 2007). Moreover, in the last century, it was discovered 
that many microorganisms preferentially attach to various surfaces and exhibit a “sessile” life 
form when possible, as opposed to their free-living counterparts. William J. Costerton defined 
the concept of “biofilm” as a microbial life form that is found in virtually all environments 
that encompass a surface substratum, enough nutrients and water for the bacteria to grow 
(Costerton et al., 1995). There are two opposing views on the motive for the microorganisms 
to form biofilm structures (Molin, 1999). Firstly, the biofilm communities may be formed by 
a merely random aggregation of bacterial groups that accommodate the association and 
interactions to benefit the community structure. According to the second point of view, 
microbial biofilms are evolved as deterministic structures in response to environmental 
stimuli and predominate various natural ecosystems as a distinctive life form (Molin, 1999). 

Biofilms can be formed by a single species of bacteria as well as the result of 
communication of a consortium of multiple species invading various biotic and abiotic 
surfaces. The microconsortium formed by the biofilm species confer distinctive 
functionalities to the biofilm form of life, including the construction of physiochemical 
gradients inside a mucilaginous matrix of extracellular polymers. The microbiota is provided 
with the optimal environment for cell-to-cell communication and horizontal gene transfer to 
spread genes to resist disturbances such as exposure to antimicrobial agents, temperature and 
UV irradiation (Decho, 2000). As such, biofilm-forming bacteria in the households and 
medical settings, have been shown to be highly resistant against chemical disinfection, 
antibiotics and immunological responses (Costerton et al., 1999; Hall-Stoodley et al., 2004). 
Biofilm form of life is thus, not surprisingly, found at various environments including the seas 
and oceans (Cooksey and Wigglesworth-Cooksey, 1995), rivers and streams (Neu and 
Lawrence, 1997), acid mine drainage sites (Edwards et al., 2000), thermal springs (Ward et 
al., 1998), wastewater treatment plants (Lazarova and Manem, 1995) as well as in the form of 
disease causing agents in and on the human body (Singh et al., 2000; Marsh, 2004).  

Biofilms are described below according to the three major topics of interest that were 
also noted in the Supplementary Table I of Paper III, namely biofilm formation, content of 
extracellular polymeric substances and ecological interactions with regard to their 
contribution to biogeochemical cycles and energy economy of the community. 

3.1.2.1.	BIOFILM	FORMATION	

Biofilm formation is initially triggered by the movement of microorganisms toward a solid 
substrate surface. Bacterial motility is therefore essential for the initial adhesion of bacterial 
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colonies to surface substrata. The effective attachment of biofilm species rely both on the 
surface structures of individual cells and the substratum (O'Toole et al., 2000). Bacteria utilize 
membrane proteins called adhesins that facilitate the adhesion onto abiotic surface materials 
(Kachlany et al., 2000; Dunne, 2002) and host organisms (Mittelman, 1996; Amano et al., 
1999) with high affinity. For example, Thiobacillus ferroxidans uses the membrane bound 
protein, aporusticyanin, to attach to pyrite (Ohmura and Blake, 1997). In another example, 
Staphylococcus aureus uses fibronectin and collagen-binding proteins to colonize eukaryotic 
cell surfaces (Foster and Höök, 1998). The initial attachment of biofilm bacteria is also 
facilitated by the sticky nature of extracellular polysaccharides secreted by certain planktonic 
bacteria (Mayer et al., 1999). Furthermore, a vast array of functional groups exhibited by the 
secreted extracellular substances enable the invading bacteria to attach by covalent bonding, 
hydrogen bonding, hydrophobic interactions, electrostatic and van der Waals forces (Sussman 
et al., 1993). During the biofilm formation, relying on the changes in the ambient 
environment, succession of different species takes place. After the succession of primary 
colonizers, secondary colonizers adhere to the already attached organisms, thereby forming a 
multi-species community structure (Kolenbrander, 1989). 

BACTERIAL	MOTILITY	

Bacterial dynamics during the biofilm formation phase have previously been shown to 
involve the crucial role of cellular motility required to reach surfaces (Korber et al., 1994). 
Bacteria use flagellar, twitching and gliding motility to attach and colonize surfaces (Stewart 
and Costerton, 2001). The mode of movement is shaped upon the motility proteins that 
different bacterial groups possess, as described below. 

MOTILITY	PROTEINS	

Microorganisms utilize several protein complexes for motility. Flagella, pili and fimbria are 
the bacterial motility complexes that take role in biofilm formation (Wimpenny, 1992). A 
flagellum uses rotary motion, analogous to a propeller with an attached motor protruding 
from the cytoplasmic membrane and is structurally similar to type III secretion systems in 
bacteria (Aldridge and Hughes, 2002). The propelling movement is performed by a 
component called, the filament, which is 20 nm in diameter and is a helical assembly of 
thousands of copies of the single protein called flagellin. Pili are about ten times thinner 
surface structures than the flagella and take role in multiple functions including adherence to 
solid surfaces, twitching motility and conjugation (Bardy et al., 2003). Bacteria carry out a 
different type of motility by pili than the propeller-like movement provided by flagella. For 
example, type IV pilus is shot out from the bacterial cell wall at the substratum and the 
microorganism is then pulled towards the surface with a jerky movement called twitching 
motility (Pasmore and Costerton, 2003). Type IV pili also perform the recognition role during 
the uptake of extracellular DNA fragments through a process called transformation (van 
Schaik et al., 2005). Another filamentous structure that takes role in the initial attachment of 
biofilm communities is the fimbrium. Fimbria are also known as attachment pili due to their 
primary role in surface attachment, however, they do not take role in motility. It has been 
shown in several studies that bacteria lose their adherence ability to solid surfaces when the 
genes expressing fimbria are knocked out (Prouty et al., 2002). In fact, biofilm formation is 
shown to be halted in all mutant bacteria that lack motility proteins (Pratt and Kolter, 1998). 
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Motility proteins were searched for in the metagenome of the marine biofilms as part of the 
analysis of biofilm-relevant functional content in Paper III. 

3.1.2.2.	BIOFILM	STRUCTURE	

“The city of microbes” has previously been used as a metaphor to describe the biofilm 
structure, due to the selective settlement of community members on different parts of the 
biofilm, energy storage in the extracellular space in various forms and transfer of genetic 
material for the collective succession of the community (Watnick and Kolter, 2000). 
Following the initial attachment, bacterial motility stops and extracellular polymeric 
substances (EPS) are secreted from individual cells. In fact, the actual living cells make up to 
a maximum of 10 % of the dry mass of the community while the rest of the extracellular 
space is covered by the EPS matrix (Flemming and Wingender, 2010). 

EXTRACELLULAR	POLYMERIC	SUBSTANCES	

The matrix that the organisms are encased, in a biofilm, is made of a combinatorial 
aggregation of various biopolymeric materials called EPS. The EPS provides a protective 
microenvironment for different types of metabolic processes that take place within the 
biofilms. Further advantages that the EPS matrix provides for the community members and 
individual biopolymeric components are described below. 

EPS	FUNCTIONS	

In addition to its adhesive support at the initial attachment stage of the primary invader 
species, the EPS also provides cohesive stability for the community members by 
immobilizing the cells and positioning them in close proximity (Flemming and Wingender, 
2010). Moreover, it has been shown that the EPS contains special chemical cues that marine 
invertebrates are attracted for settlement (Hadfield and Paul, 2001). Larval development of 
these invertebrate species is secured by firmer attachment to the EPS than to clean surfaces 
and the EPS hence, behaves as an environmental placenta for the larva of these species by 
providing the appropriate conditions prior to metamorphosis. DNA belonging to various 
invertebrate groups was identified in the taxonomic analysis of Paper III, including the phyla 
Arthropoda, Mollusca, and Cnidaria in the investigated marine biofilms from the Swedish 
west coast. It is most likely that the DNA sequences originated from the larva of these 
invertebrate groups, which utilize the marine biofilms as a temporary settlement habitat. 

The EPS matrix includes charged or hydrophobic polysaccharides and proteins to 
sequester dissolved and particulate nutrients from the water. Biofilm organisms can utilize 
these nutrients for energy production and also store the excess energy within the extracellular 
polysaccharides for future use. Furthermore, not only does the EPS adsorb organic 
compounds that are readily available as nutrients from the ambient environment, but it also 
sequesters xenobiotics and other organic compounds that are used as biocides (Davey and 
O'toole, 2000). For example, diclofop methyl, a widely used herbicide, was shown to be 
degraded and utilized as nutrient source by biofilm organisms (Wolfaardt et al., 1998). 
Biofilms, therefore, take a purification and detoxification role in the aquatic environment. In 
Paper IV we hypothesized that certain species in the marine biofilms detoxified triclosan 
through a sulfurylation reaction between triclosan and sulfate. 
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In addition to its protective role against the antimicrobials, the EPS also protects the 
community members from other environmental stressors such as UV radiation, pH shifts, 
osmotic shock and desiccation by its highly hydrated content (Sutherland, 2001) where the 
retention of water reaches up to 97% of the total mass (Zhang et al., 1998). Diurnal variation 
in humidity, thus, is not a lethal problem for the majority of the biofilm community members. 
Ironically, stability provided by the EPS constitutes a problem in the maritime industry. 
Microalgae, especially diatoms, secrete large amounts of EPS subsequent to the attachment 
onto, for example, ship hulls and prepare the conditions for heterotrophic bacteria, 
protozoans, fungi and invertebrates to settle and cause biofouling, resulting in serious 
financial damages to the industry (Abbott et al., 2000). 

EPS	STRUCTURE	

Extracellular polymeric substances were previously named as extracellular polysaccharides 
due to the intensity of sugar molecules in the matrix. However, it was later understood that 
proteins, enzymes, nucleotides, lipids and other biopolymers such as humic substances were 
also involved in the structure (Flemming and Wingender, 2010). Chemical analysis of EPS 
has been cumbersome due to the vast array of those biopolymers in the matrix and therefore 
EPS has been dubbed “the dark matter of biofilms” (Sutherland, 2001; Flemming et al., 
2007). Additionally, composition of the EPS varies between different biofilms, further 
increasing the complexity of chemical analyses. Diversity of microorganisms, various forms 
of outside disturbances, temperature and nutrient content in the biofilm communities are the 
major parameters that affect the EPS composition. Below, components of the EPS, e.g. 
extracellular proteins, enzymes, polysaccharides and DNA that can directly or indirectly be 
linked to the DNA reads generated by metagenomic sequencing, are described. These EPS 
components were searched in the public sequence databases in order to explain the biofilm 
relevant content in the metagenomic sequence reads generated for Paper III. 

EXTRACELLULAR	PROTEINS	

In contrast to early thoughts on the EPS content, we now know that proteins can reach 
substantial proportions within the matrix structure, outweighing the extracellular 
polysaccharides (Metzger et al., 2009). More specifically, lectins constitute the majority of 
the extracellular non-enzymatic protein molecules in the biofilm matrix. They are basically 
carbohydrate-binding proteins with high affinity, allowing the bacteria to form and stabilize 
the EPS matrix. They also serve as an authentication gate between the bacterial membrane 
surface and the EPS with regard to their characteristic specificity to certain sugar molecules. 
Labeled lectins have previously been used to analyze the carbohydrate composition of EPS 
matrices produced by biofilms in different environments (Tielker et al., 2005; Diggle et al., 
2006; Lynch et al., 2007). Other groups of extracellular proteins detected in the EPS matrix 
include biofilm associated surface protein (bap), bap-like proteins, amyloids, adhesins and the 
previously mentioned motility protein complexes such as pili, fimbriae and flagella 
(Flemming and Wingender, 2010). 

EXTRACELLULAR	ENZYMES	

Enzyme groups found in distinctive biofilm samples include protein-, lipid- and sugar-
degrading enzymes as well as oxidoreductases and phosphomonoesterases. These diverse 
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groups of enzymes provide an external digestive compartment for the biofilm organisms to 
convert biopolymers into simpler molecules, e.g. to be utilized as carbon sources. This 
enzymatic activity turnover, for instance in the EPS matrix of aquatic biofilms, contribute to 
global nutrient cycles, although biofilm studies have hitherto been restricted mainly to local 
settings. Enzymatic abundances may also constitute a proxy to estimate the types of different 
sugar polymers in addition to the specificity of lectins mentioned previously. For example, 
endocellulases, chitinases, alpha- and beta- glucosidases, beta-xylosidases, N-acetyl-Beta-D-
glucosaminidases, chitobiosidases and beta-glucuronidases were previously detected as the 
polysaccharide degrading enzymes in aquatic biofilms (Flemming and Wingender, 2010). 
Investigation of the biofilm enzymes is also critical due to their dispersion effect on the 
biofilms in medical and industrial settings. However, discovery of a single enzyme or any 
other molecule for the dispersal of biofilms also has the risk to initiate a global scale 
environmental disaster, due to the drastic roles of biofilms in the aquatic environment such as 
enacting as self-purification systems (Ahner et al., 1995; Miao et al., 2009). Nevertheless, this 
risk is potentially bypassed through the variability and complexity of the EPS composition in 
different environmental biofilms and finding of specific dispersal enzymes targeting biofilm 
forming pathogenic bacteria may constitute an alternative therapy for infectious diseases 
related to biofilms. The last types of extracellular enzymes relevant for environmental 
biofilms are the redox enzymes. The financial damage of biofilms caused by biofouling 
originates mainly from the presence of redox enzymes found in the EPS matrix and their 
corrosive activities (Busalmen et al., 2002). 

EXTRACELLULAR	POLYSACCHARIDES	

Polysaccharides are the other group of biopolymers that constitute a large portion of the EPS 
matrix. The presence of uronic acids and ketal-linked pyruvate in the majority of extracellular 
polysaccharides, determines their negatively charged molecular structure, although they exist 
in neutral forms, too. In Paper III, the metagenomic analyses were extended to search for 
specific sugar-degrading enzymes in the specialized database of Carbohydrate Active 
Enzymes (CAZy; Cantarel et al., 2009). The CAZy database searches revealed the abundance 
of carbohydrate-esterase-family 4 and carbohydrate-binding-module-family 50 gene copies in 
the metagenome of the marine biofilms. These enzyme families are associated with the 
degradation of chitin-like polymers, which can be explained by the detected presence of 
mollusks and arthropods within the biofilm communities (Caufrier et al., 2003; Ehrlich, 
2010). 

EXTRACELLULAR	DNA	

The final biopolymeric component found in the biofilm matrix, relevant for the functional 
metagenomic analyses carried out in Paper III is the extracellular DNA (eDNA). The eDNA 
has previously been detected to be abundant in the biofilm matrix of wastewater biofilms 
(Frølund et al., 1996). It was observed to take a major structural role in the biofilms of certain 
species (Wang et al., 2015), whereas no significant link to the EPS structure was detected in 
the biofilms of others (Izano et al., 2008). Despite its fundamental relevance to metagenomic 
studies, to my knowledge, there have not been any studies investigating the eDNA to 
intracellular DNA ratio in multi-species biofilms. 

	 	



	
14	

3.1.2.3.	ECOLOGICAL	INTERACTIONS	

The resemblance of biofilm community members to the dwellers of a city is reflected by the 
intra- and inter-species interactions within the EPS matrix structure. These interactions are 
driven by specialized bacterial groups that collectively adapt to the microenvironments 
emerged in the biofilms. Biofilms are therefore typically not homogeneous according both to 
the spatial distribution of different community members and to the physiochemical properties 
of the individual microenvironments (De Beer et al., 1994). For instance, it has previously 
been shown that oxygen concentration and pH drastically drop in the proximity of the surface 
substratum (Lee and de Beer, 1995). Single species biofilms adapt to these changing micro-
environmental conditions by altering their gene expression patterns at different locations 
within the biofilm. Although not completely analogous to the developmental stages of higher 
eukaryotes, this phenomenon reminds of the differentiation of multiple organs throughout 
separate body parts. In multi-species biofilm communities, species distribution at distinctive 
microenvironments of the biofilm matrix is dependent on the adaptation of both individual 
species and synergistic relationships between different species (Elias and Banin, 2012). 
Hence, bacterial evolution in multi-species biofilms is not totally incidental but a result of the 
progressive interactions and co-evolution within separate microenvironments. 

3.2.	MICROBIAL	ECOLOGY	

Microbial ecology is the study of microorganisms throughout a wide range of biological 
organization levels from individuals to communities and ecosystems. As a discipline 
incorporating the approaches of traditional ecology into a microbial context, the interactions 
of microorganisms with the biotic and abiotic components in the environment constitute the 
essence of microbial ecology. An individual in a microbial ecosystem represent a single living 
cell or a colony formed by genetically identical cells. A population is defined as a group of 
individuals belonging to the same species that share the same habitat. A microbial community 
is formed by two or more populations of organisms that spatially and temporally interact. At 
the top level of biological organization, an ecosystem exists, comprising the microbial 
community and rest of the biotic and abiotic factors influencing the functioning of the 
microbial community. Although experimentation becomes relatively more difficult at 
complex levels of biological organization in macro ecology due to spatial limitations, 
microbial ecology is advantageous in the sense that even micro-ecosystem level experiments 
are operable (Jessup et al., 2004). Since the microbial ecological and the ecotoxicological 
constituents of this thesis focus mainly on the community level, my focus will be on 
microbial community ecology in this section and throughout the thesis. 

The epicenter of microbial ecology comprises three main questions: Who are the 
species in the community? What do they do for the community? And how do they accomplish 
that? The first question essentially addresses the structure of the community. The structure of 
a community is defined by the species present in the investigated environmental habitat. The 
community analysis can be expanded to the number of species (richness) and the proportions 
of species abundances (relative abundance) within the community. Biodiversity refers to the 
degree of variation in biota at all scales of biological organization and has major implications 
for the health of an ecosystem (Hughes and Bohannan, 2004). It is investigated at temporal 
and spatial scales and comparative analyses of biodiversity patterns constitute a major 
component in microbial ecology research (Gonzalez et al., 2012). The microbial diversity 
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measures include phylogenetic, species, genotype and gene diversity as well as functional 
diversity, metabolic diversity and protein diversity (Xu, 2011). Biodiversity has been 
described by various indices and statistical models in macro-ecology, which have also been 
adapted to microbial ecology studies (Hughes et al., 2001). 

Traditional definition of the term species does not apply to bacteria and archaea due 
to the distinctive mechanisms of reproduction patterns among the microbial world. Following 
the attempts of microbiologists that classify bacteria according to their, e.g. morphologies, 
metabolic capabilities, and ecological niches, DNA-based designations of the microbial 
species concept have been promoted by the microbial ecologists. However, bacterial 
speciation still remains a debated concept and a consensus on the existence of a “bacterial 
species” has yet not been established among the scholars (Gevers et al., 2005; Doolittle and 
Zhaxybayeva, 2009). Instead, a pragmatic approach was taken and clusters of a gene 
sequence were used to describe microbial diversity in the name of Operational Taxonomic 
Units (OTUs; Schmidt et al., 2014). According to the OTU-based designation of the microbial 
diversity, two organisms are accepted to be belonging to the same OTU if their 16S or 18S 
rRNA gene sequences have at least 97% similarity (Barton and Northup, 2011). 16S and 18S 
rRNA genes have long been used as the determinants of the OTU concept and constructed the 
foundation of advances in the microbial diversity research. The ribosomal RNA gene was 
selected for this purpose due to its universality; hence the occupation of conserved regions 
throughout all species in the tree of life (see section 4.2.1 in Methodology). Through the use 
of small subunit (SSU) rRNA sequencing, microbial ecologists initiated the discovery of a 
plethora of microorganisms that might never be achieved solely by culturing. A recent study 
utilizing Next Generation Sequencing (NGS) technologies by sequencing over 1,000 
uncultivated microbial genomes revealed the previously unknown diversification in the 
bacterial branch and lineages that are overlooked in the current biogeochemical models (Hug 
et al., 2016). 

The second question that microbial ecologists address in their research relates to the 
ecosystem functions of individual community members and the community itself as an 
emergent entity. Microbial communities can include autotrophs, heterotrophs, and mixotrophs 
(Eiler, 2006), thereby constituting a complex food web within the community structure. 
Moreover, several nutrient cycles may take place within the same community structure, 
conferring additional complexity on top of the trophic features of community members. In the 
marine environment, microorganisms, primarily macro algae, diatoms and Cyanobacteria 
cover, up to half of the primary production on Earth (Arrigo, 2005). The food web in the 
marine waters, which depicts the primary producers as Cyanobacteria, micro and macro 
algae, is shown in Figure 1. Protozoa graze on the primary producers and are eaten by the 
zooplankton at the higher level. On top of the food chain in the marine environment, the fish 
consume the zooplankton (Figure 1). Algae are known to absorb toxic chemicals in the 
marine environment (Ahner et al., 1995), leading to the bioaccumulation of these chemicals 
throughout the food chain. These chemicals may ultimately reach to the fish and consumers 
of fish such as humans and other constituent organisms in the ecosystem, thereby setting the 
basis for the environmental toxicity problem. For example, in Paper IV, we hypothesized that 
triclosan is immobilized on the cell walls of the red algae (Rhodophyta). The red algae is 
ultimately consumed by the fish or the other intermediary steps in the food chain that have the 
potential to end up back in human households where the release of triclosan to the 
environment once started. 
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Figure 1. Food web in the marine environment. The food web in the marine waters, comprise primary producers 
such as Cyanobacteria and other phototrophic bacteria, micro and macro algae as well as heterotrophic bacteria, 
protozoan grazers, zooplankton and fish. Adapted from (Munn, 2004). 

Microbial ecologists also address questions regarding the biogeochemical functions 
of microbial communities (Canfield et al., 2005; Eiler et al., 2014). The trophic classifications 
of microorganisms based on carbon sources, type of reducing equivalents and utilized energy 
sources as described in the Microbiology section of this thesis as well as emergent properties 
of communities are investigated as part of microbial community ecology. Finally, the 
interrelationships between the members of a microbial community with their environment are 
of interest for microbial ecologists. The interrelationships may involve the positioning of 
various species within the community structure, cooperation and antagonism among them as 
well as exchanged signals between them such as the quorum sensing molecules released by 
the members of a biofilm community (Parsek and Greenberg, 2005). 

3.2.1.	MARINE	POLLUTION	

Human societies have regarded the marine environment as a waste-dumping site endowed by 
nature for centuries. Not only have we overexploited the resources but we have also 
introduced nonnative organisms to the marine environment, manipulating the dynamics of 
endemic communities. The disturbances caused by man on the marine environment have 
peaked since the rise of industrialization and pollution has been added to the aforementioned 
anthropogenic misconduct. Largely insidious effects of those activities result from the 
disruptive changes in the ecological dynamics of ambient seawater, ultimately leading 
towards ecosystem level alterations. It was not so far back in the history when states 
identified particular anthropogenic interferences in the marine environment as disputable. 
Marine pollution was defined in 1983 by The United Nations Joint Group of Experts on the 
Scientific Aspects of Marine Pollution (GESAMP) as "the introduction by man, directly or 
indirectly, of substances or energy to the marine environment (including estuaries) resulting 
in deleterious effects such as: harm to living resources; hazards to human health; hindrance of 
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marine activities including fishing; impairing the quality for use of seawater and reduction of 
amenities.” (GESAMP, 1983). 

Pollutants are introduced into the marine environment in the forms of petroleum 
hydrocarbons, plastics, pesticides and related compounds as well as heavy metals, sewage, 
radioactive wastes and thermal effluents (Lalli and Parsons, 1997). In the 20th century, a 
major transformation in the lifestyles of human populations occurred following the discovery 
and mass production of antibiotics. Diseases and conditions related to bacterial infections 
have been found to be treatable by antibiotics and antimicrobials. Antibiotics are metabolized 
in the human body to a large extent prior to excretion, although up to 90% of the parent 
compound may remain unchanged in certain antibiotic uses including tetracycline and 
amoxicillin (Hirsch et al., 1999). Furthermore, particular antimicrobial chemicals (e.g. 
triclosan) are administered topically on the human body by the application of personal care 
products. These antimicrobials are, thus, not metabolized inside the body, but are instead, 
released directly to the sewage system, thereby increasing the possibility of release into the 
environment. In addition to fighting against infections in humans, antibiotic and antimicrobial 
use is largely practiced in livestock farming and aquacultures (Boxall, 2004). Inappropriate 
disposal both by the consumers and the manufacturing companies is yet another route of 
anthropogenic discharge of these chemicals into the environment (Boxall, 2004). Hence, 
antibiotics and antimicrobials have been appended to the above list of chemicals further 
augmenting marine pollution by directly targeting the microbial marine life, and consequently 
the entire marine food web. Paper IV in this thesis, investigates the environmental toxicity of 
triclosan, a widely used antimicrobial compound, to the microbial life in the marine 
environment. 
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4.	METHODOLOGY	

4.1.	MODERN	METHODS	IN	MICROBIAL	ECOLOGY	

The twentieth century witnessed an unprecedented revolution in the history of science by the 
discovery of the DNA structure (Watson and Crick, 1953). Further findings on DNA 
sequencing and recombinant DNA technology reinforced the foundation of genetics. The 
applicability of the paradigm shift that genetics provided for biology had not been feasible in 
microbial ecology until the discovery of the Polymerase Chain Reaction (PCR; Ho et al., 
1989; Muyzer et al., 1993). The PCR allowed researchers, for the first time, to verify the 
presence of certain genes in organisms by amplifying the targeted gene up to observable 
amounts. In 1985, Norman Pace and in his colleagues applied PCR and cloning of the 16S 
ribosomal RNA gene for environmental bacteria (Pace et al., 1985). Consequently, for the 
first time during the past three centuries of microbial research, a new door was opened to 
identify the diversity of microbes at genetic level replacing our dependence on growth 
cultures or mostly microbial morphology-oriented identification through microscopes. 

Development of culture independent molecular techniques was invaluable for 
microbial research since up to 99.9% of the microbial cells sampled from the marine 
environment were shown to be recalcitrant to culturing in the laboratory (Cho and 
Giovannoni, 2004). Modern microbial ecology was established upon the fundamental findings 
on the universal genes and primers, PCR and cloning concepts. However, PCR was used 
mainly for qualitative purposes in genetics albeit the PCR derived methodologies such as 
Temperature Gradient Gel Electrophoresis (TGGE; Po et al., 1987), Denaturant Gradient Gel 
Electrophoresis (DGGE; Muyzer et al., 1993), Fluorescent in situ Hybridization (FISH; 
Wagner et al., 1993) and later Terminal Restriction Fragment Length Polymorphism (T-
RFLP; Liu et al., 1997) were applied to microbial ecology research with a limited resolution 
to detect the microbial diversity in the environment. PCR, cloning and Sanger method-based 
amplicon sequencing of marker genes was the most rigorous methodological approach to 
microbial ecology research during the 1990s and early 2000s. However, Sanger sequencing 
was too expensive to scale up the sampling efforts and experimentation in microbial ecology. 
The term metagenomics was coined in 1998 by Jo Handelsman and her colleagues 
(Handelsman et al., 1998) during the era when Sanger sequencing was still the most widely 
used sequencing methodology and attained its pervasive use in the field, subsequent to the 
advances in NGS technologies.	

4.1.1.	NEXT	GENERATION	SEQUENCING	(NGS)	TECHNOLOGIES	

Following approximately two decades of domination in the DNA sequencing industry, the 
first generation of sequencing technologies – the automated Sanger method – started to lose 
its position in the market to the NGS technologies by the year 2005 (Mardis, 2008). 
Depending on the applied sequencing chemistry, companies managed to lower the costs of 
sequencing at large scale, in comparison to the Sanger methodology, by over two orders of 
magnitude (Shendure and Ji, 2008). Although the accessibility to sequencing facilities has 
gone through a sensational shift by the democratization of sequencing costs, the 
contemporary NGS technologies mainly compete in data accuracy, breadth of applications, 
read length and throughput along with the consumable and instrument prices (Thayer, 2014). 
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The overall sequencing workflow in the majority of NGS technologies is essentially 
similar. The processes include template preparation, sequencing and imaging, as well as data 
analysis, and it is the unique combination of these processes on top of specific chemistries 
applied that distinguishes them (Metzker, 2010). In Paper III, Roche’s 454/Pyrosequencing 
technology was utilized to sequence the metagenome of the marine biofilms, whereas 
Illumina sequencing was preferred for the amplicon sequencing of 16S and 18S rRNA genes 
in Paper IV. 454/Pyrosequencing is based on the quantification of the released pyrophosphate 
molecules upon nucleotide incorporation by the DNA polymerase enzyme (Ronaghi et al., 
1998). Illumina sequencing also relies on the detection of light signals upon the incorporation 
of fluorescently labeled nucleotides to a template DNA strand by an isothermal DNA 
polymerase (Bennett, 2004). The sequencing step applied in the two different technologies is 
called “sequencing by synthesis”. The sequences generated from individual runs are called 
the “reads”, and Pyrosequencing (454-GS FLX machine	as utilized in Paper III) generates in 
total a minimum of 35 Mb of 400 bases long reads, whereas Illumina sequencing (MiSeq 
machine as utilized in Paper IV) generates in total a minimum of 1,500 Mb of 2 x 150 bases 
long reads in one run (Loman et al., 2012). 

4.2.	METAGENOMICS		

Metagenomics is a young research field that emerged upon a long-term aspiration among the 
microbial ecologists for studying uncultured microorganisms in order to understand their 
taxonomic diversity, functional repertoire, cooperation and evolution in environments such as 
air, soil, water, ancient remains or the digestive systems of animals. In essence, the term has 
been used synonymously for almost two decades in various contexts with other terms 
including community genomics, environmental genomics, ecological genomics as well as 
megagenomics (Riesenfeld et al., 2004; Allen and Banfield, 2005; Handelsman, 2005; Moran 
et al., 2007). Metagenomics, although widely used to indicate microbial community-genome-
sequencing studies, involves several approaches to investigate uncultured microorganisms 
including SSU rRNA amplicon sequencing, targeted functional gene amplicon sequencing 
and community- genome shotgun sequencing. In this PhD thesis, community-genome shotgun 
sequencing and SSU rRNA amplicon sequencing approaches to metagenomic studying of 
marine biofilm communities were employed in the papers III and IV, respectively. Thus, 
these approaches are elaborated below. 

4.2.1.	SSU	rRNA	AMPLICON	SEQUENCING	

As a breakthrough in microbial research, the evolutionary significance of the SSU rRNA gene 
was discovered, which facilitated the screening of microbial diversity in environmental 
samples without necessitating a culturing protocol (Pace et al., 1985; Woese, 1987). PCR 
amplified sequences (amplicons) of the 16S (prokaryotes) or 18S (eukaryotes) components of 
the SSU rRNA gene were chosen as the preferred marker for the microbial diversity for 
several reasons, including the straightforward procedure of its amplification in most situations 
(Xu, 2011). 

First of all, the SSU rRNA gene is universally found in all organisms allowing the 
identification of all cellular organisms at any environment. The ribosomal RNA transcribed 
by this gene is functionally homologous in the archaeal, bacterial and eukaryotic domains of 
life, which ensures the validity of comparisons in subsequent taxonomic analyses. Third, the 
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homogeneity of its function throughout the tree of life has resulted in conserved and variable 
regions across the gene sequence, which enables us to perform high-resolution phylogenetic 
analyses (Hartmann et al., 2010). Relatively constant evolutionary rate of the gene allows 
deducing the divergence times of broad taxonomic groups such as archaea, bacteria, plants 
and animals. Lastly, the aforementioned conserved and variable regions allow us to design 
PCR primers both universally for individual domains in the tree of life and also for specific 
target groups (Vandenkoornhuyse et al., 2002; Baker et al., 2003). 

The downsides of the utilization of 16S or 18S rRNA gene as a marker-gene in 
amplicon sequencing studies include high variability of the copy numbers of this gene in 
different organisms (Klappenbach et al., 2001). For example, in Paper III, the extracted 18S 
rRNA genes were found to be approximately ten times more abundant than the 16S rRNA 
genes in the metagenome of the marine biofilms. However, whole genome similarity searches 
revealed in fact, that bacterial sequences dominated the annotated portion of the biofilm 
metagenome. Another disadvantage of the SSU rRNA gene amplicon sequencing is the 
within species sequence variability at extreme cases, where operons of the 16S rRNA gene 
within the same genome were identified to cover variable regions that qualify these genes as 
belonging to different species (Pei et al., 2010). Lastly, unless supported with a hypothesis-
driven approach, direct metabolic evidence is not warranted by amplicon sequencing of the 
rRNA gene. However, the use of SSU rRNA gene amplicon sequencing in Paper IV, revealed 
tangible clues about a sulfur-based metabolic consortium among the marine biofilms 
established in a flow-through microcosm system. 

Once the amplicon sequencing of the SSU rRNA gene is performed, processing of the 
sequence reads is applied through bioinformatics pipelines tailored for the utilized NGS 
technology. The sequence-processing pipeline utilized in Paper IV is described in Sinclair et 
al. (Sinclair et al., 2015), hence the interested readers are recommended to see the Methods 
section of this publication for an elaborate description. Several alternative workflows and 
software tools have been published, describing the initial processing of amplicon sequence 
reads (Schloss et al., 2009; Caporaso et al., 2010; Edgar, 2013), and the standard output of 
these tools is a list of OTUs with abundance data for individual samples. The downstream 
analysis steps typically involve methodologies largely borrowed from macro-ecological 
analyses including the calculation of within-community diversity indices such as the Chao1 
index, richness, Pielous’s evenness and Shannon-Weaver index and between-community 
similarity measures such as the Bray-Curtis similarity or Euclidian distance measures. 
Moreover, statistical hypothesis testing and multivariate analyses are further employed to 
identify significant differences between the community compositions of differentially treated 
samples. In Paper IV, comparative analyses were performed with the DeSeq2 method (Love 
et al., 2014). In addition, the Non-metric Multidimensional Scaling (NMDS) method was 
used to reduce the multidimensional OTU abundance data to be represented by a two-
dimensional plot. In this PhD thesis, all microbial ecology analyses except for the DeSeq2 
analysis were performed in the R package vegan (Dixon, 2003). 
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4.2.2.	COMMUNITY-GENOME	SHOTGUN	SEQUENCING	

In metagenomics research, environmental samples are investigated through a procedure 
involving extraction and isolation of DNA, sequencing, and data processing and analysis. 
During the initial attempts to sequence amplicons of the SSU rRNA gene in the late 1990s 
through the early 2000s, the DNA sequences were required to be prepared through a cloning 
and library preparation step prior to sequencing, dubbed clonal amplification (Pace et al., 
1985). This step and its associated biases were eliminated by the default amplification step of 
NGS technologies, without the necessity of a cloning procedure (Metzker, 2010). Whole 
genome shotgun sequencing was already utilized in 1990s during the accomplishments of the 
first bacterial (Fleischmann et al., 1995) and human genome sequencing projects (Venter et 
al., 2001). However, sequencing the collective genome of a microbial community by the 
previously used cloning based shotgun sequencing approaches was practically impossible. 
The elimination of the cloning step along with the drastically reduced sequencing costs 
allowed for the application of shotgun sequencing at microbial community scale, which is 
referred to as community-genome shotgun sequencing or simply shotgun metagenomics. 
Cloning associated steps prior to the NGS application of shotgun sequencing such as the 
genome mapping to construct scaffolds of genomic sequences (Dear, 2001) were thereby 
shifted to the bioinformatics analysis step following DNA sequencing. 

Direct sequencing of environmental samples has provided further valuable insights 
into the life styles and metabolic capabilities of uncultured organisms occupying various 
environmental niches, allowing us to investigate not only which microorganisms are there but 
also what they are capable of doing in the environment. Over the last two decades, 
metagenomics projects such as the exploration of the microbiome of the Sargasso Sea (Venter 
et al., 2004), the Human Microbiome Project (Turnbaugh et al., 2007), and the Earth 
Microbiome Project (Gilbert et al., 2014) have expanded our knowledge about the 
microorganisms living in the environment as well as in and on humans. Discovery of the 
prevalence of proteorhodopsins in the oceans (Béja et al., 2001; DeLong, 2005) and the 
enterotypes of the human gut microbiota (Qin et al., 2010; Arumugam et al., 2011) were 
among the major findings that metagenomics introduced to the biology literature.	

Software tools have been made available to run the metagenomic analysis pipelines 
and the ones utilized in Paper III are described in the Bioinformatics section below. The 
individual analysis steps required for the bioinformatics sequence processing and analysis 
pipeline in a community-genome shotgun-sequencing project, are shown in Figure 2. There 
has been software development endeavors targeting specific steps in the whole analysis 
pipeline such as FastQC (Andrews, 2010), PRINSEQ (Schmieder and Edwards, 2011), and 
Fastx-toolkit (Gordon and Hannon, 2010) for the sequence quality check and initial filtering; 
MetaVelvet (Namiki et al., 2012), SoapDenovo (Luo et al., 2012), and Ray Meta (Boisvert et 
al., 2012) for the sequence assembly; FragGeneScan (Rho et al., 2010), MetaGene (Noguchi 
et al., 2006), and Prodigal (Hyatt et al., 2010) for the gene prediction; NCBI BLAST 
(Camacho et al., 2009) , Blat (Kent, 2002), BWA (Li, 2013), and Bowtie 2 (Langmead and 
Salzberg, 2012) for the sequence alignment and read mapping, Metaxa (Bengtsson et al., 
2011), rRNASelector (Lee et al., 2011) for the extraction of SSU rRNA gene sequences from 
the metagenome, MEGAN (Huson et al., 2007), STAMP (Parks et al., 2014), 
ShotgunFunctionalizeR (Kristiansson et al., 2009) and FANTOM (Paper I) for the functional 
and taxonomic analyses (Figure 2). There have also been large scale efforts to provide the 
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whole metagenomics analysis pipeline as a web-service by projects such as mg-RAST (Meyer 
et al., 2008), CAMERA (Seshadri et al., 2007), IMG/M (Markowitz et al., 2008) and EBI-
Metagenomics (Mitchell et al., 2016). 

Figure 2: Bioinformatics analysis pipeline of metagenomics data. The sequence sequence reads generated by NGS 
technologies are initially processed through several quality control and filtering steps. The quality filtered reads are 
then annotated by binning the reads through mapping to reference genomes or by nucleotide composition-based 
algorithms. Functional annotation is performed by gene prediction and searching similarities to sequence 
databases. In cases when the sequence data represents a low complexity microbiota and sufficient sequencing 
depth is reached, contigs are formed by assembling reads after the quality control and filtering step. The annotated 
reads are finally subjected to taxonomic or functional metagenomic analyses.	

4.3.	BIOINFORMATICS	

The term bioinformatics was coined in the early 1970s by the Dutch scientists Paulien 
Hogeweg and Ben Hasper on the seeds that the epochal discoveries of DNA and protein 
structures had sawn. The initial aim for the usage of the term was “to study informatic 
processes in biotic systems” (Hogeweg, 2011). Along with the discovery of the DNA 
structure by Watson and Crick, the major credit for the foundations of the contemporary 
bioinformatics advances should probably go to the double Nobel Prize winning researcher 
Frederick Sanger who first published the peptide sequence of insulin in 1955 and established 
a methodology to scale DNA sequencing projects in 1978 with the method entitled to his 
name (Sanger sequencing; Sanger and Coulson, 1978). As the protein sequence generation 
precedes the DNA, the initial efforts to make sense out of genetic information, was focused 
on protein sequences (Attwood et al., 2011). Margaret Dayhoff was the first researcher to 
collect protein sequence information and analyze it, which led her to the following 
conclusion: “There is a tremendous amount of information regarding the evolutionary history 
and biochemical function implicit in each sequence and the number of known sequences is 
growing explosively. We feel it is important to collect this significant information, correlate it 
into a unified whole and interpret it” (Dayhoff, 1967). The latter sentence basically defines 
the major aim in the research field of bioinformatics. 

The initial efforts in DNA and protein sequence data generation brought along the 
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immediate need for an organized storage and access to the accumulated sequence data. The 
Protein Data Bank (Bernstein et al., 1977) and Genbank (Benson et al., 2008) databases were 
curated to suffice this prerequisite of the nascent discipline. The discipline itself ultimately 
grew organically from the needs of researchers to access and analyze (primarily biomedical) 
data, which appeared to be accumulating at alarming rates simultaneously in different parts of 
the world. Advances in computer science and more specifically sequence alignment 
algorithms allowed the scientists to process, analyze, and store the growing numbers of 
sequences in the initial databases. From an information technology perspective, therefore, 
bioinformatics can be defined as a scientific discipline encompassing acquisition, storage, 
processing, analysis, interpretation and visualization of biological information (Singh, 2015c). 

The core aims of bioinformatics include 1) the providing of access to existing 
biological information and submitting new entries as new data is generated, and 2) the 
development of software tools and other such resources that aid in the exploration of data. For 
example, having sequenced a particular protein, it is of interest to compare it with previously 
characterized sequences. 3) The third aim is to use these tools to analyze generated data and 
interpret the results in a biologically meaningful manner. The bioinformatics methodologies 
below are approached from a metagenomics analysis perspective and will cover all analysis 
steps taken in the metagenomic analysis pipeline of Paper III as illustrated in Figure 2. 

4.3.1.	DATA	GENERATION	AND	ANALYSIS	

Once the initial bioinformatics steps including data acquisition, organization and storage are 
completed, the data-driven phase of bioinformatics begins. Although there are multiple other 
sources of molecular biological data to be acquired from biological systems including gene 
expression, proteomics, and metabolomics, the extent of this PhD thesis will cover the 
information derived solely from DNA sequences and the inferences made from them. 
Consequently, the following step of identifying a fragment of DNA of unknown origin is to 
scan the sequences for open reading frames and predict genes. In this thesis, assembly of 
short reads to contigs was not considered within the metagenomics analysis pipeline due to 1) 
the relatively long read lengths generated by the 454 technology (avg. 350 bp), which allowed 
us to perform taxonomic and functional annotation of a substantial portion of the sequence 
reads, and 2) as expected from the previously asserted large species diversity of the marine 
biofilms, depth of sequencing was insufficient, and thus will not be discussed here. 

4.3.1.1.	GENE	PREDICTION		

Identification (or prediction) of open reading frames (ORFs) and genes is the initial step for 
the annotation of raw DNA sequences in a metagenomic analysis pipeline. ORF or gene 
prediction can be performed by at least three different ways. First, the start and stop codons 
can be scanned for throughout the whole set of DNA sequences, and any coding regions can 
be extracted by the algorithms based on decision trees. The second approach utilizes hidden 
Markov models (HMMs) in gene prediction and was implemented in several software tools 
including Glimmer (Delcher et al., 2007), Metagene (Noguchi et al., 2006) and 
FragGeneScan (Rho et al., 2010). FragGeneScan was used in the gene prediction step of the 
analysis pipeline in Paper III due to its accuracy in metagenomics applications. Finally, gene 
prediction can be performed by searching public sequence databases for genes. For example, 
the SSU rRNA identification tool used in Paper III, namely Metaxa (Bengtsson et al., 2011), 
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uses a combination of HMM and sequence database searches to extract SSU rRNA sequences 
from metagenomic datasets. 

4.3.1.2.	SEQUENCE	ALIGNMENT	

As mentioned among the approaches to gene prediction in the previous section, searching 
DNA sequences in databases requires the alignment of sequences to the individual sequence 
entries in the corresponding databases. An alignment is simply the pairwise comparison of 
individual characters of the query and target sequences. Evolutionary processes including 
insertions, deletions and substitutions are taken into account by introducing bonuses and 
penalties for nucleotide matches, gaps and mismatches in pairwise sequence alignments. In 
addition, scoring matrices are built to evaluate the probability of the alignment of two 
nucleotides. Alignments can be performed to cover the entirety of the query and the target 
sequences by global alignment algorithms. Alternatively shorter but more accurate 
similarities can be searched within the subsets of the two sequences by local alignment 
algorithms. 

 The sequence alignment problem becomes computationally expensive for the 
character-by-character scoring of nucleotide pairs as the length of sequences increase. 
Dynamic programming was initially introduced to solve this problem for the global and local 
alignment algorithms, named after the researchers Needleman & Wunsch and Smith & 
Waterman, for the individual algorithm, respectively (Needleman and Wunsch, 1970; Smith 
and Waterman, 1981). Although the pairwise alignment problem was overcome within a 
reasonable time through the use of dynamic programming based algorithms, searching for the 
ever-increasing number of sequences in the archives one by one requires certain heuristics 
and indexing schemes to reduce the time spent for a database search. Similarity searches in 
databases are performed largely by algorithms that do not guarantee that the best match is 
found, but rather report the most probable alignment of the query sequence to the individual 
database entries (Bansal, 2005). Indices are the auxiliary data structures that these algorithms 
produce from either of the query sequences or database entries or in some cases both. 
Alignment algorithms are grouped into three categories according to the utilized indexing 
scheme, namely hash-table- (also know as word), suffix tree- or merge sorting-based 
algorithms (Li and Homer, 2010). The most commonly used database search algorithm, 
BLAST (Altschul et al., 1997), is essentially a hash-table based method, relying on the 
scanning of k-mer sized subsequences of the query in the database by using a hash table 
whose keys are the k-mer sequences. The initial contiguous match in the target sequence, 
called the seed, is extended and joined without gaps in BLAST and afterwards refined by a 
Smith-Waterman algorithm in the following step. It finally reports the statistically significant 
local alignments in the output. A suffix tree is a data structure that stores all the suffixes of a 
string, enabling fast string matching. The fast read mapping algorithms utilized in the 
alignment steps of most NGS sequence alignment software are based on Burrows-Wheeler 
Transform (BWT)-based algorithms that utilize suffix trees (Burrows and Wheeler, 1994). In 
Paper I, the taxonomic count data was retrieved by mapping human gut metagenome reads to 
a database of whole microbial genomes by using the tool Bowtie (Langmead et al., 2009), 
which uses a BWT-based algorithm to map the reads to individual genomes. 
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4.3.1.3.	PHYLOGENETIC	ANALYSIS	

In addition to searching databases for unknown sequences, alignments are also useful to learn 
about phylogenetic relationships between sequences. Multiple sequence alignments are 
constructed for this purpose by stacking orthologous sequences from different species. 
Thereby, reasonably conserved regions from orthologous sequences are extracted, and finally 
an evolutionary tree is inferred based on the multiple sequence alignments. Phylogenetics is 
the study of the evolutionary relationships between genes, individuals, populations or species, 
and constitutes the foundational methodology of a larger study field called systematics. The 
term phylogeny refers to the relationship among the aforementioned biological organization 
units that depicts a common ancestry between the units at a particular time point in evolution 
(Krane and Raymer, 2003). A phylogenetic tree is the typical graphical representation of 
these evolutionary relationships and is composed of various arrangements of nodes and 
branches. Taxonomy refers to the naming and classification of the nodes from the tip of the 
phylogenetic tree to the root node. Phylogenetic trees usually convey three distinct sources of 
information about the evolutionary history of the biological units including relatedness, 
degree of divergence and the taxonomic affiliation of their common ancestor (Krane and 
Raymer, 2003). Constructing multiple sequence alignments is the preliminary step for 
phylogenetic analyses. The following step of inferring phylogenetic trees can be performed 
by several alternative methodologies including Unweighted-Pair-Group Method with 
Arithmetic Mean (UPGMA)-, neighbor joining-, maximum likelihood (ML)- and maximum 
parsimony-based methods (Day and Edelsbrunner, 1984; Hyde et al., 2013). A ML-based tree 
inference tool, MLTreeMap (Stark et al., 2010), was used for the reconstruction of the 
phylogenetic tree shown in Figure S1, in Paper III. 

4.3.2.	FUNCTIONAL	ANNOTATION	AND	BIOLOGICAL	DATABASES	

Biological databases are essential tools for the researchers in a myriad of fields in biology 
from protein structural studies to the investigation of the types of chemicals released to the 
environment. As pointed out at the beginning of the Bioinformatics section, the initial 
concerted efforts to organize accumulated biological information were the establishment of 
PDB for the protein structural data and Genbank database for nucleic acid sequences. These 
databases are attributed to be archival or primary databases, meaning that the experimental 
results are initially stored in these databases with limited interpretation or annotation provided 
by the submitting researcher (Singh, 2015a). There are also secondary databases, which 
mostly use the data in the archival ones but refine the information through an established 
curation strategy relying on the paradigm that the database attempts to convey to the 
researchers of particular, specialized fields of biology. Examples of these specialized or 
secondary databases include databases storing information of genomics and sequence data of 
whole genomes, protein mutations and polymorphism, 2D gel- and mass spectrometry-based 
proteomics data, metabolic reaction and pathway data or more specialized information related 
to genes, proteins, enzymes, protein complexes and biochemical pathways such as antibiotic 
resistance genes, membrane transport proteins, and carbohydrate-degrading enzymes. There 
are currently 1,685 different biological databases listed in the Molecular Biology Database 
Collection (Rigden et al., 2016). 
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4.3.2.1.	REFSEQ		

The often limited annotations provided for the archival database entries are in fact prone to 
ambiguity during the time of the actual database usage by the sequence alignment tools or 
manual entry retrieval processes by the users of the database. Due to the reasons including 
duplicate entries for the same biological entity, lack of information to reinforce reliability and 
consistency to clarify the multiple entries and uncertainties regarding the source of the 
database entry (e.g. experimental or in silico), the archival databases indeed attenuate the 
sequence read annotation process and may risk obstructing the downstream bioinformatics 
analyses (Singh, 2015a). The RefSeq database project, ran by the National Center for 
Biotechnology Information (NCBI), was introduced to address these issues and to constitute a 
reliable and consistent biological data resource for individual level of molecular information 
in the central dogma, namely DNA, RNA and protein (Pruitt et al., 2007). The non-redundant 
data representation for biological entities provided by the NCBI databases was utilized in the 
sequence annotation step of Paper III by the alignment of metagenomic sequences to the non-
redundant protein and the non-redundant nucleotide databases. 

4.3.2.2.	KEGG		

Another intensely utilized biological data resource throughout this PhD thesis is KEGG 
(Kyoto Encyclopedia of Genes and Genomes) database (Kanehisa and Goto, 2000). The 
KEGG database is a collection of several databases providing information at varying levels of 
biological functional organization including molecular-level, pathway and broader-level 
functions. Molecular level information is provided within the KEGG Orthology (KO) 
database in which individual molecular data entries are associated with orthologous proteins 
and enzymes annotated from gene catalogs of complete genomes. The KO database is a 
secondary database constructed by restructuring the database entries provided in RefSeq, 
Genbank and other publicly available data resources. Molecular level information is further 
organized within the broader level functional categories of the KEGG Pathway database and 
the KEGG Brite hierarchies (Kanehisa et al., 2008). The KEGG databases enable 
bioinformatics researchers to systematically conceptualize gene functions and to link gene-
level information with a higher order functional categorization represented by interconnected 
entries at different hierarchy levels. The interconnections between different categories and the 
functional hierarchy information provided in the KEGG databases are utilized in Paper II. 
Paper II presents a software tool developed as part of this PhD thesis, namely PACFM, 
providing a comprehensive functional visualization tool with additional utilities to explore 
and manipulate pathway data annotated by the KEGG databases. 

4.3.2.3.	GENE	ONTOLOGY	

Another systematic effort to organize functional biological data under the “controlled 
vocabularies (ontologies)” of molecular functions, biological processes and cellular 
components is the Gene Ontology (GO) database (Ashburner et al., 2000). The GO database 
involves biological entities called the GO terms, structured as a directed acyclic graph 
(DAG). In this data structure, specialized database entities may have multiple broader 
categories that they partake in, which means a child node in the database may have multiple 
parent nodes unlike a taxonomy tree, in which each child node has only one parent. For 
example, the biological process term hexose biosynthesis has two parents, hexose metabolism 
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and monosaccharide biosynthesis. The DAG structure of GO (which is also utilized in the 
curation of the KEGG Brite database) constitutes a problem when assigning broad level 
functions to metagenomic sequence reads. The molecular level annotations are associated 
with multiple pathways (broader level functions) and several of the associated pathways end 
up among the significant analysis results even though they are absent in the investigated 
environmental microbiome. This problem is addressed in Paper II, and the bioinformatics 
software PACFM was designed to provide several options for tackling these pitfalls. 

4.3.2.4.	PFAM		

Multiple sequence alignments are explained in the previous sections where DNA or amino 
acid sequences are stacked within a single alignment. Visual inspection of MSAs often 
reveals conserved regions throughout the entirety of an MSA. There are more sophisticated 
methods developed to discover and extract these conserved regions from MSAs. One such 
methodology is to model the conserved regions of protein sequences by Hidden Markov 
Models (HMMs). Pfam or Protein families database is a collection of around 16,000 
conserved regions of proteins modeled and stored as distinct HMMs (Finn, 2012). Pfam 
models can be considered as short amino acid sequence patterns, which exhibit conserved 
functional or structural units of proteins. Hence, while the previously detailed databases such 
as KEGG and GO organize biochemical functions into broader level groups than individual 
enzymatic functions and protein features, Pfams model sub-protein level biological 
information such as protein families. The software tool HMMER (v.2; Eddy, 1998) was used 
in Paper III to assign Pfam annotations to individual sequence reads from the metagenome of 
the marine biofilms. 

Apart from the databases listed above, several others including the taxonomy 
databases NCBI Taxonomy (Eddy, 1998) and SILVA (Quast et al., 2013) as well as protein 
functional databases such as UniProt Knowledgebase (Apweiler et al., 2004), COG (Tatusov 
et al., 2000), TIGRFAMs (Haft et al., 2003) and CAZy (Haft et al., 2003) were used in the 
software development or data analysis steps of the Papers I and III. 

4.4.	COMMUNITY	ECOTOXICOLOGY	

Ecotoxicology, by definition, is the science of contaminants in the biosphere and their effects 
on the constituents of the biosphere, including humans (Newman and Unger, 2003). The 
emergence of the discipline originates from the investigation of the effects of specific abiotic 
factors, namely toxic chemicals released by humans to the environment. Therefore, 
ecotoxicology is largely influenced by the paradigms stemming from ecology. As the ecology 
covers a wide range of levels in the biological organization from individual species to the 
ecosystem level interactions, so does the ecotoxicology research by differentiating into 
subfields for certain biological organization levels. The use of economically important or 
charismatic species to investigate toxicant responses in organisms has been a trend among 
researchers at the level of organismal physiology or biomolecular level (Handy and Depledge, 
1999; Gunnarsson et al., 2009; Celander, 2011) Researchers trained in ecology have 
implemented their paradigms to introduce plausible explanations for the effects of toxicants 
on the organisms at the community and ecosystem levels of biological organization (Blanck, 
2002; Backhaus et al., 2008; Blanck et al., 2009). Although researchers working with the two 
different aspects of ecotoxicology with reasonably distinctive paradigms tend to approach to 
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the environmental toxicity problem in a heterogeneous manner, the ultimate aim of the field 
of community ecotoxicology is to integrate the mechanistic explanation of the lower 
biological hierarchy levels with the responses relying on the emergent characteristics of 
populations and communities (Newman and Clements, 2007). 

4.4.1.	FIELD	SAMPLING	

The microbial biofilm communities sampled in Paper III were allowed to colonize and grow 
on rectangular glass slides (150 mm × 20 mm) at 1.5 m depth at five sampling sites at the 
mouth area of the Gullmar fjord on the Swedish west coast. The samples represent a relatively 
small coastal territory within the fjord, the most distant sites being 11 km apart, from the 
inner to the outer archipelago of the Swedish west coast. A combined sample of four distinct 
time points in a year from the outer archipelago was also sent for sequencing as part of the 
study. For each site, one sample, corresponding to a surface area of approximately 100 cm2, 
was taken. Individual sites were different in terms of water depth, bottom characteristics and 
distance to land. Water movement from currents, tide and weather-dependent high and low 
waters were expected to connect each site and allow them to share drifted microbiota. Five of 
the samples to be sequenced were from the sampling day of 23rd of July 2004. The sixth 
sample was obtained by pooling equal amounts of DNA from the sampling occasions on 28th 
of April, 23rd of July, 30th of August and 21st of September, 2004 respectively. 

4.4.2.	FLOW-THROUGH	MICROCOSM	(AQUARIA)	EXPERIMENTS	

The long-term exposure to triclosan in Paper IV was performed using a flow-through 
microcosm system located at the Sven-Loven Center for Marine Sciences at Kristineberg, 
Sweden. The flow through microcosm system allows the settlement of new microbiota in a 
continuous fashion with the constant inflow of seawater in addition to the predetermined 
concentrations of triclosan exposure.  Seawater is pumped from the Gullmar fjord into the 
laboratory through a nylon mesh of 1 mm filter size before being distributed into 25 different 
glass aquaria including the controls and replicate treatments through the triclosan exposure 
gradient. The incoming water had an approximate flow rate of 220 mL/minute in the 
individual microcosms. The toxicant solutions were refreshed every third day by preparing in 
deionized water and were injected to the microcosms with respect to the experimental design 
procedure according to which the exposure gradient was set between 0.316 nM and 1000 nM 
concentration of triclosan. The microbial biofilms were let to be established on glass discs 
mounted inside polyethylene racks. The flow-through microcosms were let to run for 18 days, 
considered as a long-term exposure period, and the established microbial biofilms in each 
aquarium were collected and sampled subsequently. 
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5. RESULTS AND DISCUSSION 

5.1.	PAPER	I	

One of the outstanding strengths of metagenomics as a molecular gauge, is the researchers’ 
ability to address taxonomic or functional analysis aspects of microbial ecology directly from 
a single data source. Researchers in metagenomics have the flexibility to approach DNA 
sequence data analysis by separating the microbiota from the biochemical capacity of the 
sampled environment or merge the two information sources and interpret them jointly. Since 
its inception, the traditional methodology to present results of metagenomic studies has been 
performed by dividing the results into individual distinct sections of taxonomy and functional 
analysis interpretations. This tradition may boil down to the inadequacy of interdisciplinary 
formulation portrayed at the beginning of this thesis, as such the field of metagenomics 
largely originates from microbial ecology, and microbial ecologists often adopt ecological 
paradigms in their research, without considering the necessity to link community level 
inferences to the lower levels of biological organization such as the biochemical functions 
inside cells. This dichotomy of treating metagenomics data has largely been the prevalent 
approach to the analysis of DNA sequence reads extracted from environmental samples. 
Paper I presents FANTOM, an open-source software tool that stems from the need for an 
easy-to-use tool to explore the often complex metagenomics data, which exhibit the 
aforementioned dichotomy of the taxonomic and functional aspects of microbial ecology 
research. 

 

Figure 3. Graphical user interface (GUI) of FANTOM and comparative analysis plots generated through the GUI. 
A. Data selection/filtering and statistical analysis panel B. Bar graph comparing two groups according to the 
pathway abundances. C. Area plots showing the fluctuating levels of functional categories in the samples of two 
different groups. 

FANTOM was developed as a stand-alone, open source, and graphical user interface 
(GUI)-based (see Figure 3) software tool. The limitations of the existing statistical analysis 
and visualization tools for metagenomics data analysis and the reluctance of users to upload 
their data to online services set the major motivations for FANTOM to be developed. 
FANTOM allows users to analyze metagenomics data in connection with NCBI taxonomy, 
KEGG, COG, PFAM and TIGRFAM databases. It features exploratory and comparative 
analyses of metagenomics data integrated with individual sample metadata for sophisticated 
statistical analyses such as principal component analysis or several options for hypothesis 
testing. The software tool was used to reveal significant analysis results of a comprehensive 
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human gut metagenome data covering healthy, obese and individuals associated with several 
diseases of the human gastrointestinal tract including inflammatory bowel disease, Crohn’s 
disease and ulcerative colitis (Qin et al., 2010). One of the most striking results found by 
using FANTOM on this human gut metagenome data was the detection of a significant 
deficiency of the archaeal species Methanobrevibacter sp. in the gastrointestinal tracts of 
Crohn’s disease patients. FANTOM was also used in Paper III where the metagenomic 
sequence reads from the marine biofilm samples were assigned to various taxonomic levels 
and Proteobacteria, Bacteroidetes, and Cyanobacteria were found to dominate the marine 
biofilms. In conclusion, an open source, standalone and user-friendly software tool, for data 
analysis and data mining of shotgun metagenomics studies has been introduced to the 
research community. 

5.2.	PAPER	II	

Through the door that FANTOM opened in the analysis of metagenomics data, a second 
software tool called PACFM was developed and presented in Paper II. PACFM utilizes the 
hierarchical data structure of the KEGG Brite database for providing a novel graph in 
pathway visualization. It also addresses a commonly observed problem in the analysis of 
functional metagenomics data where a gene is counted multiple times as belonging to 
different pathways, and several of the associated pathways may end up among the abundant 
functional categories in the analysis results even though they may not exist in the investigated 
environment. Naïve pathway abundance calculation as stated in previous literature sources 
(Sharon et al., 2011), may obstruct the biological inferences made about the microbiota in 
complex metagenomics samples where neither the actual microbial diversity nor the full 
capacity of biochemical functions are known. PACFM introduces the concept of pathway 
associations of enzymes in order to distinguish generically used enzymes of a biochemical 
pathway from the unique ones that determine the rate-limiting steps of the associated 
pathway. In order to do so, the tool takes full advantage of the flexible visualization features 
of another widely used tool, Circos (Krzywinski et al., 2009), which was originally developed 
to illustrate chromosomal maps. PACFM draws the conceptualization of functional 
metagenomics data up to a further level by providing seven distinct sources of information 
regarding the biochemical potential of a metagenomic sample as follows: KEGG Brite 
categories at 1) the top level, 2) second level, 3) third (pathway) level, 4) database hierarchy 
information, 5) a manually curated database subset, 6) pathway associations of individual 
enzymes, and 7) the key/rate-limiting enzyme information (see Figure 4). 

 In addition to providing the metagenomics researchers with an improved way of 
visualizing pathway abundance data, PACFM also presents a wide array of methods for 
filtering and normalizing the abundance counts annotated by the individual KEGG Orthology 
identifier. The software tool was shown in Paper II to uncover novel results in previously 
published studies including an open ocean depth profiling (DeLong et al., 2006) and a human 
gut metagenomics study of the obese and lean twins (Turnbaugh et al., 2009) that may shed 
new light on the biological interpretations of the microbial traits in these environments. As an 
example, although there are several manual interference options to amend functional 
annotations in PACFM, an automatized run eliminated all of the human related disease 
categories in KEGG from the results of significant differences between lean and obese 
individuals. By setting the pathway association cutoff for individual enzymes of pathways to 
1, 2 and 3 we observed that the otherwise abundantly reported methane metabolism pathway 
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in a sample from the study of an open ocean depth profile, might indeed not be found in 
reality. The pathway visualization feature of PACFM was also utilized in Paper III, 
illustrating the full biochemical capacity of marine biofilm samples in one plot. PACFM 
serves researchers in metagenomics with an easy to use, standalone and integrated pathway 
visualization software tool and also allows them to easily elaborate on the pathway analysis 
results through automated and manual manipulation means, with the overall goal to help users 
to avoid misleading biological inferences. 

 

Figure 4. Final output plot of PACFM. Abundance data represented at 1) the top level, 2) second level, 3) third 
(pathway) level KEGG hierarchies as well as 4) database hierarchy information, 5) a manually curated database 
subset, 6) pathway associations of individual enzymes, and 7) the key/rate-limiting enzyme information are shown. 
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5.3.	PAPER	III	

The aquatic biofilms, also known as periphyton, constitute an unprecedented tool for 
microbial ecologists, environmental scientists and ecotoxicologists for investigating the 
aquatic microbial life due to several advantages. First, they represent a micro-ecosystem that 
is attached on a surface and open to all sorts of ecological interactions with the ambient 
environment. The multispecies nature of these biofilm communities allows the researchers to 
adopt traditional ecological paradigms to apply on this micro-ecosystem. The communities 
harbor a large diversity of organisms comprising viruses, bacteria, algae, fungi, protozoans, 
and metazoans. By accommodating phototrophic (from which the name periphyton 
originates) and heterotrophic members from different levels of the food web (Figure 1), the 
biofilms represent an ecologically relevant model system, which enables the possibility of 
controlled experimentation at the microbial community level. This is a giant leap on top of the 
traditional microbiological experimentation based on culturing of single microbial species. 
However, until the community-genome shotgun sequencing based exploratory study was 
carried out in Paper III, the biodiversity and functional capacity residing in the marine 
biofilms was poorly described. In Paper III, we used metagenomics to characterize marine 
biofilm communities from the sampling sites described in Figure 5 at the Swedish west coast. 

 

Figure 5. Sampling sites of the marine biofilms in Paper III. The samples represent a relatively small coastal 
territory within Gullmar fjord on the Swedish west coast. The most distant sites are 11 km apart, from the inner to 
the outer archipelago of the Swedish west coast. 

The study design of Paper III in terms of metagenomic sequencing differs from the 
traditional methodology applied to the planktonic microorganisms by filtrating water samples 
through micrometer size filters. Despite the numerous advantages of biofilms for microbial 
ecological experimentation, the extracellular polymeric matrix where the organisms are 
encased, obstructs the separation of eukaryotes from the bacterial community members during 
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the sampling of microbiota. Therefore, taxonomic affiliation of the sequence reads was done 
entirely through bioinformatics methodologies. By extracting the ribosomal small subunit 
gene sequences from the metagenomic dataset, we found approximately ten times more 
eukaryotic rRNA sequences compared to prokaryotic genes. However the whole 
metagenome-based similarity searches showed that bacterial phyla including Proteobacteria, 
Bacteroidetes and Cyanobacteria are the most abundant organisms in these biofilms (Figure 
6). Intriguingly, the DNA sequences belonging to marine invertebrates were highly abundant 
in the biofilms, confirming the literature regarding the inhabiting of the biofilm matrix by 
invertebrate larvae until their developmental stage of metamorphosis (Hadfield and Paul, 
2001). 

Figure 6. Ranked abundances of phyla identified in the periphyton metagenome. Relative abundances of phyla 
found in periphyton according to whole metagenome similarity searches to public databases. 
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In the biofilm metagenome, we detected phototrophic members such as 
Cyanobacteria, the alpha-proteobacterial genus Roseobacter, micro- and macro-algae as 
highly abundant. We also assessed the metabolic pathways that predispose these communities 
to an attached lifestyle. Functional indicators of the biofilm form of life in periphyton 
involved genes coding for enzymes that catalyze the production and degradation of 
extracellular polymeric substances, mainly in the form of complex sugars such as starch and 
glycogen-like meshes together with chitin. Genes coding for 278 different transporter proteins 
were detected in the metagenome, constituting the most abundant protein complexes. Our 
finding of genes encoding for enzymes that participate in anaerobic respiratory pathways, 
such as denitrification and methanogenesis hints at the presence of anaerobic or low-oxygen 
micro-zones within the micro-ecosystem formed by the marine biofilms. 

5.4.	PAPER	IV		

With the toolset provided by metagenomic sequencing and the established analysis software, 
the implementation of controlled experimental settings into microbial ecology and 
ecotoxicology is aimed in Paper IV. We used amplicon sequencing of taxonomic markers, 
such as 16S and 18S rRNA genes to improve our ability to study the effects of an 
antimicrobial compound, namely triclosan on the composition of environmental biofilm 
communities. Triclosan has become a ubiquitous contaminant in many environmental 
compartments due to the large-scale antimicrobial consumption (Halden and Paull, 2005; 
SCCS, 2010), and environmental risks from triclosan have been identified for a wide range of 
non-target organisms (Johansson et al., 2014). A flow-through microcosm experiment was 
performed over 18 days with marine biofilms exposed to a concentration gradient of triclosan 
ranging from 0.316 nM to 1000 nM. We showed that triclosan exposure causes shifts in 
bacterial and eukaryotic community composition, not only expressed by an overall decrease 
in microbial diversity, but also validating previous findings on the algal sensitivity and 
metazoan tolerance to the antimicrobial. We further found an increased relative abundance of 
a sulfur-based syntrophic consortium at high triclosan exposure, including the taxa 
Desulfobacterales, Thiotrichales, Campylobacterales and Chromatiales.  

In contrast to the eradication of other algal groups from the biofilms at high-level 
triclosan concentrations, the increase in the relative abundance of red algae inspired the 
investigation of the differences between the distinct groups of algae. In alignment with the 
increased relative abundance of the sulfur-based microbial consortium, one of the 
distinguishing structural components of red algae was found to be the density of sulfated-
polysaccharides within their cell wall structure (Hernández-Sebastià et al., 2008). Triclosan 
has previously been shown to form a sulfated ether (Triclosan-O-Sulfate; Chen et al., 2015b), 
which hinted us at a potential detoxification mechanism provided by red algae against 
triclosan, through the sulfurylation reaction of triclosan and sulfate. Moreover, additional 
algal taxa were identified also in significantly increased abundances at the high triclosan 
exposure level, including Phaeophyceae, and Ulvophyceae. These algal groups also 
accommodate sulfated polysaccharides in their cell walls, which were previously shown to 
exhibit plant elicitor defence roles against pests, diseases or other organisms (Benhamou, 
1996; Mercier et al., 2001; Hernández-Sebastià et al., 2008; Domozych et al., 2012). We 
hypothesized that the large supply of sulfate provided by the algal groups as well as 
echinoderms stimulates the growth of sulfate-reducing groups including the order of 
Desulfobacterales in the biofilm samples from the high triclosan exposure level. The sulfide 
produced by the sulfate-reducers are oxidized by the purple sulfur bacteria (Chromatiales) 
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and lithoheterotrophic members of the orders Thiotrichales and Campylobacterales forming a 
sulfur-based unique consortium not identified by the metagenomic sequencing analyses in 
Paper III. 
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6.	CONCLUSIONS	AND	OUTLOOK	

The foundation of a scientific discipline is consolidated by the pillars of controlled	
experimentation and the accuracy of the employed gauges, which allows reproducibility. 
Metagenomics is a young research field, which has yet not achieved the switch between its 
“hypothesis-generating” role into a “hypothesis-driven” one in the field of microbial ecology, 
partly due to the tunnel vision imposed and pigeonholed as the de facto route by the global 
scale exploratory endeavors. The phrases “stamp collecting” and “fishing expeditions” have 
previously been used to criticize the contribution of large-scale data analysis-based 
methodologies and research fields to the accumulation of biological knowledge (Hunter, 
2006; Ning and Lo, 2010; Mouritsen, 2011). The consolidation of metagenomics as a robust 
instrument in biology and as a research field highly relies on amendments in two aspects: 1) 
adoption of the appropriate interdisciplinary methodology and 2) increasing the number of 
controlled experimental settings. The Introduction section emphasizes the significance of 
interdisciplinarity in metagenomics and proposes a methodology by dissecting and 
juxtaposing its constituent disciplines, which ultimately leads to the synthesis of novel 
biological knowledge. 

From a methodological perspective, among the constituent disciplines of 
metagenomics, bioinformatics has established the strongest pillars since the field has emerged 
as virtually a natural result of NGS, much like the case with all other ‘omics data-based 
research fields. The software tool FANTOM in Paper I filled a gap in the statistical analysis 
and visualization of comparative metagenomics data. There certainly are plenty of alternative 
methods elsewhere, that utilize similar analysis features as implemented in FANTOM. 
However, at the least, a beginner level programming experience and statistical analysis 
knowledge is required in most extant applications. For example, there is a large number of 
packages developed for the statistical analysis language, R that can be utilized for different 
aspects of metagenomics analyses (Oksanen et al., 2007; White et al., 2009; Kristiansson et 
al., 2009; Zhang et al., 2013; Love et al., 2014), and the Python programming language 
community has continuously provided software packages and libraries to fill in certain gaps 
in the ‘omics analyses (Cock et al., 2009; Caporaso et al., 2010; Pedregosa et al., 2011). 
FANTOM is based on several statistical analysis libraries including numpy, scipy and 
matplotlib as well as the relational database management features of sqlite and the graphical 
user interface programming library wxPython. There are also alternative GUI-based software 
tools introduced prior to FANTOM. The MG-RAST server (Meyer et al., 2008), MEGAN 
(Huson et al., 2007) and STAMP (Parks et al., 2014) are only a few, which currently include 
the majority of features implemented in FANTOM. One of the major strengths of FANTOM 
is the ability to analyze data through various biological database resources. I would like to 
acknowledge the database curation efforts for unifying and conceptualizing functional and 
taxonomic data sources from various databases by cross-referencing them in the development 
teams of the M5NR database (Wilke et al., 2012) and the UniProt Knowledgebase (Magrane 
and Consortium, 2011). Ultimately, FANTOM and the other listed software tools and 
databases serve to conceptualize the large-scale biological data and provide sound biological 
inferences based on relevant statistics. 

 Conceptualization of molecular biology data relies on the added value that stem from 
expert knowledge refined into specialized databases. These specialized databases are of 
paramount importance for metagenomic research both for the identification and 
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characterization of organisms as in the example of taxonomic analyses and in order to group 
detected genes into broader biochemical organization levels as in functional metagenomics 
analyses. The KEGG databases (Kanehisa et al., 2002) are excellent resources to group 
detected genes into the so-called metabolic pathways or protein complexes. The curation 
strategy of the KEGG databases involves the retrieval of sequences from individual genomes 
stored in the RefSeq database (Pruitt et al., 2007) and organization of the functional 
information from those genomes into orthologous groups (KEGG Orthology database), 
pathway modules (KEGG Modules database), pathways (KEGG Pathways database), or 
broader categories grouped into distinct hierarchies (KEGG Brite database). The hierarchical 
annotation of metagenomic data is an indispensible way of approaching functional 
information coded in the microbiome of distinct environments in order to perform top-down 
and bottom-up biochemical examinations. However, since the KEGG databases do not 
distinguish between different genomes according to the environmental biomes that individual 
organisms originate from, during their curation processes, the annotation of metagenomic 
reads by the KEGG databases result in grouping of the detected genes in the microbiome of a 
specific environment into broader functional categories that may or may not be present in the 
investigated environmental context. The latter case leads to incorrect interpretation and 
inferences about the biochemical capacity of the inspected microbiota. The software tool 
presented in Paper II, PACFM, both provides a novel graphical representation reflecting the 
hierarchical structure of the KEGG Brite database and allows researchers to manually inspect 
or automatically eliminate pathways, which do likely not exist in the investigated 
environment. This in turn helps the researchers improve their biological data 
conceptualization capability during functional metagenomics analyses. 

Once the toolset for the bioinformatics analyses in metagenomics was ready to be 
applied, the exploratory metagenomics analyses in Paper III paid back with valuable insights 
on the research of marine biofilms. Shotgun metagenomic sequencing of the marine biofilms 
revealed the potential for low-oxygen micro-zones within the biofilm matrix through the 
inferences made upon the pathways belonging to energy metabolism. The abundance of ABC 
transporters in the metagenome indicates the intensity of the ongoing metabolite transport 
within the biofilm interior. The previously attributed phototrophic nature of the marine 
biofilms was shown to be inaccurate through the detection of abundant heterotrophic groups. 
The previously asserted name to represent the multi-species marine biofilms, periphyton 
(Sand-Jensen and Borum, 1991; Rosemond et al., 1993), should therefore be used with 
caution in future studies. The presence of viral genes was slightly touched upon in our efforts; 
thus, investigation of the diversity and function of viruses in the marine biofilms is a topic to 
be dug further into. The results of Pfam database annotations hinted towards the high 
abundance of reverse transcriptase genes (Pfam description: Reverse transcriptase: RNA-
dependent DNA polymerase) in the biofilm metagenome, which can be of viral origin. 
Furthermore, the proposed abundance of extracellular DNA in the biofilm structure according 
to previous literature on biofilms, could not be examined in our study due to the difficulties 
associated with the separation of DNA found in the EPS matrix from intracellular DNA.  

The first three papers in this PhD thesis mainly involve the traditional way of 
applying metagenomics paradigms into research, be it software development or exploratory 
investigation of environmental samples (albeit the metagenomics analysis of multi-species 
biofilms in Paper III is among the rare attempts to investigate the microorganisms encased in 
a biopolymeric matrix). Paper IV is an attempt of long-term perturbation of a microbial 
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ecosystem through a controlled experimental setting via an antimicrobial agent. In contrast to 
the traditional metagenomics methodology of sampling and sequencing pre-established 
communities in their natural environments, the biofilms of this study are let to grow on clean 
glass discs for three weeks under exposure to the antimicrobial agent triclosan. Such 
controlled experimentation of microbial communities has been performed by ecotoxicologists 
since the 1980s in order to assess the risks of chemical compounds released to the 
environment. However, previous studies have been based on methodologies yielding 
endpoints of low-resolution snapshots of the actual microbial community via microscopy 
(Dahl and Blanck, 1996; Devilla et al., 2005) or based on qualitative measures such as 
mortality (McPeek and Peckarsky, 1998; Oberdörster et al., 2006). Although there have been 
quantitative measures applied for the risk assessment of natural microbial communities 
through microbial activities including carbon utilization or photosynthesis (Blanck et al., 
1988; Bonilla et al., 1998; Eriksson et al., 2009), these methods represent the activities 
exhibited by a subset of the entire community. In Paper IV, a laborious experiment was 
performed by the involvement of a large group of researchers, and the effects of triclosan on 
the biofilm community members was investigated through the DNA amplicon sequencing of 
16S and 18S rRNA genes, theoretically covering the entirety of the microbial biofilm 
community. The results not only showed the anticipated change in the community 
composition, but also hinted towards the mechanisms that the biofilm community members 
employed to cope with the exposed antimicrobial agent. Although, further investigation of the 
biofilm microbiome at different exposure concentrations through the utilization of shotgun 
metagenomic sequencing may validate the findings in Paper IV and reveal even a broader 
array of detoxification and antimicrobial resistance mechanisms, the results of the amplicon 
sequencing study proved the methodology to be a de facto step in future employment of DNA 
sequencing for ecotoxicological experimentation. 

Individual steps of a typical metagenomics sampling and analysis pipeline, from 
metadata recording to sequence assembly and binning as well challenges associated with 
individual steps were previously covered in several excellent reviews (Hamady and Knight, 
2009; Wooley et al., 2010; Gilbert and Dupont, 2011; Ju and Zhang, 2015). The previously 
described exploratory or hypothesis-generating nature of the majority of metagenomics 
studies is prone to disorientation and lack of conceptualization during the bioinformatics 
analysis steps. In order to avoid haphazardly applied bioinformatics analyses, a sound 
experimental design with a clear aim is of utmost importance. The clearer the aim, the more 
efficient the downstream methodological approaches will be. For example, expensive and 
time-consuming sequencing efforts are not required if the aim is to solely identify the 
dominant microbial groups in a community when low-resolution but cheaper and faster 
community profiling approaches are applicable (Hamady and Knight, 2009). Researchers 
should also make feasible choices with respect to the study goals and a consolidated decision 
should be made between SSU rRNA amplicon sequencing and shotgun sequencing where the 
latter is still orders of magnitude more expensive and computationally more time consuming 
albeit the depth and breadth of sequence reads it generates. As a rule of thumb, pilot studies 
are suggested to be performed via amplicon sequencing in order to get an idea about the 
species composition and diversity of the microbiota in the studied environment. Shotgun 
metagenomic sequencing can then be applied to only those samples, which suggest leads of 
novel discoveries regarding the biochemical capacity of the investigated microbiome. 
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The crucial steps of sampling, such as filtering and metadata recording, should be 
thoroughly examined. As such, depending on the study goals microbial communities can be 
stratified to varying size fractions covering large eukaryotes, small protists and bacteria as 
well as viruses. Minimum information standards regarding the recording and reporting of 
metadata for the investigated environmental microbiome (Yilmaz et al., 2011) should be 
followed in order both to increase the number of parameters that can explain data variability 
and also to eliminate the risk of future inquiries for the credibility of the performed 
metagenomics study. Scientific reproducibility of the results follows in the wake of adherence 
to such scientific community standards (Jasny et al., 2011). In order to extract the maximal 
amount of intracellular DNA, either custom protocols should be optimized or ready-made kits 
should be purchased relevant for the environments such as soil, water and gastrointestinal 
tracts or for the exceptional cases of multi-species life forms such as the biofilm samples. 
Since DNA sequencing constitutes only a proxy for the detection of actual processes going on 
in vivo, identified leads of novel mechanisms should be validated at gene expression and/or 
protein levels through complementary methodologies including quantitative/real-time PCR 
(qPCR), mass spectrometry and enzyme activity assays. 

The computational aspects of metagenomics analyses mainly involve DNA sequence 
data processing pipelines, mathematical models and software tools tailored primarily to 
handle the ever-increasing volume of data generated by NGS technologies. Furthermore, 
established paradigms in the fields of microbial ecology, comparative genomics and gene 
expression analyses are continuously implemented into metagenomics pipelines by improved 
strength of relevant statistics. A common fallacy among the bioinformatics researchers is the 
approach to metagenomics data analysis pipelines with the certainty that a major finding is 
warranted. A comprehensive understanding of strengths and weaknesses of “big data” 
analysis schemes and reference biological databases through the interdisciplinary 
methodology portrayed in this thesis and exhorted by many other scholars, should 
characterize any research effort in metagenomics. It should not be forgotten that the glory of 
large-scale sequence data generation methodologies will not subside a potential failure to 
explain the ongoing biological processes in the investigated environment. Therefore, 
biological inference-oriented software development projects should be promoted, which will 
drastically reduce the time and effort spend on analyzing and interpreting metagenomics data 
as in the examples of the mg-RAST server, MEGAN, STAMP, FANTOM and PACFM. 
Open source software tools that are easy to use and apply will eventually replace the 
autocracy of bioinformatics analysts at the final step of long-term metagenomics endeavors. 
Finally modeling efforts of environmental microbial communities should be promoted to 
increase the predictive power of the existing methods upon environmental disturbances such 
as in ecotoxicological experiments. Modeling approaches reinforced by metabolic 
engineering paradigms such as the application of flux balance analysis in (meta)genome scale 
metabolic models (Price et al., 2004; Österlund et al., 2012; Hanemaaijer et al., 2015; 
Mardinoglu and Nielsen, 2015) will leverage our capability of conceptualizing nucleotide 
sequence data. Robust community-scale models applied by the integrative utilization of 
metagenomics, metatranscriptomics, metaproteomics and metabolomics will complement the 
final pieces in the puzzle of the central dogma of molecular biology and lead towards an era 
of maturity in high-throughput data ‘omics biology.	
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