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Abstract

In this thesis we present two applications of sheaf semantics. The first
is to give constructive proof of Newton–Puiseux theorem. The second
is to show the independence of Markov’s principle from type theory.

In the first part we study Newton–Puiseux algorithm from a construc-
tive point of view. This is the algorithm used for computing the Puiseux
expansions of a plane algebraic curve defined by an affine equation over
an algebraically closed field. The termination of this algorithm is usu-
ally justified by non-constructive means. By adding a separability con-
dition we obtain a variant of the algorithm, the termination of which is
justified constructively in characteristic 0. To eliminate the assumption
of an algebraically closed base field we present a constructive interpre-
tation of the existence of the separable algebraic closure of a field by
building, in a constructive metatheory, a suitable sheaf model where
there is such separable algebraic closure. Consequently, one can use
this interpretation to extract computational content from proofs involv-
ing this assumption. The theorem of Newton–Puiseux is one example.
We then can find Puiseux expansions of an algebraic curve defined over
a non-algebraically closed field K of characteristic 0. The expansions are
given as a fractional power series over a finite dimensional K-algebra.

In the second part we show that Markov’s principle is independent
from type theory. The underlying idea is that Markov’s principle does
not hold in the topos of sheaves over Cantor space. The presentation
in this part is purely syntactical. We build an extension of type theory
where the judgments are indexed by basic compact opens of Cantor
space. We give an interpretation for this extension of type theory by
way of computability predicate and relation. We can then show that
Markov’s principle is not derivable in this extension and consequently
not derivable in type theory.

Keywords: Newton–Puiseux theorem, Algebraic curve, Sheaf model,
Dynamic evaluation, Type theory, Markov’s Principle, Forcing.
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Introduction

The notion of a sheaf over a topological spaces was first explicitly de-
fined by Jean Leray [Miller, 2000]. Sheaves became an essential tool
in the study algebraic topology, e.g. sheaf cohomology. Intuitively a
sheaf attaches data (i.e. a set) to each open of the topological space in
such a way that the data attached to an open set U is in one-to-one
correspondence to the compatible data attached to the opens of a cover⋃

i Ui = U. Thus a sheaf allows us to pass from the local to the global
and vice-a-versa. The most common example is that of a continuous
function f : U → R. The function f gives rise to a continuous func-
tion Ui → R when restricted to points in Ui. On the other hand, given a
family of continuous functions fi : Ui → R such that each pair, fi and f j
coincide on the intersection Ui ∩Uj we can glue or piece together these
functions into a continuous function f : U → R that coincide with fi
when restricted to points in Ui.

For his work in algebraic geometry, Grothendieck and his collaborators
generalized the notion of sheaf over a topological space to that of a
sheaf over an arbitrary site. A site is a category with a topology. Just
as an open set is covered by subopens in a topological space. An ob-
ject in a site is covered by a collection of maps into it. Grothendieck
gave the name topos to the category of sheaves over a site and con-
sidered the study of toposes to be purpose of topology “il semble
raisonnable et légitime aux auteurs du présent séminaire de consid-
érer que l’objet de la Topologie est l’étude des topos (et non des seuls
espaces topologiques).”[Artin et al., 1972]. One should remark that the
logic of a topos is not necessarily boolean. That is to say, the algebra
of subsheaves of an arbitrary sheaf is not necessarily boolean. This is
similar to the situation in topology where a complement of an open set
is not necessarily open, hence the negation is given by the interior of
the complement and the law of excluded middle does not necessarily
hold.

Around this time in the early 1960’s Cohen introduced his method
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2 Introduction

of forcing and proved the independence of the continuum hypothe-
sis from ZF [Cohen, 1963]. Soon after Scott, Solovay, and Vopěnka
introduced boolean valued models in order to simplify Cohen’s proof
[Solovay, 1965; Vopěnka, 1965; Bell, 2011]. In 1966 Lawvere observed
that boolean valued models and the independence of the continuum
hypothesis should be presented in terms of Grothendieck toposes [In-
terview:Lawvere 2] [McLarty, 1990]. It was later that Lawvere presented
this result [Tierney, 1972]. A couple of years earlier, Lawvere and Tier-
ney’s developed the theory of elementary topos 1969-1971 [Lawvere,
1970]. This is an elementary axiomatization of the notion of a topos
of which sheaf toposes are instances. We interject to remark that the
definition of elementary topos is impredicative. Sheaf toposes on the
other hand can be described predicatively and thus are more amenable
to development in a constructive metatheory [Palmgren, 1997].

Soon after the introduction of elementary toposes the notion of internal
language of a topos and the correspondence between type theories and
toposes was discovered independently by Mitchell [Mitchell, 1972] and
Bénabou [Coste, 1972] among others. Various equivalent notions of
semantics accompanied. Perhaps the most intuitive of these is Joyal’s
generalization of Kripke semantics to what is now known as Kripke–
Joyal semantics [Osius, 1975] with the purpose of unifying the various
notions of forcing as instances of forcing in a sheaf topos [Bell, 2005].
This style of semantics is in fact conceptually similar to Beth’s semantics
of intuitionistic logic [Beth, 1956]1. Indeed it has become customary to
use the term Beth–Kripke–Joyal for this kind of semantics.

In this monograph we present two applications of sheaf semantics to
constructive mathematics and dependent type theory. The monograph
is thus divided into two self contained parts A and B. We sum the re-
sults briefly below and defer more detailed introductions to the relevant
parts.

In Part A we develop a constructive proof of Newton–Puiseux theo-
rem based on one by Abhyankar [1990]. Though Abhyankar’s proof is
algorithmic in nature, i.e. it describes an algorithm for computing the
Puiseux expansions of an algebraic curve over an algebraically closed
ground field, it is nonetheless non-constructive. Our contribution is
eliminating two assumptions from the classical proof. The termina-
tion of Abhyankar’s algorithm depends on the assumption of decid-
able equality on the ring of power series over an algebraically closed
field. By eliminating this assumption we obtain a constructive proof of
termination. We then turn to eliminating the assumption of an (sepa-

1The history of Beth semantics is quite complicated. Beth developed his semantics
over a long period of time 1947-1956. [Troelstra and van Ulsen, 1999].
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rable) algebraic closure. This is where sheaf semantics comes in play.
We give an interpretation of the separable algebraic closure of a field
by building, in a constructive metatheory, a suitable site model where
there is such separable algebraic closure. The model gives us a direct
description of the computational content residing in the assumption of
separable algebraic closure. That is, it gives us a direct description of a
constructive proof of a more general statement of Newton-Puiseux the-
orem not involving the assumption of the separable algebraic closure.
To quote Joyal [1975] “This method is quite in the spirit of Hilbert when
he suggested a deeper understanding of the introduction and elimina-
tion of ideal objects in mathematical reasoning”.

In Part B we present a proof of the independence of Markov’s principle
from type theory. The underlying idea is that Markov’s principle fails
to hold in the topos of sheaves over Cantor space. The presentation in
this part is, however, purely syntactical and without direct reference to
toposes. We design a forcing extension of type theory in which we re-
place the usual type theoretic judgments by local ones. These are judg-
ments valid locally at compact opens of the space. We add formally a
locality inference rule allowing us to glue local judgments into global
ones. We describe a semantics for this extension by way of computabil-
ity predicates and relations. We force a term f : N → N2 representing a
generic point (sequence) in the space 2N and show that while it is prov-
ably false that this sequence is never 0, i.e. ¬¬∃n.f(n) = 0, it cannot be
shown that it has the value 0 at any time, i.e. it cannot be shown that
∃n.f(n) = 0.

A more direct approach to show the independence of Markov’s princi-
ple from type theory would be to give an interpretation of type theory
in the topos of sheaves over Cantor space. However, this was unattain-
able due to the known difficulty with the sheaf interpretation of the
type theoretic universe, see [Xu and Escardó, 2016; Hofmann and Stre-
icher, 199?]. The Hoffmann-Streicher interpretation of the universe
given by the presheaf U(X) = {A | A ∈ Presh(C/X), A small} does
not extend well to sheaves. Mainly the presheaf U(X) = {A | A ∈
Sh(C/X), A small} is not necessarily a sheaf, actually not even neces-
sarily a separated presheaf. Interpreting the universe as the sheafifica-
tion Ũ of the presheaf U is inadequate since an element in Ũ(X) is then
an equivalence class and it is not clear how to define the decoding El[a]
where [a] ∈ Ũ(X) is an equivalence class of sheaves.

At the end of this monograph we outline a proposed solution for this
problem of interpretation of the universe in a sheaf model. The idea is
to interpret the universe by the stack UX = Sh(C/X) where Sh(C/X)
is the groupoid of small sheaves over an object X of C. It can be shown
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that U is indeed a stack [Vistoli, 2004; Grothendieck and Dieudonné,
1960]. We will thus outline an interpretation of type theory in stacks
where small types are interpreted by small sheaves (more accurately,
stacks of small discrete groupoids). The model combines the familiar
sheaf/presheaf interpretation of types theory (e.g. as presented in [Hu-
ber, 2015]) with the groupoid interpretation of type theory [Hofmann
and Streicher, 1998].



I

Categorical Preliminaries

In this chapter we give a brief outline of some of the notions and results
that will be used in Chapter III. We assume that the reader is familiar
with basic notions from category theory used in general algebra.

1 Functors and presheaves

A (covariant) functor F : C → D between two categories C and D assigns
to each object C of C an object F(C) of D and to each arrow f : C → B
of C an arrow F( f ) : F(C) → F(B) of D such that F(1C) = 1F(C) and
F( f g) = F( f )F(g). A natural transformation Θ between two functors
F : C → D and G : C → D is collection of arrows, indexed by objects of
C, of the form ΘC : F(C) → G(C) such that for each arrow f : C → A

of C the diagram

F(C) G(C)

F(A) G(A)

F( f )

ΘC

G( f )

ΘA

commutes.

A contravariant functor G between C and D is a covariant functor G :
Cop → D. Thus for f : C → B of C we have G( f ) : G(B) → G(C)
in D and G( f g) = G(g)G( f ). The collection of functors between two
categories C and D and natural transformation between them form a
category DC .

A functor F ∈ SetC
op

is called a presheaf of sets over/on the category C.
For an arrow f : A → B of C the map F( f ) : F(B) → F(A) is called a
restriction map between the sets F(B) and F(A). An element x ∈ F(B)

5



6 I. Categorical Preliminaries

has a restriction x f = (F( f ))(x) ∈ F(A) called the restriction of x along
f .

A category is small if the collection of objects in the category form a
set. A category is locally small if the collection of morphisms between
any two objects in the category is a set. The presheaf yC := Hom(−, C)
of SetC

op
associates to each object A of C the set Hom(A, C) of arrows

A→ C of C. Let g ∈ yC(B) and let f : A→ B be a morphism of C then
g f ∈ yC(A) is the restriction of g along f . The presheaf yC is called the
Yoneda embedding of C.

Fact 1.1 (Yoneda Lemma). Let C be a locally small category and F ∈ SetC
op

.
We have an isomorphism Nat(yC, F) ∼= F(C). Where Nat(yC, F) is the set of
natural transformations Hom

SetC
op (yC, F) between the presheaves yC and F.

A sieve S on an object C of a small category C is a set of morphisms with
codomain C such that if f : D → C ∈ S then for any g with codomain
D we have f g ∈ S. Given a set S of morphisms with codomain C we
define the sieve generated by S to be (S) = { f g | f ∈ S, cod(g) =
dom( f )}. Note that in SetC

op
a sieve uniquely determines a subobject

of yC. Given f : D → C and S a collection of arrows with codomain C
then f ∗(S) = {g | cod(g) = D, f g ∈ S}. When S is a sieve f ∗(S) = S f
is a sieve on D, the restriction of S along f in SetC

op
. Dually, given

g : C → D and M a collection of arrows with domain C then g∗(M) =
{h | dom(h) = D, hg ∈ M}. The presheaf Ω is the presheaf assigning to
each object C the set Ω(C) of sieves on C with restriction maps f ∗ for
each morphism f : D → C of C.

2 Elementary topos

An elementary topos [Lawvere, 1970] is a category C such that

1. C has all finite limits and colimits.

2. C is Cartesian closed. In particular for any two objects C and D of
C there is an object DC such that there is a one-to-one correspon-
dence between the arrows A → DC and the arrows A× C → D
for any object A of C. For a locally small category this is expressed
as Hom(A× C, D) ∼= Hom(A, DC).

3. C has a subobject classifier. That is, there is an object Ω and a map

1 Ωtrue such that for any object C of C there is a one-to-one
correspondence between the subobjects of C given by monomor-
phisms with codomain C and the maps from C to Ω (called clas-
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sifying/characteristic maps). A subobject is uniquely determined

by the pullback of the map 1 Ωtrue along the characteristic
map.

An elementary topos can be considered as a generalization of the cate-
gory Set of sets. The category SetC

op
of presheaves on a small category

C is an elementary topos. The lattice of subobjects of an object C in an
elementary topos E (monomorphisms with codomain C) is a Heyting
algebra.

3 Grothendieck topos

In this section we define the notions of site, coverage, and sheaf follow-
ing [Johnstone, 2002b,a].

Definition 3.1 (Coverage). By a coverage on a category C we mean a
function J assigning to each object C of C a collection J(C) of families
of morphisms of the form { fi : Ci → C | i ∈ I} such that :
If { fi : Ci → C | i ∈ I} ∈ J(C) and g : D → C is a morphism, then
there exist {hj : Dj → D | j ∈ J} ∈ J(D) such that for any j ∈ J we have
ghj = fik for some i ∈ I and some k : Dj → Ci.

A site (C, J) is a small category C equipped with a coverage J. A family
{ fi : Ci → C | i ∈ I} ∈ J(C) is called elementary cover or elementary
covering family of C.

Definition 3.2 (Compatible family). Let C be a category and F : Cop →
Set a presheaf. Let { fi : Ci → C | i ∈ I} be a family of morphisms in C.
A family {si ∈ F(Ci) | i ∈ I} is compatible if for all `, j ∈ I whenever
we have g : D → C` and h : D → Cj satisfying f`g = f jh we have
F(g)(s`) = F(h)(sj).

Definition 3.3 (The sheaf axiom). Let C be a category. A presheaf F :
Cop → Set satisfies the sheaf axiom for a family of morphisms { fi :
Ci → C | i ∈ I} if whenever {si ∈ F(Ci) | i ∈ I} is a compatible
family then there exist a unique s ∈ F(C) restricting to si along fi for all
i ∈ I. That is to say when there exist a unique s such that for all i ∈ I,
F( fi)(s) = si. One usually refers to s as the amalgamation of {si}i∈I .

Let (C, J) be a site. A presheaf F ∈ SetC
op

is a sheaf on (C, J) if it satisfies
the sheaf axiom for each object C of C and each family of morphisms in
J(C), i.e. if it satisfies the sheaf axiom for elementary covers.

The category of sheaves on a small site Sh(C, J) is an elementary topos.
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3.1 Natural numbers object and sheafification

A natural numbers object in a category with a terminal object is an
object N along with two morphisms z : 1 → N and s : N → N such

that for any diagram of the form 1 C C
f g

there is a
unique morphism h : N → C making the diagram below commute.

C C

1 N N

g

f

z

h

s

h

Fact 3.4. In SetC
op

the constant presheaf N such that N(C) = N and
N( f ) = 1N for every object C and morphism f of C is a natural numbers
object.

Let (C, J) be a site. The sheaf topos Sh(C, J) is a full subcategory of the
presheaf category SetC

op
. By the sheafification of a presheaf P ∈ SetC

op

we mean a sheaf P̃ of Sh(C, J) along with a presheaf morphism Γ : P→
P̃ such that for any sheaf E and any presheaf morphism Λ : P → E
there is a unique sheaf morphism ∆ : P → E making the following

diagram commute.

P E

P̃

Λ

Γ
∆

Fact 3.5. Let (C, J) be a site. The sheaf topos Sh(C, J) contains a natural
numbers object Ñ where Ñ is the sheafification of the natural numbers presheaf
N.

3.2 Kripke–Joyal sheaf semantics

We work with a typed language with equality L[V1, ..., Vn] having the
basic types V1, ..., Vn and type formers − × −, (−)−,P(−). The lan-
guage L[V1, ..., Vn] has typed constants and function symbols. For any
type Y one has a stock of variables y1, y2, ... of type Y. Terms and for-
mulas of the language are defined as usual. We work within the proof
theory of intuitionistic higher-order logic (IHOL). A detailed descrip-
tion of this deduction system is given in [Awodey, 1997].

The language L[V1, ..., Vn] along with deduction system IHOL can be
interpreted in an elementary topos in what is referred to as topos se-
mantics. For a sheaf topos this interpretation takes a simpler form remi-
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niscent of Beth semantics, usually referred to as Kripke–Joyal sheaf seman-
tics. We describe this semantics here briefly following [Ščedrov, 1984].
Let E = Sh(C, J) be a sheaf topos. First we define a closure J∗ of J as
follows.

Definition 3.6 (Closure of a coverage).

(i.) {C 1c−→ C} ∈ J∗(C) for all objects C in C.

(ii.) If {Ci
fi−→ C}i∈I ∈ J(C) then {Ci

fi−→ C}i∈I ∈ J∗(C).

(iii.) If {Ci
fi−→ C}i∈I ∈ J∗(C) and for each i ∈ I we have {Cij

gij−→

Ci}j∈Ji ∈ J∗(Ci) then {Cij
fi gij−−→ C}i∈I,j∈Ji ∈ J∗(C).

An family S ∈ J∗(C) is called cover or covering family of C.

An interpretation of the language L[V1, ..., Vn] in the topos E is given
as follows: Associate to each basic type Vi of L[V1, ..., Vn] an object
Vi of E . If Y and Z are types of L[V1, ..., Vn] interpreted by objects Y
and Z, respectively, then the types Y × Z, YZ,P(Z) are interpreted by
Y× Z, YZ, ΩZ, respectively, where Ω is the subobject classifier of E . A
constant e of type E is interpreted by an arrow 1 e−→ E where E is the
interpretation of E. For a term τ and an object X of E , we write τ : X to
mean τ has a type X interpreted by the object X.

Let φ(x1, ..., xn) be a formula with variables x1 : X1, ..., xn : Xn. Let
c1 ∈ Xj(C), ..., cn ∈ Xn(C) for some object C of C. We define the re-
lation C forces φ(x1, ..., xn)[c1, ..., cn] written C 
 φ(x1, ..., xn)[c1, ..., cn] by
induction on the structure of φ.

Definition 3.7 (Forcing). First we replace the constants in φ by variables
of the same type as follows: Let e1 : E1, ..., em : Em be the constants in
φ(x1, ..., xn) then C 
 φ(x1, ..., xn)[c1, ..., cn] iff

C 
 φ[y1/e1, ..., ym/em](y1, ..., ym, x1, ..., xn)[e1C (∗), ..., emC (∗), c1, ..., cn]

where yi : Ei and ei : 1→ Ei is the interpretation of ei.

Now it suffices to define the forcing relation for formulas free of con-
stants by induction as follows:

> C 
 >.

⊥ C 
 ⊥ iff the empty family is a cover of C.

= C 
 (x1 = x2)[c1, c2] iff c1 = c2.
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∧ C 
 (φ ∧ ψ)(x1, ..., xn)[c1, ..., cn] iff C 
 φ(x1, ..., xn)[c1, ..., cn] and
C 
 ψ(x1, ..., xn)[c1, ..., cn].

∨ C 
 (φ ∨ ψ)(x1, ..., xn)[c1, ..., cn] iff there exist a cover

{Ci
fi−→ C}i∈I ∈ J∗(C) such that for each i ∈ I one has

Ci 
 φ(x1, ..., xn)[c1 fi, ..., cn fi] or Ci 
 ψ(x1, ..., xn)[c1 fi, ..., cn fi].

⇒ C 
 (φ ⇒ ψ)(x1, ..., xn)[c1, ..., cn] iff for all morphisms f : D → C
whenever D 
 φ(x1, ..., xn)[c1 f , ..., cn f ] then
D 
 ψ(x1, ..., xn)[c1 f , ..., cn f ].

Let y be a variable of the type Y interpreted by the object Y of E .

∃ C 
 (∃yφ(x1, ..., xn, y))[c1, ..., cn] iff there exist a cover

{Ci
fi−→ C}i∈I ∈ J∗(C) such that for each i ∈ I one has

Ci 
 φ(x1, ..., xn, y)[c1 fi, ..., cn fi, d] for some d ∈ Y(Ci).

∀ C 
 (∀yφ(x1, ..., xn, y))[c1, ..., cn] iff for all morphisms f : D → C
and all d ∈ Y(D) one has D 
 φ(x1, ..., xn, y)[c1 f , ..., cn f , d].

We have the following derivable local character and monotonicity laws

LC If {Ci
fi−→ C}i∈I ∈ J∗(C) and Ci 
 φ(x1, ..., xn)[c1 fi, ..., cn fi] for all

i ∈ I, then C 
 φ(x1, ..., xn)[c1, ..., cn].

M If C 
 φ(x1, ..., xn)[c1, ..., cn] and f : D → C then
D 
 φ(x1, ..., xn)[c1 f , ..., cn f ].

Let T be a theory in the language L[V1, ..., Vn] a model of a theory T in
the topos E is given by an interpretation of L[V1, ..., Vn] such that for all
objects C of C one has C 
 φ for every sentence φ of T.

Fact 3.8. The deduction system IHOL is sound with respect to topos semantics.
[Awodey, 1997]

Since Kripke–Joyal sheaf semantics is a special case of topos semantics
[MacLane and Moerdijk, 1992, Ch. 6], this implies soundness of the
deduction system with respect to Kripke–Joyal sheaf semantics.
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Introduction

Newton–Puiseux Theorem states that, for an algebraically closed field
K of zero characteristic, given a polynomial F ∈ K[[X]][Y] there exist
a positive integer m and a factorization F = ∏n

i=1(Y − ηi) where each
ηi ∈ K[[X1/m]][Y]. These roots ηi are called the Puiseux expansions of F.
The theorem was first proved by Newton [1736] with the use of Newton
polygon. Later, Puiseux [1850] gave an analytic proof. It is worth men-
tioning that while the proof by Puiseux [1850] deals only with conver-
gent power series over the field of complex numbers, the much earlier
proof by Newton [1736] was algorithmic in nature and applies to both
convergent and non-convergent power series [Abhyankar, 1976].

Newton–Puiseux Theorem is usually stated as: The field of fractional
power series (also known as the field of Puiseux series), i.e. the field K〈〈X〉〉 =⋃

m∈Z+ K((X1/m)), is algebraically closed [Walker, 1978].

Abhyankar [1990] presents another proof of this result, the “Shreed-
haracharya’s Proof of Newton’s Theorem”. This proof is not construc-
tive as it stands. Indeed it assumes decidable equality on the ring K[[X]]
of power series over a field, but given two arbitrary power series we
cannot decide whether they are equal in finite number of steps. We
explain in Chapter II how to modify his argument by adding a sepa-
rability assumption to provide a constructive proof of the result: The
field of fractional power series is separably closed. In particular, the
termination of Newton–Puiseux algorithm is justified constructively in
this case. This termination is justified by a non constructive reasoning
in most references [Walker, 1978; Duval, 1989; Abhyankar, 1990], with
the exception of [Edwards, 2005]. Following that, we show that the field
of fractional power series algebraic over K(X) is algebraically closed.

The remainder of this part is dedicated to analyzing in a constructive
framework what happens if the field K is not supposed to be alge-
braically closed. This is achieved through the method of dynamic evalu-
ation [Della Dora et al., 1985], which replaces factorization by gcd com-
putations. The reference [Coste et al., 2001] provides a proof theoretic
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analysis of this method. In Chapter III, we build a sheaf theoretic model
of dynamic evaluation. The site is given by the category of étale alge-
bras over the base field with an appropriate Grothendieck topology.
We prove constructively that the topos of sheaves on this site contains
a separably closed extension of the base field. We also show that in
characteristic 0 the axiom of choice fails to hold in this topos.

With this model we obtain, as presented in Chapter IV, a dynamic
version of Newton–Puiseux theorem, where we compute the Puiseux
expansions of a polynomial F ∈ K[X, Y] where K is not necessarily al-
gebraically closed. The Puiseux expansions in this case are fractional
power series over an étale K-algebra. We then present a characteriza-
tion of the minimal algebra extension of K required for factorization of
F and we show that while there is more than one such minimal exten-
sion, any two of them are powers of a common K-algebra.



II

Constructive
Newton–Puiseux Theorem

A polynomial over a ring is said to be separable if it is coprime with its
derivative. A field K is algebraically closed if any polynomial over K has
a root in K. A field K is separably algebraically closed if every separable
polynomial over K has a root in K. The goal in this chapter is to prove
using only constructive reasoning the statement:

Claim 0.1. For an algebraically closed field K, the field K〈〈X〉〉 of franctional
power series over K

K〈〈X〉〉 =
⋃

m∈Z+

K((X1/m))

is separably algebraically closed.

The proof we present is based on a non-constructive proof by Ab-
hyankar [1990].

1 Algebraic preliminaries

A (discrete) field is defined to be a non trivial ring in which any element
is 0 or invertible. For a ring R, the formal power series ring R[[X]] is the
set of sequences α = α(0) + α(1)X + α(2)X2 + ..., with α(i) ∈ R [Mines
et al., 1988].

Definition 1.1 (Apartness). A binary relation R ⊂ S× S on a set S is an
apartness if for all x, y, z ∈ S

15
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(i.) ¬xRx.

(ii.) xRy⇒ yRx.

(iii.) xRy⇒ xRz ∨ yRz.

We write x # y to mean xRy where R is an apartness relation on the set
of which x and y are elements. As is the case with equality, the set on
which the apartness is defined it is usually clear from the context . An
apartness is tight if it satisfies ¬x # y⇒ x = y.

Definition 1.2 (Ring with apartness). A ring with apartness is a ring R
equipped with an apartness relation # such that

(i.) 0 # 1.

(ii.) x1 + y1 # x2 + y2 ⇒ x1 # x2 ∨ y1 # y2.

(iii.) x1y1 # x2y2 ⇒ x1 # x2 ∨ y1 # y2.

See [Mines et al., 1988; Troelstra and van Dalen, 1988].

Next we define the apartness relation on power series as in [Troelstra
and van Dalen, 1988, Ch 8].

Definition 1.3. Let R be a ring with apartness. For α, β ∈ R[[X]] we
define α # β if ∃n α(n) # β(n).

The relation # on R[[X]] as defined above is an apartness relation and
makes R[[X]] into a ring with apartness [Troelstra and van Dalen, 1988].
The relation # on R[[X]] restricts to an apartness relation on the ring of
polynomials R[X] ⊂ R[[X]].

We note that, if K is a discrete field then for α ∈ K[[X]] we have α # 0
iff α(j) is invertible for some j. For F = α0Yn + ... + αn ∈ K[[X]][Y], we
have F # 0 iff αi(j) is invertible for some j and 0 ≤ i ≤ n.

Let R be a commutative ring with apartness. Then R is an integral do-
main if it satisfies x # 0∧ y # 0⇒ xy # 0 for all x, y ∈ R. A Heyting field
is an integral domain satisfying x # 0 ⇒ ∃y xy = 1. The Heyting field
of fractions of R is the Heyting field obtained by inverting the elements
c # 0 in R and taking the quotient by the appropriate equivalence rela-
tion, see [Troelstra and van Dalen, 1988, Ch 8,Theorem 3.12]. For a and
b # 0 in R we have a/b # 0 iff a # 0.

For a discrete field K, an element α # 0 in K[[X]] can be written as
Xm ∑i∈N aiXi with m ∈ N and a0 6= 0. It follows that the ring K[[X]]
is an integral domain. If a0 6= 0 we have that ∑i∈N aiXi is invertible in
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K[[X]]. We denote by K((X)), the Heyting field of fractions of K[[X]],
we also call it the Heyting field of Laurent series over K. Thus an
element apart from 0 in K((X)) can be written as Xn ∑i∈N aiXi with
a0 6= 0 and n ∈ Z, i.e. as a series where finitely many terms have
negative exponents.

Unless otherwise qualified, in what follows, a field will always denote
a discrete field.

Definition 1.4 (Separable polynomial). Let R be a ring. A polynomial
p ∈ R[X] is separable if there exist r, s ∈ R[X] such that rp + sp′ = 1,
where p′ ∈ R[X] is the derivative of p.

Lemma 1.5. Let R be a ring and p ∈ R[X] separable. If p = f g then both f
and g are separable.

Proof. Let rp + sp′ = 1 for r, s ∈ R[X]. Then r f g + s( f g′ + f ′g) =
(r f + s f ′)g + s f g′ = 1, thus g is separable. Similarly for f .

Lemma 1.6. Let R be a ring. If p(X) ∈ R[X] is separable and u ∈ R is a
unit then p(uY) ∈ R[Y] is separable.

The following result is usually proved with the assumption that a poly-
nomial over a field can be decomposed into irreducible factors. This
assumption cannot be shown to hold constructively, see [Fröhlich and
Shepherdson, 1956; Waerden, 1930]. We give a proof without this as-
sumption. It works over a field of any characteristic.

Lemma 1.7. Let f be a monic polynomial in K[X] where K is a field. If f ′ is
the derivative of f and g monic is the gcd of f and f ′ then writing f = hg we
have that h is separable.

Proof. Let a be the gcd of h and h′. We have h = l1a. Let d be the gcd of
a and a′. We have a = l2d and a′ = m2d, with l2 and m2 coprime.

The polynomial a divides h′ = l1a′ + l′1a and hence that a = l2d divides
l1a′ = l1m2d. It follows that l2 divides l1m2 and since l2 and m2 are
coprime, that l2 divides l1.

Also, if an divides p then p = qan and p′ = q′an + nqa′an−1. Hence
dan−1 divides p′. Since l2 divides l1, this implies that an = l2dan−1

divides l1 p′. So an+1 divides al1 p′ = hp′.

Since a divides f and f ′, a divides g. We show that an divides g for
all n by induction on n. If an divides g we have just seen that an+1

divides g′h. Also an+1 divides h′g since a divides h′. So an+1 divides
g′h + h′g = f ′. On the other hand, an+1 divides f = hg = l1ag. So an+1

divides g which is the gcd of f and f ′.
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This implies that a is a unit.

The intuition is that the separable divisor h of a polynomial f is a sep-
arable polynomial that have a common root with f . However, this in-
tuition is not entirely correct. Over a field with non-zero characteristic
it could be the case that the derivative f ′ vanishes. In that case h is a
unit, i.e. a constant polynomial.

Corollary 1.8. Let K be a field of any characteristic and f ∈ K[X] a non-
constant monic polynomial. If the derivative f ′ 6= 0 then there is a non-
constant separable divisor of f .

Proof. By Lemma 1.7 we have f = gh and f ′ = gr where h is separable.
Since f ′ is non-zero we have that g is a non-zero polynomial of degree
less than or equal deg( f ′). But deg( f ′) < deg( f ) and thus deg(g) <
deg( f ). We have then that h is non-constant

Corollary 1.9. Let K be a field of characteristic 0 and f ∈ K[X] a non-
constant monic polynomial. Then f has a non-constant separable divisor.

Corollary 1.10. Let K be a field of characteristic 0. If K is separably alge-
braically closed then K is algebraically closed

If F is in R[[X]][Y], by FY we mean the derivative of F with respect to Y.

Lemma 1.11. Let K be a field and let F = ∑n
i=0 αiYn−i ∈ K[[X]][Y] be

separable over K((X)), then αn # 0∨ αn−1 # 0

Proof. Since F is separable over K((X)) we have PF + QFY = γ # 0 for
P, Q ∈ K[[X]][Y] and γ ∈ K[[X]]. From this we get that γ is equal to
the constant term on the left hand side, i.e. P(0)αn + Q(0)αn−1 = γ # 0.
Thus αn # 0∨ αn−1 # 0.

2 Newton–Puiseux theorem

One key of Abhyankar’s proof is Hensel’s Lemma. Here we formu-
late a little more general version than the one in [Abhyankar, 1990] by
dropping the assumption that the base ring is a field.

Lemma 2.1 (Hensel’s Lemma). Let R be a ring and F(X, Y) = Yn +

∑n
i=1 ai(X) Yn−i be a monic polynomial in R[[X]][Y] of degree n > 1. Given

monic non-constant polynomials G0, H0 ∈ R[Y] of degrees r and s respec-
tively. Given H∗, G∗ ∈ R[Y] such that F(0, Y) = G0H0, r + s = n and
G0H∗ + H0G∗ = 1. We can find G(X, Y), H(X, Y) ∈ R[[X]][Y] of degrees r
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and s respectively, such that F(X, Y) = G(X, Y)H(X, Y), G(0, Y) = G0 and
H(0, Y) = H0.

Proof. The proof is almost the same as Abhyankar’s [Abhyankar, 1990],
we present it here for completeness.
Since R[[X]][Y] ( R[Y][[X]], we can rewrite F(X, Y) as a power series
in X with coefficients in R[Y]. Let

F(X, Y) = F0(Y) + F1(Y)X + ... + Fq(Y)Xq + ...

with Fi(Y) ∈ R[Y]. Now we want to find G(X, Y), H(X, Y) ∈ R[Y][[X]]
such that F = GH. If we let G = G0 + ∑∞

i=1 Gi(Y)Xi and H = H0 +

∑∞
i=1 Hi(Y)Xi, then for each q we need to find Gi(Y), Hj(Y) for i, j ≤ q

such that Fq = ∑i+j=q Gi Hj. We also need deg Gk < r and deg G` < s
for k, ` > 0.
We find such Gi, Hj by induction on q. We have that F0 = G0H0. As-
sume that for some q > 0 we have found all Gi, Hj with deg Gi < r and
deg Hi < s for 1 ≤ i < q and 1 ≤ j < q. Now we need to find Hq, Gq
such that

Fq = G0Hq + H0Gq + ∑
i+j=q

i<q,j<q

Gi Hj

We let

Uq = Fq − ∑
i+j=q

i<q,j<q

Gi Hj

One can see that deg Uq < n. We are given that G0H∗+ H0G∗ = 1. Mul-
tiplying by Uq we get G0H∗Uq + H0G∗Uq = Uq. By Euclidean division
we can write UqH∗ = Eq H0 + Hq for some Eq, Hq with deg Hq < s.
Thus we write Uq = G0Hq + H0(EqG0 + G∗Uq). One can see that
deg H0(EqG0 + G∗Uq) < n since deg(Uq − G0Hq) < n. Since H0 is
monic of degree s , deg(EqG0 + G∗Uq) < r. We take Gq = EqG0 + G∗Uq.
Now, we can write G(X, Y) and H(X, Y) as monic polynomials in Y
with coefficients in R[[X]], with degrees r and s respectively.

It should be noted that the uniqueness of the factors G and H proven in
[Abhyankar, 1990] may not necessarily hold when R is not an integral
domain.

If α = ∑ α(i)Xi is an element of R[[X]] we write m 6 ord α to mean that
α(i) = 0 for i < m and we write m = ord α to mean furthermore that
α(m) is invertible.
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Lemma 2.2. Let K be an algebraically closed field of characteristic zero.
Let F(X, Y) = Yn + ∑n

i=1 αi(X)Yn−i ∈ K[[X]][Y] be a monic non-constant
polynomial of degree n ≥ 2 separable over K((X)). Then there exist m > 0
and a proper factorization F(Tm, Y) = G(T, Y)H(T, Y) with G and H in
K[[T]][Y].

Proof. Assume w.l.o.g. that α1(X) = 0. This is Shreedharacharya’s1

trick [Abhyankar, 1990] (a simple change of variable F(X, W − α1/n)).
The simple case is if we have ord αi = 0 for some 1 < i ≤ n. In
this case F(0, Y) = Yn + d2Yn−1 + ... + dn ∈ K[Y] and di 6= 0. Thus
∀a ∈ K F(0, Y) 6= (Y− a)n. For any root b of F(0, b) = 0 we have then a
proper decomposition F(0, Y) = (Y− b)p H with Y− b and H coprime,
and we can use Hensel’s Lemma 2.1 to conclude (In this case we can
take m = 1).

In general, we know by Lemma 1.11 that for k = n or k = n − 1 we
have αk(X) is apart from 0. We then have αk(`) invertible for some `.
We can then find p and m, 1 < m ≤ n, such that αm(p) is invertible and
αi(j) = 0 whenever j/i < p/m. We can then write

F(Tm, TpZ) = Tnp(Zn + c2(T)Zn−2 + · · ·+ cn(T))

with ord cm = 0. As in the simple case, we have a proper decomposition

Zn + c2(T)Zn−2 + · · ·+ cn(T) = G1(T, Z)H1(T, Z)

with G1(T, Z) monic of degree l in Z and H1(T, Z) monic of degree q
in Z, with l + q = n, l < n, q < n. We then take

G(T, Y) = TlpG1(T, Y/Tp)

H(T, Y) = TqpH1(T, Y/Tp)

Theorem 2.3. Let K be an algebraically closed field of characteristic zero.
Let F(X, Y) = Yn + ∑n

i=1 αi(X)Yn−i ∈ K[[X]][Y] be a monic non-constant
polynomial separable over K((X)). Then there exist a positive integer m and
factorization

F(Tm, Y) =
n

∏
i=1

(
Y− ηi

)
ηi ∈ K[[T]]

Proof. If F(X, Y) is separable over K((X)) then F(Tm, Y) for some posi-
tive integer m is separable over K((T)). The proof follows directly from
Lemma 1.5 and Lemma 2.2 by induction.

1Shreedharacharya’s trick is also known as Tschirnhaus’s trick [von Tschirnhaus and
Green, 2003]. The technique of removing the second term of a polynomial equation was
also known to Descartes [Descartes, 1637].
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Corollary 2.4. Let K be an algebraically closed field of characteristic zero. The
Heyting field of fractional power series over K is separably algebraically closed.

Proof. Let F(X, Y) ∈ K((X))[Y] be a monic separable polynomial of
degree n > 1. Let β # 0 be the product of the denominators of the coef-
ficients of F. Then we can write F(X, β−1Z) = β−nG for G ∈ K[[X]][Z].
By Lemma 1.6 we get that F, hence G, is separable in Z over K((X)).
By Theorem 2.3, G(Tm, Z) factors linearly over K[[T]] for some posi-
tive integer m. Consequently we get that F(Tm, Y) factors linearly over
K((T)).

3 Related results

In the following we show that the elements in K〈〈X〉〉 algebraic over
K(X) form a discrete algebraically closed field.

Lemma 3.1. Let K be a field and

F(X, Y) = Yn + b1Yn−1 + ... + bn ∈ K(X)[Y]

be a non-constant monic polynomial such that bn 6= 0. If γ ∈ K((T)) is a root
of F(Tq, Y), then ord γ ≤ d for some positive integer d.

Proof. We can find h ∈ K[X] such that

G = hF = a0(X)Yn + a1(X)Yn−1 + ... + an(X) ∈ K[X][Y]

with an 6= 0. Let d = ord an(Tq). If ord γ > d then so is ord aiγ
n−i

for 0 ≤ i < n. But we know that in an there is a non-zero term with
T-degree d. Thus G(Tq, γ) # 0; Consequently F(Tq, γ) # 0

Note that if α, β ∈ K〈〈X〉〉 are algebraic over K(X) then α + β and αβ
are algebraic over K(X) [Mines et al., 1988, Ch 6, Corollary 1.4].

Lemma 3.2. Let K be a field. The set of elements in K〈〈X〉〉 algebraic over
K(X) is a discrete set; More precisely # is decidable on this set.

Proof. It suffices to show that for an element γ in this set γ # 0 is
decidable. Let F = Yn + a1(X)Yn−1 + ... + an ∈ K(X)[Y] be a monic
non-constant polynomial. Let γ ∈ K((T)) be a root of F(Tq, Y). If
F = Yn then ¬γ # 0. Otherwise, F can be written as Ym(Yn−m + ...+ am)
with 0 ≤ m < n and am 6= 0. By Lemma 3.1 we can find d such that
any element in K((T)) that is a root of Yn−m + ...+ am has an order less
than or equal to d. Thus γ # 0 if an only if ord γ ≤ d.
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If α # 0 ∈ K〈〈X〉〉 is algebraic over K(X) then 1/α is algebraic over
K(X). Thus the set of elements in K〈〈X〉〉 algebraic over K(X) form a
field K〈〈X〉〉alg ⊂ K〈〈X〉〉. This field is in fact algebraically closed in
K〈〈X〉〉 [Mines et al., 1988, Ch 6, Corollary 1.5].

Since for an algebraically closed field K we have shown K〈〈X〉〉 to be
only separably algebraically closed, we need a stronger argument to
show that K〈〈X〉〉alg is algebraically closed.

Lemma 3.3. For an algebraically closed field K of characteristic zero, the field
K〈〈X〉〉alg is algebraically closed.

Proof. Let F ∈ K〈〈X〉〉alg[Y] be a monic non-constant polynomial of de-
gree n. By Lemma 3.2 K〈〈X〉〉alg is a discrete field. By Lemma 1.7
we can decompose F as F = HG with H ∈ K〈〈X〉〉alg[Y] a non-constant
monic separable polynomial. By Corollary 2.4, H has a root η in K〈〈X〉〉.
Since K〈〈X〉〉alg is algebraically closed in K〈〈X〉〉 we have that η ∈
K〈〈X〉〉alg.

We can draw similar conclusions in the case of real closed fields 2.

Lemma 3.4. Let R be a real closed field. Then

(i.) For any α # 0 ∈ R〈〈X〉〉 we can find β ∈ R〈〈X〉〉 such that β2 = α
or −β2 = α.

(ii.) A separable monic polynomial of odd degree in R〈〈X〉〉[Y] has a root
in R〈〈X〉〉.

Proof. Since R is real closed, the first statement follows from the fact an
element a0 + a1X + ... ∈ R[[X]] with a0 > 0 has a square root in R[[X]].

Let F(X, Y) = Yn + α1Yn−1 + ... + αn ∈ R[[X]][Y] be a monic poly-
nomial of odd degree n > 1 separable over R((X)). We can assume
w.l.o.g. that α1 = 0. Since F is separable, i.e. PF + QFY = 1 for some
P, Q ∈ R((X))[Y], then by a similar construction to that in Lemma 2.2
we can write F(Tm, TpZ) = TnpV for V ∈ R[[T]][Z] such that V(0, Z) 6=
(Z + a)n for all a ∈ R. Since R is real closed and V(0, Z) has odd de-
gree, V(0, Z) has a root r in R. We can find proper decomposition into
coprime factors V(0, Z) = (Z − r)`q. By Hensel’s Lemma 2.1, we lift
those factors to factors of V in R[[T]][Z] thus we can write F = GH for
monic non-constant G, H ∈ R[[T]][Y]. By Lemma 1.5 both G and H are
separable. Either G or H has odd degree. Assuming G has odd degree
greater than 1, we can further factor G into non-constant factors. The
statement follows by induction.

2We reiterate that by a field we mean a discrete field.
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Let R be a real closed field. By Lemma 3.2 we see that R〈〈X〉〉alg is
discrete. A non-zero element in α ∈ R〈〈X〉〉alg can be written α =
Xm/n(a0 + a1X1/n + ...) for n > 0, m ∈ Z with a0 6= 0. Then α is positive
iff its initial coefficient a0 is positive [Basu et al., 2006]. We can then see
that this makes R〈〈X〉〉alg an ordered field.

Lemma 3.5. For a real closed field R, the field R〈〈X〉〉alg is real closed.

Proof. Let α ∈ R〈〈X〉〉alg. Since R〈〈X〉〉alg is discrete, by Lemma 3.4 we
can find β ∈ R〈〈X〉〉alg such that β2 = α or −β2 = α.
Let F ∈ R〈〈X〉〉alg[Y] be a monic polynomial of odd degree n. Applying
Lemma 1.7 several times, by induction we have F = H1H2..Hm with
Hi ∈ R〈〈X〉〉alg[Y] separable non-constant monic polynomial. For some
i we have Hi of odd degree. By Lemma 3.4, Hi has a root in R〈〈X〉〉alg.
Thus F has a root in R〈〈X〉〉alg.





III

The Separable Algebraic
Closure

In Section 1 we describe the category AK of étale K-algebras. In Sec-
tion 2 we specify a coverage J on the category Aop

K . In Section 3 we
demonstrate that the topos Sh(Aop

K , J) contains a separably algebraically
closed extension of K. In Section 5 and Section 6 we look at the logical
properties of the topos Sh(Aop

K , J) with respect to choice axioms and
booleanness.

1 The category of Étale K-Algebras

We recall the definition of separable polynomial from Chapter II.

Definition 1.1 (Separable polynomial). Let R be a ring. A polynomial
p ∈ R[X] is separable if there exist r, s ∈ R[X] such that rp + sp′ = 1,
where p′ ∈ R[X] is the derivative of p.

Let K be a discrete field and A a K-algebra. An element a ∈ A is sep-
arable algebraic if it is the root of a separable polynomial over K. The
algebra A is separable algebraic if all elements of A are separable alge-
braic. An algebra over a field is said to be finite if it has finite dimension
as a vector space over K. We note that if A is a finite K-algebra then we
have a finite basis of A as a vector space over K.

Definition 1.2. An algebra A over a field K is étale if it is finite and
separable algebraic.
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It is worth mentioning that there is an elementary characterization of
étale K-algebras given as follows: Let A be a finite K-algebra with basis
(a1, ..., an). We associate to each element a ∈ A the matrix representa-
tion [ma] ∈ M(n, K) of the K-linear map x 7→ ax. Let TrA/K(a) be the
trace of [ma]. Let discA/K(x1, ...., xn) = det((TrA/K(xixj))1≤i,j≤n). The
algebra A is étale if discA/K(a1, ..., an) is a unit. The equivalence be-
tween Definition 1.2 and this characterization is shown in [Lombardi
and Quitté, 2011, Ch. 6, Theorem 1.7].

Definition 1.3 (Regular ring). A commutative ring R is (von Neumann)
regular if for every element a ∈ R there exist b ∈ R such that aba = a
and bab = b. This element b is called the quasi-inverse of a.

The quasi-inverse b of an element a is unique for a [Lombardi and
Quitté, 2011, Ch 4]. We thus use the notation a∗ to refer to the quasi-
inverse of a. A ring is regular iff it is zero-dimensional, i.e. any prime
ideal is maximal, and reduced, i.e. an = 0⇒ a = 0. To be von Neumann
regular is equivalent to the fact that any principal ideal (and hence
any finitely generated ideal) is generated by an idempotent. If a is
an element in R then the element e = aa∗ is an idempotent such that
〈e〉 = 〈a〉 and R is isomorphic to R0 × R1 with R0 = R/〈e〉 and R1 =
R/〈1− e〉. Furthermore a is 0 on the component R0 and invertible on
the component R1.

Definition 1.4 (Fundamental system of orthogonal idempotents). A
family (ei)i∈I of idempotents in a ring R is a fundamental system of
orthogonal idempotents if ∑i∈I ei = 1 and ∀i, j[i 6= j⇒ eiej = 0].

Lemma 1.5. Given a fundamental system of orthogonal idempotents (ei)i∈I
in a ring A we have a decomposition A ∼= ∏i∈I A/〈1− ei〉.

Proof. Follows directly by induction from the fact that A ∼= A/〈e〉 ×
A/〈1− e〉 for an idempotent e ∈ A.

Fact 1.6.

1. An étale algebra over a field K is zero-dimensional and reduced, i.e.
regular.

2. Let A be a finite K-algebra and (ei)i∈I a fundamental system of orthog-
onal idempotents of A. Then A is étale if and only if A/〈1− ei〉 is étale
for each i ∈ I.

[Lombardi and Quitté, 2011, Ch 6, Fact 1.3].
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Note that an étale K-algebra A is finitely presented, i.e. can be written
as K[X1, ..., Xn]/〈 f1, ..., fm〉.
We define strict Bézout rings as in [Lombardi and Quitté, 2011, Ch 4].

Definition 1.7. A ring R is a (strict) Bézout ring if for all a, b ∈ R we
can find g, a1, b1, c, d ∈ R such that a = a1g, b = b1g and ca1 + db1 = 1.

If R is a regular ring then R[X] is a strict Bézout ring (and the converse
is true [Lombardi and Quitté, 2011]). Intuitively we can compute the
gcd as if R was a field, but we may need to split R when deciding if
an element is invertible or 0. Using this, we see that given a, b in R[X]
we can find a decomposition R1, . . . , Rn of R and for each i we have
g, a1, b1, c, d in Ri[X] such that a = a1g, b = b1g and ca1 + db1 = 1 with
g monic. The degree of g may depend on i.

Lemma 1.8. If A is an étale K-algebra and p in A[X] is a separable polynomial
then A[a] = A[X]/〈p〉 is an étale K-algebra.

Proof. See [Lombardi and Quitté, 2011, Ch 6, Lemma 1.5].

By a separable extension of a ring R we mean a ring R[a] = R[X]/〈p〉
where p ∈ R[X] is non-constant, monic and separable.

In order to build the classifying topos of a coherent theory T it is cus-
tomary in the literature to consider the category of all finitely presented
T0 algebras where T0 is an equational subtheory of T. The axioms of T
then give rise to a coverage on the dual category [Makkai and Reyes,
1977, Ch. 9]. For our purpose consider the category C of finitely pre-
sented K-algebras. Given an object R of C, the axiom schema of separa-
ble algebraic closure and the field axiom give rise to families

(i.) R→ R[X]/〈p〉 where p ∈ R[X] is monic and separable.

(ii.)

R/〈a〉

R

R[ 1
a ]

, for a ∈ R.

Dualized, these are covering families of R in Cop. We observe however
that we can limit our consideration only to étale K-algebras. In this case
we can assume a is an idempotent.

We study the small category AK of étale K-algebras over a fixed field K
and K-homomorphisms. First we fix an infinite set of names S. An
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object of AK is an étale algebra of the form K[X1, ..., Xn]/〈 f1, ..., fm〉
where Xi ∈ S for all 1 ≤ i ≤ n. Note that for each object R, there is a
unique morphism K → R. If A and B are objects ofAK and ϕ : A→ B is

a morphism of AK, the diagram
K

A B
ϕ

commutes.The

trivial ring 0 is the terminal object in the category AK and K is its initial
object.

2 A topology for Aop
K

Next we specify a coverage J on the category Aop
K per Definition I.3.1.

A coverage is specified by a collection J(A) of families of morphisms
of Aop

K with codomain A for each object A. Rather than describing the
collection J(A) directly, we define for each object A a collection Jop(A)
of families of morphisms of AK with domain A. Then we take J(A)
to be the dual of Jop(A) in the sense that for any object A we have
{ϕi : Ai → A}i∈I ∈ J(A) if and only if {ϕi : A→ Ai}i∈I ∈ Jop(A) where
the morphism ϕi of AK is the dual of the morphism ϕi of Aop

K . We call
Jop cocoverage and elements of Jop(A) elementary cocovers (elementary
cocovering families) of A. Analogously we define the closure J∗op to
be the dual of the closure J∗(See Definition I.3.6). We call a family
T ∈ J∗op(A) a cocover (cocovering family) of A.

Definition 2.1 (Topology for Aop
K ). Let A be an object of AK.

(i.) If (ei)i∈I is a fundamental system of orthogonal idempotents of
A, then

{A
ϕi−−→ A/〈1− ei〉}i∈I ∈ Jop(A)

where for each i ∈ I, ϕi is the canonical homomorphism.

(ii.) Let A[a] be a separable extension of A. We have

{A
ψ−→ A[a]} ∈ Jop(A)

where ψ is the canonical homomorphism.

Note that in particular 2.1.(i.) implies that the trivial algebra 0 is cov-
ered by the empty family of morphisms since an empty family of el-
ements in this ring form a fundamental system of orthogonal idem-
potents (The empty sum equals 0 = 1 and the empty product equals

1 = 0). Also note that 2.1.(ii.) implies that {A
1A−−→ A} ∈ Jop(A).
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Lemma 2.2. The collections J of Definition 2.1 is a coverage on Aop
K .

Proof. Let η : R→ A be a morphism of AK and let

S = {ϕi : R→ Ri}i∈I ∈ Jop(R)

We show that there exist a family {ψj : A → Aj}j∈J ∈ Jop(A) such that
for each j ∈ J, ψjη factors through ϕi for some i ∈ I. By duality, this
implies J is a coverage on Aop

K .

By case analysis on the clauses of Definition 2.1

(i.) If S = {ϕi : R→ R/〈1− ei〉}i∈I , where (ei)i∈I is a fundamental
system of orthogonal idempotents of R. In A, the family (η(ei))i∈I
is fundamental system of orthogonal idempotents. We have an
elementary cocover

{ψi : A→ A/〈1− η(ei)〉}i∈I ∈ Jop(A)

For each i ∈ I, the homomorphism η induces a K-homomorphism
ηei : R/〈1− ei〉 → A/〈1− η(ei)〉 where ηei (r + 〈1− ei〉) = η(r) +
〈1− η(ei)〉. Since ψi(η(r)) = η(r) + 〈1− η(ei)〉 we have that ψiη
factors through ϕi as illustrated in the commuting diagram below.

R/〈1− ei〉 A/〈1− η(ei)〉

R A

ηei

ϕi

η

ψi

(ii.) If S = {ϕ : R → R[r]} with R[r] a separable extension, that is
R[r] = R[X]/〈p〉, with p ∈ R[X] monic, non-constant, and sepa-
rable. Let sp + tp′ = 1. We have

η(s)η(p) + η(t)η(p′) = η(s)η(p) + η(t)η(p)′ = 1

Then q = η(p) ∈ A[X] is separable. Let A[a] = A[X]/〈q〉. We
have an elementary cocover

{ψ : A→ A[a]} ∈ Jop(A)

where ψ is the canonical embedding. Let ζ : R[r] → A[a] be the
K-homomorphism such that ζ|R = η and ζ(r) = a. For b ∈ R, we
have ψ(η(b)) = ζ(ϕ(b)), i.e. a commuting diagram

R[r] A[a]

R A

ζ

ϕ

η

ψ
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Lemma 2.3. Let P : AK → Set be a presheaf on Aop
K such that P(0) = 1.

Let R be an object of AK and let (ei)i∈I be a fundamental system of orthogonal
idempotents of R. For each i ∈ I, let Ri = R/〈1− ei〉 and let ϕi : R → Ri
be the canonical homomorphism. Any family {si ∈ P(Ri)} is a compatible
family with respect to the family morphisms {ϕi : R→ Ri}i∈I .

Proof. For i, j ∈ I, let B be an object and let ϑ : Ri → B and ψ : Rj → B
be two morphisms such that ϑϕi = ψϕj, i.e. we have a commuting

diagram

R/〈1− ei〉 B

R R/〈1− ej〉

ϑ

ϕi

ϕj

ψ

We will show that P(ϑ)(si) = P(ψ)(sj).

(i.) If i = j, then since ϕi is surjective we have ϑ = ψ and P(ϑ) =
P(ψ).

(ii.) If i 6= j, then since eiej = 0, ϕi(ei) = 1 and ϕj(ej) = 1 we have
ϕj(eiej) = ϕj(ei) = 0. But then

1 = ϑ(1) = ϑ(ϕi(ei)) = ψ(ϕj(ei)) = ψ(0) = 0

Hence B is the trivial algebra 0. By assumption P(0) = 1, hence
P(ϑ)(si) = P(ψ)(sj) = ∗.

Corollary 2.4. Let F be a sheaf on (Aop
K , J). Let R be an object of AK and

(ei)i∈I a fundamental system of orthogonal idempotents of R. Let Ri =
R/〈1 − ei〉 and ϕi : R → Ri be the canonical homomorphism. The map
f : F(R)→ ∏i∈I F(Ri) such that f (s) = (F(ϕi)s)i∈I is an isomorphism.

Proof. Since F(0) = 1, by Lemma 2.3 any family of elements of the form
{si ∈ F(Ri) | i ∈ I} is compatible. Since F is a sheaf satisfying the
sheaf axiom I.3.3, the family {si ∈ F(Ri)}i∈I has a unique amalgama-
tion s ∈ F(R) with restrictions sϕi = si. The isomorphism is given by
f s = (sϕi)i∈I . We can then use the tuple notation (si)i∈I to denote the
element s in F(R).

One say that a polynomial f ∈ R[X] has a formal degree n if f can be
written as f = anXn + ... + a0 which is to express that for any m > n
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the coefficient of Xm is known to be 0. One, on the other hand, say that
a polynomial f has a degree n > 0 if f has a formal degree n and the
coefficient of Xn is not 0.

Lemma 2.5. Let R be a regular ring and p1, p2 ∈ R[X] be monic polynomials
of degrees n1 and n2 respectively. Let R[a, b] = R[X, Y]/〈p1(X), p2(Y)〉. Let
q1, q2 ∈ R[Z] be of formal degrees m1 < n1 and m2 < n2 respectively. If
q1(a) = q2(b) then q1 = q2 = r ∈ R.

Proof. Let q1(a) = q2(b), then in R[X, Y]

q1(X)− q2(Y) = f (X, Y)p1(X) + g(X, Y)p2(Y)

for some f , g ∈ R[X, Y].

In R[a][Y] = R[X, Y]/〈p1(X)〉 we have q1(a) − q2(Y) = g(a, Y)p2(Y).
But p2(Y) is monic of Y-degree n2 while q2(Y) − q1(a) has formal Y-
degree m2 < n2, hence, the coefficients of g(a, Y) ∈ R[a][Y] are all equal
to 0 in R[a]. We have then that all coefficient of Y` with ` > 0 in q2(Y)
are equal 0. That is, q2 = r ∈ R and that q1(a) is equal to the constant
coefficient r of q2(Y). Thus in R[X] we have q1(X)− r = h(X)p1(X) for
some h ∈ R[X]. Similarly, since (q1(X)− r) has a formal X-degree m1
and p1 is monic of degree n1 > m1 we get that q1 = r ∈ R.

Corollary 2.6. Let R be an object of AK and p ∈ R[X] separable and monic.
Let R[a] = R[X]/〈p〉 and ϕ : R → R[a] the canonical morphism. Let
R[b, c] = R[X, Y]/〈p(X), p(Y)〉. The commuting diagram

R[a] R[b, c]

R R[a]

ϑ

ϕ

ϕ

ζ ϑ|R(r) = ζ|R(r) = r, ϑ(a) = b, ζ(a) = c

is a pushout diagram of AK. Moreover, ϕ is the equalizer of ζ and ϑ.

Proof. Let R[a] B
η

ψ
be morphisms of AK such that

ηϕ = ψϕ. Then for all r ∈ R we have η(r) = ψ(r).
Let γ : R[c, d]→ B be the homomorphism such that γ(r) = η(r) = ψ(r)
for all r ∈ R while γ(b) = η(a), γ(c) = ψ(a). Then γ is the unique
map such that γϑ = η and γζ = ψ and we have proved that the above
diagram is a pushout diagram.

Let A be an object of AK and let $ : A → R[a] be a map such that
ζ$ = ϑ$. By Lemma 2.5 if for f ∈ R[a] one has ζ( f ) = ϑ( f ) then f ∈ R
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(i.e. f is of degree 0 as a polynomial in a over R). Thus $(A) ⊂ R and we
can factor $ uniquely (since ϕ is injective) as $ = ϕη for η : A→ R.

Now let {ϕ : R → R[a]} be a singleton elementary cocover. Since
one can form the pushout of ϕ with itself, the compatibility condition
on a singleton family {s ∈ P(R[a])} can be simplified as follows : Let

R R[a] A
ϕ η

ϑ
be a pushout diagram. A family {s ∈ P(R[a])}

is compatible if and only if sϑ = sη.

Corollary 2.7. The coverage J is subcanonical. That is, all representable
presheaves are sheaves on (Aop

K , J).

Proof. Consider the presheaf yA = HomAK (A,−) for some object A of
Aop

K .

(i.) Given (ei)i∈I a fundamental system of orthogonal idempotents,
an elementary cocover {ϕi : R → R/〈1 − ei〉}i∈I ∈ Jop(R) and
a family {ηi : A → R/〈1 − ei〉}i∈I . By the isomorphism R ∼=
∏i∈I R/〈1− ei〉 there is a unique η : A→ R such that ϕiη = ηi.

(ii.) Let R[a] be a separable extension of R. Consider the elemen-

tary cocover {R ϕ−→ R[a]} ∈ Jop(R) and let {A
ψ−→ R[a]} be a

compatible family. By Corollary 2.6, one has a pushout diagram

R R[a] R[b, c]
ϕ ϑ

ζ
. Compatibility implies that ϑψ =

ζψ. But by Corollary 2.6 the canonical embedding ϕ is the equal-

izer of ϑ and ζ. Thus there exist a unique A
η−→ R ∈ yA(R) such

that ϕη = ψ.

The terminal object in the category Sh(Aop
K , J) is the sheaf sending each

object to the set {∗} = 1. This is the sheaf yK since in Aop
K there is only

one morphism between any object and the object K.

3 The separable algebraic closure

We define the presheaf F : AK → Set to be the forgetful functor. That
is, for an object A of AK, F(A) = A and for a morphism ϕ : A → C of
AK, F(ϕ) = ϕ.
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Lemma 3.1. F is a sheaf of sets on the site (Aop
K , J)

Proof. We will show that the presheaf F satisfies the sheaf axiom (Def-
inition I.3.3) for the elementary covers of any object of Aop

K by case
analysis on the clauses of Definition 2.1. Again, we’ll work directly
with the category AK rather than Aop

K with the definition of compatible
family and the sheaf axiom translated accordingly.

(i.) Let R be an object of AK and (ei)i∈I a fundamental system
of orthogonal idempotents of R. The presheaf F has the property
F(0) = 1. By Lemma 2.3 a family {ai ∈ R/〈1− ei〉}i∈I is a compat-
ible family for the elementary cocover {ϕi : R→ R/〈1− ei〉}i∈I ∈

Jop(R). By the isomorphism R
(ϕi)i∈I−−−→ ∏i∈I R/〈1− ei〉 the element

a = (ai)i∈I ∈ R is the unique element such that ϕi(a) = ai.

(ii.) Let R be an object of AK and let p ∈ R[X] be a monic, non-
constant and separable polynomial. Let R[a] = R[X]/〈p〉 and
let {r ∈ R[a]} be a compatible family for the elementary cocover

{ϕ : R → R[a]} ∈ Jop(R). Let R R[a] R[b, c]
ϕ ϑ

ζ
be

the pushout diagram of Corollary 2.6. Compatibility then im-
plies ϑ(r) = ζ(r) which by the same Corollary is true only if the
element r is in R. We then have that r is the unique element re-
stricting to itself along the embedding ϕ.

We fix a field K of any characteristic. Our goal is to show that the
object F ∈ Sh(Aop

K , J) described above is a separably algebraically closed
field containing the base field K, i.e. we shall show that F is a model,
in Kripke–Joyal semantics, of an separably algebraically closed field
containing K.

Let L[F,+, .] be a language with basic type F and function symbols
+ : F × F → F and . : F × F → F. We extend the language L[F,+, .]
by adding to it a constant symbol a : F for each element of a ∈ K,
we then obtain an extended language L[F,+, .]K. Define Diag(K) as :
if φ is an atomic L[F,+, .]K-formula or the negation of one such that
K |= φ(a1, ..., an) then φ(a1, ..., an) ∈ Diag(K). The theory T equips the
type F with the geometric axioms of a separably algebraically closed
field containing K.

Definition 3.2. The theory T has the following sentences (with all the
variables having the type F).
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1. Diag(K).

2. The axioms of commutative group.

1. ∀x [0 + x = x + 0 = x]

2. ∀x∀y∀z [x + (y + z) = (x + y) + z]

3. ∀x∃y [x + y = 0]

4. ∀x∀y [x + y = y + x]

3. The axioms of commutative ring.

3.1. ∀x [x1 = x]

3.2. ∀x [x0 = 0]

3.3. ∀x∀y [xy = yx]

3.4. ∀x∀y∀z [x(yz) = (xy)z]

3.5. ∀x∀y∀z [x(y + z) = xy + xz]

4. The field axioms.

4.1. ∀x [x = 0∨ ∃y [xy = 1]]

4.2. 1 6= 0

5. The axiom schema of separable algebraic closure.

5.1. ∀a1 . . . ∀an[sepF(Zn +
n

∑
i=1

Zn−iai) ⇒ ∃x [xn +
n

∑
i=1

xn−iai = 0]]

, where sepF(p) holds iff p ∈ F[Z] is separable.

6. The axiom of separable algebraic extension.
Let K[Y]sep be the set of separable polynomials in K[Y].

6.1. ∀x[
∨

p∈K[Y]sep p(x) = 0].

With these axioms the type F becomes the type of separable algebraic
closure of K. We proceed to show that the object F is an interpretation
of the type F, i.e. F is a model of the separable algebraic closure of K.

First note that since there is a unique map K → C for any object C of
AK, an element a ∈ K gives rise to a unique map 1 a−→ F, that is the map
∗ 7→ a ∈ F(K). Every constant a ∈ K of the language is then interpreted
by the corresponding unique arrow 1 a−→ F. (we used the same symbol
for constants and their interpretation to avoid cumbersome notation).
That F satisfy Diag(K) then follows directly.

Lemma 3.3. F is a ring object.
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Proof. For an object C of AK the object F(C) is a commutative ring. We
can easily verify that C forces the axioms for commutative ring.

Lemma 3.4. F is a field.

Proof. For any object R of AK one has R 
 1 6= 0 since for any R
ϕ−→ C

such that C 
 1 = 0 one has that C is trivial and thus C 
 ⊥.

We show that for x and y of type F and any object R of Aop
K we have

R 
 ∀x [x = 0∨ ∃y [xy = 1]]

Let ϕ : A → R be a morphism of Aop
K and let a ∈ F(A) = A. We

need to show that A 
 a = 0 ∨ ∃y[ya = 1]. The element e = aa∗ is an
idempotent and we have a cover

{ϕ1 : A/〈e〉 → A, ϕ2 : A/〈1− e〉 → A} ∈ J(A)

We have

A/〈e〉 
 aϕ1 = 0

A/〈1− e〉 
 (aϕ2)(a∗ϕ2) = eϕ2 = 1

Hence by ∃ we have A/〈1− e〉 
 ∃y(aϕ2)y = 1. By ∨ we have that
A/〈1− e〉 
 aϕ2 = 0 ∨ ∃y[(aϕ2)y = 1]. Similarly, we have A/〈e〉 

aϕ1 = 0 ∨ ∃y[(aϕ1)y = 1]. By LC and ∀ we get R 
 ∀x [x = 0 ∨
∃y [xy = 1]].

Lemma 3.5. The field object F ∈ Sh(Aop
K , J) is separably algebraically closed.

Proof. We prove that for all n and all (a1, ..., an) ∈ Fn(R) = Rn, if p =
Zn + ∑n

i=1 Zn−iai is separable then one has

R 
 ∃x [xn +
n

∑
i=1

xn−iai = 0].

Let R[b] = R[Z]/〈p〉. We have a singleton cover {ϕ : R[b] → R} and

R[b] 
 bn +
n

∑
i=1

bn−i(ai ϕ) = 0. By ∃ we conclude that R 
 ∃x [xn +

n

∑
i=1

xn−iai = 0]

Lemma 3.6. F is separable algebraic over K.

Proof. Let R be an object of AK and r ∈ R. Since R is étale then by
definition r is separable algebraic over K, i.e. we have a separable q ∈
K[X] with q(r) = 0. By ∨ we get R 


∨
p∈K[X]sep p(r) = 0.



36 III. The Separable Algebraic Closure

Since F is a field we have that Lemma II.1.7 holds for polynomials over
F. This means that for all objects R of Aop

K we have R 
 Lemma II.1.7.
Thus we have the following Corollary of Lemma II.1.7.

Corollary 3.7. Let R be an object of AK and let f be a monic polynomial in
R[X]. If f ′ is the derivative of f then there exist a cocover {ϕi : R→ Ri}i∈I ∈
J∗op(R) and for each Ri we have h, g, q, r, s ∈ Ri[X] such that ϕi( f ) = hg,
ϕi( f ′) = qg and rh + sq = 1. Moreover, h is monic and separable.

Lemma 3.8. Let K be a field of characteristic 0. The sheaf F ∈ Sh(Aop
K , J) is

algebraically closed.

Proof. Let R be an object of Aop
K and (a1, ..., an) ∈ Fn(R) = Rn and let

p = Zn + ∑n
i=1 Zn−iai. By Corollary 3.7 we have a cover {ϕj : Rj →

R}j∈J with separable divisors hj ∈ Rj[Z] of p. That is, hj is monic and
separable dividing Zn + ∑n

i=1 Zn−iai ϕj. We note that since Rj has char-
acteristic 0, whenever p is non-constant then so is hj. By Lemma 3.5 we

have that Rj 
 ∃xhj(x) = 0. Consequently, Rj 
 ∃x [xn +
n

∑
i=1

xn−iai ϕj =

0]. By LC we get that R 
 ∃x [xn +
n

∑
i=1

xn−iai = 0]

4 The power series object

To describe the object of power series over F we need to specify the nat-
ural numbers object in the topos Sh(Aop

K , J) first. One typically obtains
this natural numbers object by sheafification of the constant presheaf of
natural numbers. Here we describe this sheaf.

4.1 The constant sheaves of Sh(Aop
K , J)

Let P : AK → Set be a constant presheaf associating to each object A
of AK a discrete set B. That is, P(A) = B and P(A

ϕ−→ R) = 1B for all
objects A and all morphism ϕ of AK.

Let P̃ : AK → Set be the presheaf such that P̃(A) is the set of elements
of the form {(ei, bi) | i ∈ I} where (ei)i∈I is a fundamental system of
orthogonal idempotents of A and for each i, bi ∈ B. We express such
an element as a formal sum ∑i∈I eibi.

Let ϕ : A→ R be a morphism of AK, the restriction of ∑i∈I eibi ∈ P̃(A)
along ϕ is given by (∑i∈I eibi)ϕ = ∑i∈I ϕ(ei)bi ∈ P̃(R).
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Two elements ∑i∈I eibi ∈ P̃(A) and ∑j∈J djcj ∈ P̃(A) are equal if and
only if ∀i ∈ I, j ∈ J[bi 6= cj ⇒ eidj = 0]. This relation is indeed reflexive
since ∀i, ` ∈ I[i 6= ` ⇒ eie` = 0]. Symmetry is immediate. To show
transitivity, assume we are given ∑i∈I eibi, ∑j∈J djcj and ∑`∈L u`a` in
P̃(A) such that

∀i ∈ I, j ∈ J [bi 6= cj ⇒ eidj = 0]

∀j ∈ J, ` ∈ L [cj 6= a` ⇒ dju` = 0]

Let k ∈ I and t ∈ L such that at 6= bk. Since B is discrete, one can split
the sum ∑j∈J dj = 1 into three sums of those dj such that cj = bk and
those dh such that ch = at and those dm such that cm is different from
both at and bk. Hence we have

ekut = ekut ∑
j∈J

dj = ekut
( cj=bk

∑
j∈J

dj +
ch=at

∑
h∈J

dh +
cm 6=at ,cm 6=bk

∑
m∈J

dm
)
= 0

Note in particular that for ∑i∈I eibi ∈ P̃(A) and canonical morphisms
ϕi : A→ A/〈1− ei〉, one has for any j ∈ I that

(∑
i∈I

eibi)ϕj = bj ∈ P̃(A/〈1− ej〉).

To prove that P̃ is a sheaf we will need the following lemmas.

Lemma 4.1. Let R be a regular ring and let (ei)i∈I be a fundamental system
of orthogonal idempotents of R. Let Ri = R/〈1 − ei〉 and let ([dj])j∈Ji be
a fundamental system of orthogonal idempotents of Ri, where [dj] = dj +
〈1− ei〉. We have that (eidj)i∈I,j∈Ji is a fundamental system of orthogonal
idempotents of R.

Proof. In R one has ∑j∈Ji
eidj = ei ∑j∈Ji

dj = ei(1 + 〈1 − ei〉) = ei.
Hence, ∑

i∈I,j∈Ji

eidj = ∑
i∈I

ei = 1. For some i ∈ I and t, k ∈ Ji we have

(eidt)(eidk) = ei(0 + 〈1− ei〉) = 0 in R. Thus for i, ` ∈ I, j ∈ Ji and
s ∈ J` one has i 6= ` ∨ j 6= s⇒ (eidj)(e`ds) = 0.

Lemma 4.2. Let R be a regular ring, f ∈ R[Z] a polynomial of formal degree
n and p ∈ R[Z] a monic polynomial of degree m > n. If in R[X, Y] one has

f (Y)(1− f (X)) = 0 mod 〈p(X), p(Y)〉

then f = e ∈ R with e an idempotent.
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Proof. Let f (Z) = ∑n
i=0 riZi. By the assumption, for some q, g ∈ R[X, Y]

f (Y)(1− f (X)) =
n

∑
i=0

ri(1−
n

∑
j=0

rjX j)Yi = qp(X) + gp(Y)

One has
n

∑
i=0

ri(1−
n

∑
j=0

rjX j)Yi = g(X, Y)p(Y) mod 〈p(X)〉. Since p(Y)

is monic of Y-degree greater than n, one has that for all 0 ≤ i ≤ n

ri(1−
n

∑
j=0

rjX j) = 0 mod 〈p(X)〉

But this means that rirnXn + rirn−1Xn−1 + ... + rir0 − ri is divisible by
p(X) for all 0 ≤ i ≤ n which because p(X) is monic of degree m > n
implies that all coefficients are equal to 0. In particular, for 1 ≤ i ≤ n
one gets that r2

i = 0 and hence ri = 0 since R is reduced. For i = 0
one gets that the constant coefficient r0r0 − r0 = 0 and thus r0 is an
idempotent of R.

Lemma 4.3. The presheaf P̃ described above is a sheaf on (Aop
K , J).

Proof. We show that P̃ satisfy the sheaf axiom (Definition I.3.3) for the
coverage J described in Definition 2.1.

(i.) Let (ei)i∈I be a fundamental system of orthogonal idempotents
of an object R of AK with Ri = R/〈1− ei〉 and canonical mor-
phisms ϕi : R → Ri. Since P̃(0) = 1 by Lemma 2.3 any set of
elements {si ∈ P̃(Ri)}i∈I is a compatible family on the elemen-
tary cocover {ϕi}i∈I ∈ Jop(R). For each i, Let si = ∑j∈Ji

[dj]bj.
By Lemma 4.1 we have an element s = ∑

i∈I,j∈Ji

(eidj)bj ∈ P̃(R) the

restriction of which along ϕi is the element ∑
j∈Ji

[dj]bj ∈ P̃(Ri). It

remains to show that this is the only such element.

Let there be an element ∑`∈L c`a` ∈ P̃(R) that restricts to ui = si
along ϕi. We have ui = ∑`∈L[c`]a`. One has that for any j ∈ Ji
and ` ∈ L, bj 6= a` ⇒ [c`dj] = 0 in Ri, hence, in R one has bj 6=
a` ⇒ c`dj = r(1− ei). Multiplying both sides of c`dj = r(1− ei)
by ei we get bj 6= a` ⇒ c`(eidj) = 0. Thus proving s = ∑`∈L c`a`.

(ii.) Let p ∈ R[X] be a monic non-constant separable polynomial.
One has an elementary cocover {ϕ : R → R[a] = R[X]/〈p〉}.
Let the singleton {s ∈ P̃(R[a])} be a compatible family on this
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cocover. Let s = ∑i∈i eibi ∈ P̃(R[a]). We can assume w.l.o.g. that
∀i, j ∈ I [i 6= j⇒ bi 6= bj] since if bk = b` one has that

(ek + e`)bl +
j 6=`,j 6=k

∑
j∈I

ejbj = s

Note that an idempotent ei of R[a] is a polynomial ei(a) in a of
formal degree less than deg p. Let R[c, d] = R[X, Y]/〈p(X), p(Y)〉,
by Corollary 2.6, one has a pushout diagram

a c

R[a] R[c, d] d

R R[a] a

ϑ

ϕ

ϕ

ζ

That the singleton {s} is compatible then means

sϑ = ∑
i∈I

ei(c)bi = sζ = ∑
i∈I

ei(d)bi

i.e. ∀i, j ∈ I [bi 6= bj ⇒ ei(c)ej(d) = 0]. By the assumption that
bi 6= bj whenever i 6= j this means that in R[c, d] for any i 6= j ∈ I

ej(d)ei(c) = 0

Thus

ej(d)∑
i 6=j

ei(c) = ej(d)(1− ej(c)) = 0

i.e. in R[X, Y] one has ej(Y)(1 − ej(X)) = 0 mod 〈p(X), p(Y)〉.
By Lemma 4.2 we have that ej ∈ R. Thus we proved that for
the singleton family {s ∈ P̃(R[a])} to be compatible, s is equal to
∑j∈J djbj ∈ P̃(R[a]) such that dj ∈ R for j ∈ J. That is ∑j∈J djbj ∈
P̃(R). Thus we have found a unique (since P̃(ϕ) is injective) ele-
ment in P̃(R) restricting to s along ϕ.

Lemma 4.4. Let P and P̃ be as described above. Let Γ : P→ P̃ be the presheaf
morphism such that ΓR(b) = b ∈ P̃(R) for any object R and b ∈ B. If E is
a sheaf and Λ : P → E is a morphism of presheaves, then there exist a unique
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sheave morphism ∆ : P̃ → E such that the following diagram (of SetAK )
commutes.

P E

P̃

Λ

Γ
∆

That is to say Γ : P→ P̃ is the sheafification of P.

Proof. Let a = ∑i∈I eibi ∈ P̃(A) and let Ai = A/〈1− ei〉 with canonical
morphisms ϕi : A→ Ai.

Let E and Λ be as in the statement of the lemma. If there exist a sheaf
morphism ∆ : P̃ → E, then ∆ being a natural transformation forces us
to have for all i ∈ I, E(ϕi)∆A = ∆Ai P̃(ϕi). By Lemma 2.4, we know that
the map E(A) 3 d 7→ (E(ϕi)d ∈ E(Ai))i∈I is an isomorphism. Thus
it must be that ∆A(a) = (∆Ai P̃(ϕi)a)i∈I = (∆Ai (bi))i∈I . But ∆Ai (bi) =
∆Ai ΓAi (bi)

1. To have ∆Γ = Λ we must have ∆Ai (bi) = ΛAi (bi). Hence,
we are forced to have ∆A(a) = (ΛAi (bi))i∈I . Note that ∆ is unique since
its value ∆A(a) at any A and a is forced by the commuting diagram
above.

The constant presheaf of natural numbers N is the natural numbers
object in SetAK . We associate to N a sheaf Ñ as described above. As
noted in Chapter I, this is the natural numbers object in Sh(Aop

K , J).
Alternatively, from Lemma 4.4 one can easily show that Ñ satisfies the
axioms of a natural numbers object.

Definition 4.5. Let F[[X]] be the presheaf mapping each object R of AK
to F[[X]](R) = R[[X]] = RN with the obvious restriction maps.

Lemma 4.6. F[[X]] is a sheaf.

Proof. The proof is immediate as a corollary of Lemma 3.1.

Lemma 4.7. The sheaf F[[X]] is naturally isomorphic to the sheaf FÑ.

Proof. Let C be an object of Aop
K . Since FÑ(C) ∼= yC × Ñ → F, an

element αC ∈ FÑ(C) is a family (indexed by object of Aop
K ) of elements

of the form αC,D : yC(D)× Ñ(D)→ F(D) where D is an object of Aop
K .

1Note that the bi in the expression ∆Ai (bi) is an element of P̃(Ai) while the bi in the
expression ΓAi (bi) is an element of P(Ai) = B.
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Define Θ : FÑ → F[[X]] as (Θα)C(n) = αC,C(1C, n). Define Λ : F[[X]]→
FÑ as

(Λβ)C,D(C
ϕ−→ D, ∑

i∈I
eini) = (ϑi ϕ(βC(ni)))i∈I ∈ F(D)

where D
ϑi−→ D/〈1 − ei〉 is the canonical morphism. Note that by

Lemma 2.4 one indeed has that (ϑi ϕ(βC(ni)))i∈I ∈ ∏i∈I F(Di) ∼= F(D).
One can easily verify that Θ and Λ are natural. To show the isomor-
phism we will show ΛΘ = 1FÑ and ΘΛ = 1F[[X]]. We have

(ΛΘα)C,D(ϕ, ∑
i∈I

eini) = (ϑi ϕ((Θα)C(ni)))i∈I

= (ϑi ϕ(αC,C(1C, ni)))i∈I

= ((αC,Di (ϑi ϕ, ni)))i∈I

= αC,D(ϕ, ∑
i∈I

eini)

Thus showing ΛΘ = 1FÑ . Next we show ΘΛ = 1F[[X]].

(ΘΛβ)C(n) = (Λβ)C,C(1C, n)

= 1C1C(βC(n)) = βC(n)

Lemma 4.8. The power series object F[[X]] is a ring object.

Proof. A Corollary to Lemma 3.3.

5 Choice axioms

The axiom of choice fails to hold (even in a classical metatheory) in
the topos Sh(Aop

K , J) whenever the field K is not separably algebraically
closed. To show this we will show that there is an epimorphism in
Sh(Aop

K , J) with no section.

Fact 5.1. Let Θ : P → G be a morphism of sheaves on a site (C, J). Then Θ
is an epimorphism if for each object C of C and each element c ∈ G(C) there
is a cover S of C such that for all f : D → C in the cover S the element c f is
in the image of ΘD. [MacLane and Moerdijk, 1992, Ch 3].
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First we consider a simple case where the base filed K has characteristic
0 and there exist an element in K which has no square root in K. Con-
sider the algebraically closed sheaf F and the natural transformation
Θ : F → F where for c ∈ C we have ΘC(c) = c2. Consider an element
y ∈ F(C) and let {ϕi : Ci → C}i∈I be a cover with pi ∈ Ci[X] a sepa-
rable divisor of X2 − y. Since K has characteristic 0, pi is non-constant.
Let Ci[xi] = Ci[X]/〈pi〉. We have a cover {ϑi : Ci[xi] → C}i∈I of C
and ΘCi [xi ]

(xi) = xi
2. By construction, pi(xi) = 0 and since pi divides

X2 − yϑi we have xi
2 − yϑi = 0, that is ΘCi [xi ]

(xi) = yϑi. Thus Θ is an
epimorphism of Sh(Aop

K , J).

Lemma 5.2. The epimorphism Θ have no section.

Proof. Suppose Θ have a section ∆. Then for an object C of Aop
K , ∆C :

F(C) → F(C) would need to map an element y ∈ F(C) to its square
root in F(C) which is not in general possible since C doesn’t necessar-
ily contain the square root of each of its elements. In particular, by
assumption there is an element a ∈ K with no square root in K. For
example, let the base field be Q and take C = Q. We need ∆ such
that ΘC∆C(2) = (∆C(2))2 = 2 but there no element a ∈ Q such that
a2 = 2.

This construction can be easily generalized to show that the axiom of
choice does not hold in Sh(Aop

K , J) for any non-algebraically closed field
K of characteristic 0.

Lemma 5.3. Let K be a field of characteristic 0 not algebraically closed. There
is an epimorphism in Sh(Aop

K , J) with no section.

Proof. Let f = Xn + ∑n
i=1 riXn−i ∈ K[X] be a non-constant polynomial

for which no root in K exist. w.l.o.g. we assume f separable. One can
construct Λ : F → F defined by ΛC(c) = cn + r1cn−1 + · · ·+ rn−1c ∈ C.
Given d ∈ F(C), let g = Xn + ∑n−1

i=1 riXn−i − d. By Corollary 3.7 there

is a cover {C`
ϕ`−−→ C}`∈L ∈ J∗(C) with h` ∈ C`[X] a separable non-

constant polynomial dividing g. Let C`[x`] = C`[X]/〈h`〉 one has a

singleton cover {C`[x`]
ϑ`−→ C`} and thus a composite cover {C`[x`]

ϕ`ϑ`−−→
C}`∈L ∈ J∗(C). Since x` is a root of h` | g we have ΛC` [x` ](x`) =

xn
` + ∑n−1

i=1 rixn−i
` = d or more precisely ΛC` [x` ](x`) = dϕ`ϑ`. Thus, Λ

is an epimorphism (by Fact 5.1) and it has no section, for if it had a
section Ψ : F → F then one would have ΨK(−rn) = a ∈ K such that
an + ∑n

i=1 rian−i = 0 which is not true by assumption.
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For a field of non-zero characteristic the situation is analogous, albeit
a bit trickier. The proof of Lemma 5.3 depended on the fact that when
given a non-constant monic polynomial f ∈ C[X] and c ∈ C, where C
is an étale K-algebra, then f + c has a non-constant separable divisor.
This is not necessarily the case when K has characteristic p. What we
aim to show is that a similar statement holds when f is separable.

Lemma 5.4. Let R be a regular ring and f = uXn + ∑n
i=1 ciXn−i ∈ R[X]

where u is a unit. Let g ∈ R[X] and f = gh for some h. Then deg(g) ≤
deg( f ).

Proof. Let g = ∑m
i=0 aiXi and h = ∑t

i=0 biXi. Assume m > n and let
e = ama∗m. Since m > n we have that ambt = 0.

But am is a unit in R/〈1− e〉, thus bt = 0 in R/〈1− e〉 and h can be
written h = ∑t−1

i=0 biXi ∈ R/〈1− e〉[X]. But then again since m > n we
have ambt−1 = 0 in R/〈1− e〉...etc. By induction on the degree of h it
follows that bi = 0 in R/〈1 − e〉 for all 0 ≤ i ≤ t. But then f = 0,
and hence u = 0 in R/〈1− e〉. Since u is a unit we have that 1 = 0 in
R/〈1− e〉 which means am = 0.

We have then the following version of Corollary II.1.8 for étale K-
algebra.

Corollary 5.5. Let R be an étale K-algebra. Let f be a non-constant monic
polynomial with a derivative f ′ = uXn + ∑n

i=1 ciXn−i ∈ R[X]. If u is a unit
then there is a cover {ϕi : Ri → R}i∈I where f has a non-constant separable
divisor in Ri[X] for all i.

Proof. By Corollary 3.7 we have a cover {Ri → R}i∈I and a separable
divisor hi ∈ Ri[X] of f where f = higi and f ′ = qigi. By Lemma 5.4
deg(gi) ≤ deg( fi). But then deg(gi) < deg( f ) and thus hi is non-
constant.

Corollary 5.6. Let K be a field of any characteristic and f ∈ K[X] a non-
constant separable polynomial. Let R be an étale K-algebra. Let p ∈ R[X]
such that f − p is a constant in R. There is a cover {ϕi : Ri → R}i∈I where
in each Ri there is a non-constant separable divisor hi ∈ Ri[X] of p.

Proof. Since f is separable g = gcd( f , f ′) is a unit and thus f ′ 6= 0. It
then follows that f ′ has the form f ′ = uXn + ∑n

i=1 ciXn−i where u is a
unit. Since f − p is constant we have f ′ = p′ = uXn + ∑n

i=1 ciXn−i. By
Corollary 5.5 there is a cover {ϕi : Ri → R}i∈I where in each Ri there is
a non-constant separable divisor hi of p.
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Lemma 5.7. Let K be a field of any characteristic not separably algebraically
closed. There is an epimorphism in Sh(Aop

K , J) with no section.

Proof. Let f = Xn + ∑n
i=1 riXn−i ∈ K[X] be a non-constant separable

polynomial for which no root in K exist. One can construct Λ : F → F
defined by ΛC(c) = cn + r1cn−1 + · · ·+ rn−1c ∈ C.

Given d ∈ F(C), let g = Xn + ∑n−1
i=1 riXn−i − d. Since f − g = d ∈ C, by

Corollary 5.6 there is a cover {C`
ϕ`−−→ C}`∈L ∈ J∗(C) with h` ∈ C`[X] a

separable non-constant polynomial dividing g. Let C`[x`] = C`[X]/〈h`〉
one has a singleton cover {C`[x`]

ϑ`−→ C`} and thus a composite cover

{C`[x`]
ϕ`ϑ`−−→ C}`∈L ∈ J∗(C). Since x` is a root of h` | g we have

ΛC` [x` ](x`) = xn
` + ∑n−1

i=1 rixn−i
` = d or more precisely ΛC` [x` ](x`) =

dϕ`ϑ`. Thus, Λ is an epimorphism (by Fact 5.1) and it has no section,
for if it had a section Ψ : F→ F then one would have ΨK(−rn) = a ∈ K
such that an + ∑n

i=1 rian−i = 0 which is not true by assumption.

Theorem 5.8. Let K be a field not separably algebraically closed. The axiom
of choice fails to hold in the topos Sh(Aop

K , J).

We demonstrate further that when the base field is Q the weaker axiom
of dependent choice does not hold (internally) in the topos Sh(Aop

Q
, J).

For a relation R ⊂ Y×Y the axiom of dependent choice is stated as

∀x∃yR(x, y)⇒ ∀x∃g ∈ YN [g(0) = x ∧ ∀nR(g(n), g(n + 1))] (ADC)

Theorem 5.9. Sh(Aop
Q

, J) 
 ¬ADC.

Proof. Consider the binary relation on the algebraically closed object F
defined by the characteristic function φ(x, y) := y2 − x = 0. Assume
C 
 ADC for some object C of AK. Since C 
 ∀x∃y[y2 − x = 0] we
have C 
 ∀x∃g ∈ FÑ[g(0) = x ∧ ∀n[g(n + 1)2 = g(n)]]. That is for

all morphisms C
ζ−→ A of AK and elements a ∈ F(A) one has A 


∃g ∈ FÑ[g(0) = a ∧ ∀n[g(n + 1)2 = g(n)]]. Taking a = 2 we have A 

∃g ∈ FÑ[g(0) = 2 ∧ ∀n[g(n + 1)2 = g(n)]]. Which by ∃ implies the
existence of a cocover {ηi : A → Ai}i∈I and power series αi ∈ FÑ(Ai)
such that Ai 
 αi(0) = 2 ∧ ∀n[αi(n + 1)2 = αi(n)]]. By Lemma 4.7 we
have FÑ(Ai) ∼= Ai[[X]] and thus the above forcing implies the existence
of a series αi = 2 + 21/2 + ... + 21/2j

+ ... ∈ Ai[[X]]. But this holds only
if Ai contains a root of X2j − 2 for all j which implies Ai is trivial as will
shortly show after the following remark.
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Consider an algebra R over Q. Assume R contains a root of X2n −
2 for some n. Then letting Q[x] = Q[X]/〈X2n − 2〉, one will have a
homomorphism ξ : Q[x]→ R. By Eisenstein’s criterion the polynomial
X2n − 2 is irreducible over Q, making Q[x] a field of dimension 2n and
ξ either an injection with a trivial kernel or ξ = Q[x]→ 0.

Now we continue with the proof. Until now we have shown that for all
i ∈ I, the algebra Ai contains a root of X2j − 2 for all j. For each i ∈ I,
let Ai be of dimension mi over Q. We have that Ai contains a root of
X2mi − 2 and we have a homomorphism Q( 2mi√2)→ Ai which since Ai
has dimension mi < 2mi means that Ai is trivial for all i ∈ I. Hence,
Ai 
 ⊥ and consequently C 
 ⊥. We have shown that for any object D
of Aop

Q
if D 
 ADC then D 
 ⊥. Hence Sh(Aop

Q
, J) 
 ¬ADC.

We say that a topos satisfy the internal axiom of choice if the axiom of
choice holds in the internal language of this topos, or equivalently if for
each object B the endofunctor (−)B preserves epimorphisms [MacLane
and Moerdijk, 1992].

Since ADC does not hold internally in Sh(Aop
Q

, J) by Theorem 5.9, it
follows that the internal axiom of choice does not hold in this topos
either.

6 The logic of Sh(Aop
K , J)

In this section we will demonstrate that in a classical metatheory one
can show that the topos Sh(Aop

K , J) is boolean. In fact we will show that,
in a classical metatheory, the boolean algebra structure of the subobject
classifier is the one specified by the boolean algebra of idempotents of
the algebras in AK. Except for Theorem 6.8 the reasoning in this section
is classical.

Recall that the idempotents of a commutative ring form a boolean al-
gebra. In terms of ring operations the logical operators are defined as
follows.

1. e1 ∧ e2 = e1e2

2. e1 ∨ e2 = e1 + e2 − e1e2

3. ¬e = 1− e

4. e1 ≤ e2 iff e1 ∧ e2 = e1 and e1 ∨ e2 = e2

5. > = 1
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6. ⊥ = 0

A sieve S on an object C is said to cover a morphism f : D → C if
f ∗(S) contains a cover of D. Dually, a cosieve M on C is said to cover a
morphism g : C → D if the sieve dual to M covers the morphism dual
to g. i.e. a morphism is covered by a sieve (cosieve) when there is a
cover of its domain (cocover of its codomain) such that its composition
with each element in the cover (cocover) lies in the sieve (cosieve).

Definition 6.1 (Closed cosieve). A sieve M on an object C of C is closed
if ∀ f : D → C[M covers f ⇒ f ∈ M]. A closed cosieve on an object C
of Cop is the dual of a closed sieve in C.

Fact 6.2 (Subobject classifier). The subobject classifier in the category of
sheaves on a site (C, J) is the presheaf Ω where for an object C of C the set
Ω(C) is the set of closed sieves on C and for each f : D → C we have a
restriction map M 7→ {h | cod(h) = D, f h ∈ M}.

Lemma 6.3. Let R be an object of AK. If R is a field the closed cosieves on
R are the maximal cosieve generated by the singleton {1R : R → R} and the
minimal cosieve {R→ 0}.

Proof. Let S be a closed cosieve on R and let ϕ : R → A ∈ S and let I
be a maximal ideal of A. If A is nontrivial we have a field morphism
R → A/I in S where A/I is a finite field extension of R. Let A/I =
R[a1, ..., an] . But then the morphism ϑ : R → R[a1, ..., an−1] is covered
by S. Thus ϑ ∈ S since S is closed. By induction on n we get that a field

morphism η : R → R is in S but η in turn covers the identity R
1R−→ R.

Thus 1R ∈ S.

Corollary 6.4. For an object R of AK. If R is a field Ω(R) is a 2-valued
boolean algebra.

Proof. This is a direct Corollary of Lemma 6.3. The maximal cosieve
(1R) correspond to the idempotent 1 of R, that is the idempotent e such
that, ker 1R = 〈1− e〉. Similarly the cosieve {R→ 1} correspond to the
idempotent 0.

Corollary 6.5. For an object A of AK, Ω(A) is isomorphic to the set of
idempotents of A and the Heyting algebra structure of Ω(A) is the boolean
algebra of idempotents of A.

Proof. Classically an étale algebra over K is isomorphic to a product of
field extensions of K. Let A be an object of AK, then A ∼= F1 × ...× Fn
where Fi is a finite field extension of K. The set of idempotents of A is
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{(d1, ..., dn) | 1 ≤ j ≤ n, dj ∈ Fj, dj = 0 or dj = 1}. But this is exactly
the set Ω(F1) × ...×Ω(Fn) ∼= Ω(A). It is obvious that since Ω(A) is
isomorphic to a product of boolean algebras, it is a boolean algebra
with the operators defined pointwise.

Corollary 6.6. The topos Sh(Aop
K , J) is boolean.

Proof. The subobject classifier of Sh(Aop
K , J) is 1 true−−→ Ω where for an

object A of AK one has trueA(∗) = 1 ∈ A.

It is not possible to show that the topos Sh(Aop
K , J) is boolean in an

intuitionistic metatheory as we shall demonstrate here. First we recall
the definition of the Limited principle of omniscience (LPO for short).

Definition 6.7 (LPO). For any binary sequence α the following state-
ment holds

∀n[α(n) = 0] ∨ ∃n[α(n) = 1]

LPO cannot be shown to hold intuitionistically. One can, nevertheless,
show that it is weaker than the law of excluded middle [Bridges and
Richman, 1987].

Theorem 6.8. Intuitionistically, if Sh(Aop
K , J) is boolean then LPO holds.

Proof. Let α ∈ K[[X]] be a binary sequence. By Lemma 4.7 one has an
isomorphism Λ : F[[X]]

∼−→ FÑ. Let ΛK(α) = β ∈ FÑ(K). Assume
the topos Sh(Aop

K , J) is boolean. Then one has K 
 ∀n[β(n) = 0] ∨
∃n[β(n) = 1]. By ∨ this holds only if there exist a cocover of K

{ϑi : K → Ai | i ∈ I} ∪ {ξ j : K → Bj | j ∈ J}

such that Bj 
 ∀n[(βξ j)(n) = 0] for all j ∈ J and Ai 
 ∃n[(βϑi)(n) = 1]
for all i ∈ I. Note that at least one of I or J is nonempty since K is not
covered by the empty cover.

For each i ∈ I there exist a cocover {η` : Ai → D`}`∈L of Ai such that
for all ` ∈ L, we have D` 
 (βϑiη`)(m) = 1 for some m ∈ Ñ(D`). Let
m = ∑t∈T etnt then we have a cocover {ξt : D` → Ct = D`/〈1− et〉}t∈T
such that Ct 
 (βϑiη`ξt)(nt) = 1 which implies ξtη`ϑi(α(nt)) = 1.
For each t we can check whether α(nt) = 1. If α(nt) = 1 then we
have witness for ∃n[α(n) = 1]. Otherwise, we have α(nt) = 0 and
ξtη`ϑi(0) = 1. Thus the map ξtη`ϑi : K → Ct from the field K cannot
be injective, which leaves us with the conclusion that Ct is trivial. If for
all t ∈ T, Ct is trivial then D` is trivial as well. Similarly, if for every
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` ∈ L, D` is trivial then Ai is trivial as well. At this point one either
have either (i) a natural number m such that α(m) = 1 in which case
we have a witness for ∃n[α(n) = 0]. Or (ii) we have shown that for all
i ∈ I, Ai is trivial in which case we have a cocover {ξ j : K → Bj | j ∈ J}
such that Bj 
 ∀n[(βξ j)(n) = 0] for all j ∈ J. Which by LC means
K 
 ∀n[β(n) = 0] which by ∀ means that for all arrows K → R and

elements d ∈ Ñ(R), R 
 β(d) = 0. In particular for the arrow K
1K−→ K

and every natural number m one has K 
 β(m) = 0 which implies
K 
 α(m) = 0. By = we get that ∀m ∈ N[α(m) = 0]. Thus we have
shown that LPO holds.

Corollary 6.9. It cannot be shown in an intuitionistic metatheory that the
topos Sh(Aop

K , J) is boolean.

7 Eliminating the assumption of algebraic clo-
sure

Let K be a field of characteristic 0. We consider a typed language
L[N, F]K of the form described in Section I.3.2 with two basic types N
and F and the elements of the field K as its set of constants. Consider
a theory T in the language L[N, F]K, such that T has as an axiom every
atomic formula or the negation of one valid in the field K, T equips
N with the (Peano) axioms of natural numbers and equips F with the
axioms of a field containing K. If we interpret the types N and F by the
objects Ñ and F, respectively, in the topos Sh(Aop

K , J) then we have, by
the results proved earlier, a model of T in Sh(Aop

K , J).

Let AlgCl be the axiom schema of separable algebraic closure with
quantification over the type F, then one has that T +AlgCl has a model
in Sh(Aop

K , J) with the same interpretation. Let φ be a sentence in the
language such that T + AlgCl ` φ in IHOL deduction system. By
soundness (See I.3.2) one has that Sh(Aop

K , J) 
 φ, i.e. for all étale alge-
bras R over K, R 
 φ which can be seen as a constructive interpretation
of the existence of the separable algebraic closure of K.

In the next Chapter we will give an example of the application of this
model to Newton–Puiseux theorem. Here we discuss another example
briefly. Suppose one want to show that

“For a discrete field K of characteristic 0, if f ∈ K[X, Y] is smooth, i.e. 1 ∈
〈 f , fx, fY〉, then K[X, Y]/〈 f 〉 is a Prüfer ring."

To prove that a ring is Prüfer one needs to prove that it is arithmetical,
that is ∀x, y∃u, v, w[yu = vx∧ yw = (1− u)x]. Proving that K[X, Y]/〈 f 〉
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is arithmetical is easier in the case where K is algebraically closed [Co-
quand et al., 2010]. Let F be the algebraic closure of K in Sh(Aop

K , J).
Now F[X, Y]/〈 f 〉 being arithmetical amounts to having a solution u,v,
and w to a linear system yu = vx, yw = (1− u)x. Having obtained
such solution, by Rouché–Capelli–Fontené theorem we can then con-
clude that the system have a solution in K[X, Y]/〈 f 〉.





IV

Dynamic Newton–Puiseux
Theorem

1 Dynamic Newton–Puiseux Theorem

The proof of Newton–Puiseux theorem in Chapter II depended on the
assumption that we have an algebraically closed field at our disposal.
In Chapter III we have shown that if assuming the existence of an al-
gebraic closure of fields of characteristic 0 one has a sentence φ valid
in the system of higher order intuitionistic logic then Sh(Aop

K , J) 
 φ.
The statement of Newton–Puiseux theorem of Lemma II.2.3 is one such
sentence. Thus we have:

Theorem 1.1. Let F be the algebraically closed field object of characteristic 0
as described in Section III.3.
Let G(X, Y) = Yn + ∑n

i=1 αi(X)Yn−i ∈ F[[X]][Y] be a monic non-constant
polynomial separable over F((X)). Then there exist a positive integer m and
factorization

G(Tm, Y) =
n

∏
i=1

(
Y− ηi

)
ηi ∈ F[[T]]

If we consider only polynomials over the base field, we get the simpler
statement:

Theorem 1.2. In the topos Sh(Aop
K , J), let G(X, Y) ∈ K[[X]][Y] be a monic

non-constant polynomial of degree n separable over K((X)). Then there exist

51
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a positive integer m and a factorization

G(Tm, Y) =
n

∏
i=1

(
Y− ηi

)
ηi ∈ F[[T]]

One surprising aspect of Newton–Puiseux algorithm is that one needs
only to find a finite number of roots during the execution of the al-
gorithm. Classically, if one starts with a monic polynomial G(X, Y) ∈
K[[X]][Y] of degree n, where K, a field of characteristic 0, is not alge-
braically closed then one can find a finite algebraic extension L/K and
a factorization G(Tm, Y) = ∏n

i=1(Y − ηi) with ηi ∈ L[[T]]. This aspect
of the algorithm becomes clearer in the sheaf model. We have seen
for instance that, in the model, a power series over the algebraically
closed field F is given at each object A of Aop

K as a power series over
A. By the forcing conditions, the meaning of the existential quantifier
is given locally, that is to say by existence on a finite cover. Thus if a
statement asserting the existence of a power series with certain prop-
erties is forced, e.g. K 
 ∃α φ(α), then the witness of this existential
quantifier is a power series α ∈ A[[X]] where the algebra A is a finite
extension of K. The failure of the axiom of dependent choice clarifies
the matter even more, by showing that one cannot form power series
with infinitely increasing order of roots.

The Newton–Puiseux theorem (Theorem 1.2) has the following compu-
tational content.

Theorem 1.3. Let K be a field of characteristic 0 and let Let G(X, Y) = Yn +

∑n
i=1 αi(X)Yn−i ∈ K[[X]][Y] be a monic non-constant polynomial separable

over K((X)). Then there exist an étale algebra R over K and a positive integer
m such that

G(Tm, Y) =
n

∏
i=1

(
Y− ηi

)
ηi ∈ R[[T]]

2 Analysis of the algorithm

Theorem 1.3, as will become apparent from the examples at the end
of this section, is not deterministic, in the sense that the étale algebra
R is one of several over which the polynomial G(X, Y) factors linearly.
On one hand this is not surprising since one can easily see that for any
R → A one has a factorization of G(X, Y) over A[[X1/r]] for some r.
On the other hand, one can postulate the existence of a minimal étale
algebra(s) B such that G(X, Y) factors linearly over B[[X1/m]] and if
G(X, Y) factors linearly over A[[X1/r]], where A is étale, then one has
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a morphism B → A1. In this section we will see that such an algebra
indeed exists. We will also show that the morphism B → A satisfies a
stronger condition. Since the examples from the Haskell program will
make it clear that there is more than one such minimal algebra. We will
also look at the relation between two such algebras.

In order to achieve our task we will consider an arbitrary regular K-
algebra A such that the polynomial under consideration G(X, Y) factors
linearly over A[[X1/r]] for some r. Then starting from the base field K
we will build an algebra R by repetitive extensions and quotients. At
each new algebra we obtain by extension or quotient we will show we
have a morphism from this algebra to A satisfying certain property. We
note that while we can state the dynamic version of Newton–Puiseux
directly with the aid of the sheaf model as was done in the previous
section, the model is of no help to us here. The reason is that, when
presented with a forcing R 
 φ we have no way of knowing how it was
constructed and certainly we cannot, without inspecting the algorithm,
know whether R is minimal in the above sense. In the following we
will be working solely in characteristic 0.

We consider a polynomial G(X, Y) ∈ K[[X]][Y]. Since we start from
the base field, we will only need to adjoin roots of monic polynomials.
Thus we need not consider the full class of étale K-algebras. It will
be sufficient to consider only the triangular separable ones, which we
define here:

A triangular separable K-algebra

R = K[a1, . . . , an], p1(a1) = 0, p2(a1, a2) = 0, . . .

is a sequence of separable extension starting from a field K, with p1
in K[X], p2 in K[a1][X], . . . all monic and separable polynomials. It
follows immediately by Lemma III.1.8 that a triangular separable alge-
bra is étale, hence regular. In this case however, the idempotent ele-
ments have a simpler direct description. If we have a decomposition
pl(a1, . . . , al−1, X) = g(X)q(X) with g, q in K[a1, . . . , al−1, X] then since
pl is separable, we have a relation rg + sq = 1 and e = r(al)g(al), 1−
e = s(al)q(al) are then idempotent element. We then have a decompo-
sition of R in two triangular separable algebras p1, . . . , pl−1, g, pl+1, . . .
and p1, . . . , pl−1, q, pl+1, . . . . If we iterate this process we obtain the no-
tion of decomposition of a triangular separable algebra R into finitely
many triangular separable algebra R1, . . . , Rn.

This decomposition stops when all the polynomials p1, . . . , pl are irre-

1One can say that in some sense B is initial among the étale algebras forcing the
Newton–Puiseux statement.
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ducible, i.e. when R is a field. For a triangular separable K-algebra R
and an ideal I of R, if R/I is a triangular separable K-algebra then
we describe R/I as being a refinement of R. Thus a refinement of
K[a1, ..., an], p1, ..., pn is of the form K[b1, ..., bn], q1, ..., qn with qi | pi.

Now we are ready to begin our analysis. In the following we refer to
the elementary symmetric polynomials in n variables by σ1, ..., σn taking
σi(X1, ..., Xn) = ∑

1≤j1<...ji≤n
Xj1 ...Xji .

Lemma 2.1. Let R be a reduced ring. Given a1, ..., an ∈ R, if σi(a1, ..., an) =
0 for 0 < i 6 n then a1 = a2 = ... = an = 0.

Proof. We have
n
∏
i=1

(X− ai) = Xn. Hence, an
i = 0 for 0 < i 6 n and since

R is reduced, ai = 0.

Lemma 2.2. Let R be a reduced ring. Given α1, ..., αn ∈ R[[X]] such that for
some positive rational number d we have ord(σi(α1, ..., αn)) > di for 0 < i 6
n. Then ord(αi) > d for 0 < i 6 n.

Proof. Let αi = ∑∞
j=0 αi(j)X j. We show that αi(j) = 0 if j < d. Assume

that we have αi(j) = 0 for j < m < d. We show then αi(m) = 0 for i =
1, . . . , n. The coefficient of Xim in σi(α1, ..., αn) is σi(α1(m), . . . , αn(m)).
Since ord(σi(α1, ..., αn)) > mi we get that σi(α1(m), . . . , αn(m)) = 0 and
hence by Lemma 2.1 we get that αi(m) = 0 for i = 1, . . . , n.

Lemma 2.3. For a ring R and a reduced extension R → A, let F = Yn +

∑n
i=1 αiYn−i be an element of R[[X]][Y] such that F(Tq, TpZ) = TnpF1(T, Z)

with F1 in R[[T]][Z] for some q > 0, p. If F(Um, Y) factors linearly over
A[[U]] for some m > 0 then F1(0, Z) factors linearly over A.

Proof. We have F(Um, Y) = ∏n
i=1(Y− ηi), ηi ∈ A[[U]]

and hence we have F(Vmq, VmpZ) = ∏n
i=1(V

mpZ − ηi(Vq)), ηi(U) ∈
A[[U]] and

F1(Vm, Z) =
n

∏
i=1

(Z−V−mpηi(Vq)) = Zn +
n

∑
i=1

V−impβi(Vq)Zn−i

Since F1(T, Z) is in R[[T]][Z] we have imp 6 ord βi(Vq).
Since βi(Vq) = σi(η1(Vq), . . . , ηn(Vq)), Lemma 2.2 shows that mp 6
ord ηi(Vq) for 0 < i 6 n. Hence µi(V) = V−mpηi(Vq) is in A[[V]] and
since F1(V, Z) = ∏n

i=1(Z− µi(V)), we have that F1(0, Z) factors linearly
over A, of roots µi(0).
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Definition 2.4. Let R = K[b1, ..., bn], p1, ..., pn be a triangular separable
algebra with pi of degree mi and A an algebra over K. Then A splits R
if there exist a family of elements {ai1,...,il ∈ A | 0 < l ≤ n, 0 < ij ≤ mj}
such that

p1 =
m1

∏
d=0

(X− ad1)

pl+1(ai1 , ai1,i2 , ..., ai1,...,il , X) =
ml+1

∏
d=0

(X− ai1,...,il ,d)

for 0 < l < n

We can view the previous definition as that of a tree of homomor-
phisms from the subalgebras of R to A. At the root we have the
identity homomorphism from K to A under which p1 factors linearly,
i.e. p1 = ∏m1

j1=0(X − aj1). From this we obtain m1 homomorphisms
ϕ1, ..., ϕm1 from K[b1] to A each taking b1 to a different aj1 . If p2 factors
linearly under say ϕ1, i.e. ϕ1(p2) = ∏m2

j2=0(X − a11,j2) then we obtain
m2 different (since p2 is separable) homomorphisms ϕ11, ..., ϕ1m2 from
K[b1, b2] to A. Similarly we obtain m2 different homomorphisms from
K[b1, b2] to A by extending ϕ2, ϕ3, ...etc, thus having m1m2 homomor-
phism in total. Continuing in this fashion we obtain the m different
homomorphisms of the family S .

We note that if an K-algebra A splits a triangular separable K-algebra
Rthen A⊗K R ∼= A[R:K]. If A is a field then the converse is also true as
the following lemma shows.

Lemma 2.5. Let L/K be a field and R = K[a1, ..., an], p1, ..., pn a triangular
separable algebra. Then L⊗K R ∼= L[R:K] only if L splits R.

Proof. Let deg pi = mi, [R : K] = m = ∏n
i=1 mi and let L⊗K R ∼= L[R:K].

Then there exist a system of orthogonal idempotents e1, ..., em such that
A = L⊗K R ∼= A/(1− e1)× ....× A/(1− em) = Lm. Let aij be the image
of ai in A/(1− ej). Then we have (a11, ..., an1) 6= (a12, ..., an2) 6= ... 6=
(a1m, ..., anm) since otherwise we will have the ideals 〈1− ei〉 = 〈1− ej〉
for some i 6= j. Since p1 is separable there are up to m1 different images
a1j of a1. Thus the size of the set {a1j | 0 < j ≤ m} is equal to m1 only
if p1 factors linearly over L. Similarly, for each different image ā1 of
a1 there are up to m2 possible images of a2 in L since the polynomial
p2(ā1, X) is separable. Thus the size of the set {(a1j, a2j) | 0 < j ≤ m}
is equal m1m2 only if p1 factors linearly over L and for each root ā1 of
p1 the polynomial p2(ā1, X) factors linearly over L. Continuing in this
fashion we find that the size of the set {(a1j, ..., anj) | 0 < j ≤ m} is
equal to m1...mn = m only if L splits R.
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Lemma 2.6. Let A be a regular algebra over a field K and let p be a monic
non-constant polynomial of degree m in A[X] such that p = ∏m

i=1(X − ai)
with ai ∈ A. If g is a monic non-constant polynomial of degree n such that
g | p then we have a decomposition A ∼= R1 × ... × Rl such that for any
Rj in the product g = ∏n

i=1(X − āi) with āi ∈ Rj the image in Rj of some
ak, 0 < k ≤ m.

Proof. Let p = (X − a1)...(X − an) for a1, ..., an ∈ A. Let p = gq. Then
p(a1) = g(a1)q(a1) = 0. We can find a decomposition of A into regular
algebras A1 × ...× At × B1 × Bs such that g(a1) = 0 in Ai, 0 < i ≤ t
and g(a1) is a unit in Bi, 0 < i ≤ s in which case q(a1) = 0 in Bi. By
induction we can find a decomposition of A into a product of regular
algebras R1, . . . , Rl such that g factors linearly over Ri.

From Definition 2.4 it is obvious that if an algebra A splits a triangular
separable algebra R then A/I splits R for any ideal I of A.

Lemma 2.7. Let A be a regular K-algebra and R a triangular separable K-
algebra such that A splits R. Let B be a refinement of R. Then we can find a
decomposition A ∼= A1 × ...× Am such that Ai splits B for 0 < i ≤ m.

Proof. Let R = K[a1, ..., an], p1, ..., pn. Then B = K[ā1, ..., ān], g1, ..., gn
where gj | pj for 0 < j ≤ n. Let deg pj = mj and deg gj = `j for 0 <
j ≤ n. Since A splits R we have a family of elements {ai1,...,il ∈ A | 0 <
l ≤ n, 0 < ij ≤ mj} satisfying the condition of Definition 2.4. we have
p1 = ∏m1

i=1(X − ai1). By Lemma 2.6 we decompose A into the product
A1 × ...× At such that for any given Ak in the product we have p1 =

∏m1
i=1(X − āi1) and g1 = ∏`1

i=1(X − āi1) with āi1 ∈ Ak for 0 < i ≤ m1.
Since each āi1 is an image of some aj1 and p2(aj1 , X) factors linearly over
A we have that p2(āi1 , X) factors linearly over Ak but then g2(āi1 , X)
divides p2(āi1 , X) and thus by Lemma 2.6 we can decompose Ak into
the product B1 × ... × Bs such that for a given Br in the product we
have p2(āi1 , X) = ∏m2

j=1(X − āi1,j2) and g2(āi1 , X) = ∏`2
j=1(X − āi1,j2). By

induction on the m1 values of āi1 we can find a decomposition D1× ...×
Dl such that in each Di we have g1(X) = ∏`1

i=1(X− āi1) and g2(āi1 , X) =

∏`2
j=1(X− āi1,j2) for 0 < i ≤ `1. Continuing in this fashion we can find a

decomposition of A such that each algebra in the decomposition splits
B.

Lemma 2.8. Let A be a regular K-algebra with decomposition A ∼= A1× ...×
At. Let B a triangular separable algebra. If Ai splits B for all 1 ≤ i ≤ t then
A splits B.
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Proof. Let B = K[a1, ..., an], g1, ..., gn with deg gi = mi. Then we have a
family of elements {a(i)k1,...,kl

| 0 < k j ≤ mj, 0 < j ≤ n} in Ai satisfying
the conditions of Definition 2.4. We claim that the family

S = {ak1,...,kl
| ak1,...,kl

= (a(1)k1,...,kl
, ..., a(t)k1,...,kl

), 0 < k j ≤ mj, 0 < j ≤ n}

of A elements satisfy the conditions of Definition 2.4. Since we have
a factorization g1 = ∏m1

l=1(X − a(i)l ) over Ai, we have a factorization

g1 = ∏m1
l=1(X − (a(1)l , ..., a(t)l )) = ∏m1

l=1(X − al) over A. Since for 0 <

l ≤ m1 we have a factorization g2(a(i)l , X) = ∏m2
j=1(X− a(i)l,j ) of in Ai, we

have a factorization g2(al , X) = ∏m2
j=1(X − (a(1)l,j , ..., a(t)l,j )) = ∏m2

j=1(X −
al,j). Continuing in this fashion we verify that the family S satisfy the
requirements of Definition 2.4.

Corollary 2.9. Let A be a regular K-algebra and B be a triangular separable
K-algebra such that A splits B. Then A splits any refinement of B.

Lemma 2.10. Let R be a regular ring and let a1, ..., an ∈ R such that 1 ∈
〈a1, ..., an〉. Then we can find a decomposition R ∼= R1 × ...× Rm such that
for each Ri we have aj a unit in Ri for some 1 ≤ j ≤ n.

Proof. We have a decomposition R ∼= A × B with an unit in A and
zero in B. We have 1 ∈ 〈a1, ..., an−1〉 in B. The statement follows by
induction.

Going back to Newton–Puiseux theorem.

Lemma 2.11. Let R be a triangular separable algebra over a field K. Let
F(X, Y) = ∑n

i=0 αi(X)Yn−i ∈ R[[X]][Y] be a monic polynomial such that
PF + QFY = γ for some P, Q ∈ R[[X]][Y] and γ # 0 in K[[X]]. Then we can
find a decomposition R1, ... of R such that in each Ri we have αk(m) a unit for
some m and k = n or k = n− 1.

Proof. Since γ # 0 ∈ K[[X]] we have γ(`) a unit for some `. Since
PF + QFY = γ, we have ηαn + θαn−1 = γ with η = P(0) and θ = Q(0).
Then we have ∑i+j=` η(i)αn(j) + θ(i)αn−1(j) = γ(`). By Lemma 2.10
we have a decomposition R1, ... of R such that in Ri we have αk(m) is a
unit for some m and k = n ∨ k = n− 1.

With the help of Lemma 2.3, Lemma 2.8 and Corollary 2.9 we have the
following result.
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Lemma 2.12. Let R = K[a1, ..., an], p1, ..., pn be a triangular separable al-
gebra with deg pi = mi. Let F(a1, ..., an, X, Y) = Yn + ∑n

i=1 αi(X)Yn−i ∈
R[[X]][Y] be a monic non-constant polynomial of degree n ≥ 2 such that
PF + QFY = γ for some P, Q ∈ R[[X]][Y], γ ∈ R[[X]] with γ # 0. There
exists then a decomposition R1, . . . of R and for each i there exist m > 0 and a
proper factorization F(Tm, Y) = G(T, Y)H(T, Y) with G and H in Si[[T]][Y]
where Si = Ri[b], q is a separable extension of Ri.
Moreover, Let A be a regular K-algebra such that A splits R and let {ai1,...,il |
0 < l ≤ n, 0 < i ≤ mi} be the family of elements in A satisfying the condi-
tions in Definition 2.4. If F(ai1 , ..., ai1,...,in , X, Y) factors linearly over A[[U]]
for 0 < i ≤ mi where Uv = X for some positive integer v then A splits Si.

Proof. By Lemma 2.11 we have a decomposition A1, ... of R such that
in each Ai we have αk(m) a unit for some m and k = n or k = n− 1.
The rest of the proof proceeds as the proof of Lemma II.2.2, assuming
w.l.o.g. α1 = 0. We first find a decomposition R1, . . . of R and for each
l we can then find m and p such that αm(p) is invertible and αi(j) = 0
whenever j/i < p/m in Rl . We can then write

F(Tm, TpZ) = Tnp(Zn + c2(T)Zn−2 + · · ·+ cn(T))

with ord cm = 0. Since A splits R then by Lemma 2.7 we can find a
decomposition A1, . . . of A such that each Ai splits Rl for each l. We
then find a further decomposition Rl1, Rl2, . . . of Rl and for each t a
number s and a separable extension Rlt[a] of Rlt such that

q = Zn + c2(0)Zn−2 + · · ·+ cn(0) = (Z− a)sL(Z)

with L(a) invertible. Similarly, we can decompose each Ai further
into B1, . . . such that each Bi splits each Rlt for all l, t. Let the fam-
ily F = {bi1,...,il | 0 < l ≤ m, 0 < i ≤ mi} be the image of the
family {ai1,...,il | 0 < l ≤ n, 0 < i ≤ mi} in Bi. Then Bi splits R
with F as the family of elements of Bi satisfying Definition 2.4. But
then F(bi1 , ..., bi1,...,in , X, Y) factors linearly over Bi. For some subfam-
ily {ci1 , ..., ci1,...,il | 0 < l ≤ n, 0 < ij ≤ m̄j ≤ mj} ⊂ F of elements
in Bi we have that Bi splits Rlt. Thus F(ci1 , ..., ci1,...,in , X, Y) factors lin-
early over Bi for all ci1 , ..., ci1,...,in in the family. By Lemma 2.3 we have
that q(ci1 , ..., ci1,...,in , Z) factors linearly over Bi for all ci1 , ..., ci1,...,in . Thus
Bi splits the extension Rlt[a]. But then by Lemma 2.8 we have that A
splits Rlt[a]. Using Hensel’s Lemma II.2.1, we can lift this to a proper
decomposition Zn + c2(T)Zn−2 + · · ·+ cn(T) = G1(T, Z)H1(T, Z) with
G1(T, Z) monic of degree t and H1(T, Z) monic of degree u. We take
G(T, Y) = TtpG1(T, Y/Tp) and H(T, Y) = TupH1(T, Y/Tp).
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As a corollary we get the following version of Newton–Puiseux theorem
which follows by induction from Lemma 2.12.

Theorem 2.13. Let F(X, Y) = Yn + ∑n
i=1 αi(X)Yn−i ∈ K[[X]][Y] be a

monic non-constant polynomial separable over K((X)). There exists then a
triangular separable algebra R over K and m > 0 and a factorization

F(Tm, Y) =
n

∏
i=1

(
Y− ηi

)
ηi ∈ R[[T]]

Moreover, if A is a regular algebra over K such that F(X, Y) factors linearly
over A[[X1/s]] for some positive integer s then A splits R.

We note that the algebra R above is not unique.

Corollary 2.14. Let A and B be two triangular separable algebras obtained
by the algorithm of Theorem 2.13, i.e. minimal in the sense expressed in the
theorem. Then A splits B and B splits A. Consequently, a triangular separable
algebra obtained by this algorithm splits itself.

Thus given any two algebras R1and R2 obtained by the algorithm and
two prime ideals P1 ∈ Spec(R1) and P2 ∈ Spec(R2) we have a field
isomorphism R1/P1

∼= R2/P2. Therefore all the algebras obtained are
approximations of the same field L. Since L splits all the algebras and
itself is a refinement, L splits itself, i.e. L ⊗K L ∼= L[L:K] and L is a
normal, in fact a Galois extension of K.

Classically, this field L is the field of constants generated over K by the
set of coefficients of the Puiseux expansions of F. The set of Puiseux
expansions of F is closed under the action of Gal(K̄/K), where K̄ is
the algebraic closure of K. Thus the field of constants generated by the
coefficients of the expansions of F is a Galois extension. The algebras
generated by our algorithm are powers of this field of constants, hence
are in some sense minimal extensions.

Even without the notion of prime ideals we can still show interesting
relationship between the algebras produced by the algorithm of The-
orem 2.13. The plan is to show that any two such algebras A and B
are essentially isomorphic in the sense that each of them is equal to the
power of some common triangular separable algebra R, i.e. A ∼= Rm and
B ∼= Rn for some positive integers m, n. To show that A ∼= Rm we have
to be able to decompose A. To do this we need to constructively obtain
a system of orthogonal nontrivial (unless A ∼= R already) idempotents
e1, ..., em. Since A and B split each other, the composition of these maps
gives a homomorphism from A to itself. We know that a homomor-
phism between a field and itself is an automorphism thus as we would
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expect if there is a homomorphism from a triangular separable algebra
A to itself that is not an automorphism we can decompose this algebra
non trivially. We use the composition of the split maps from A to B
and vice versa as our homomorphism this will enable us to repeat the
process after the initial decomposition, that is if A/e1, B/e2 are alge-
bras in the decompositions of A and B, respectively, we know that they
split each other. This process of decomposition stops once we reach the
common algebra R.

Lemma 2.15. Let A be a triangular separable algebra over a field K and let
π : A → A be K-homomorphism. Then π is either an automorphism of A or
we can find a non-trivial decomposition A ∼= A1 × ...× At.

Proof. Let A = K[a1, ..., al ], p1, ..., pl with deg pi = ni. Let π map ai to āi,
for 0 < i ≤ l. Then āi is a root of π(pi) = pi(ā1, ..., āi−1, X). The set of
vectors S = {ai1

1 ...ail
l | 0 ≤ ij < nj, 0 < j ≤ l} is a basis for the vector

space A over K. If the image π(S) = {āi1
1 ...āil

l | 0 ≤ ij < nj, 0 < j ≤ l} is
a basis for A, i.e. π(S) is a linearly independent set then π is surjective
and thus an automorphism.
Assuming π is not an automorphism, then the kernel of π is non-trivial,
i.e. we have a non-zero non-unit element in ker π, thus we have a non-
trivial decomposition of A.

Theorem 2.16. Let A and B be triangular separable algebras over a field K
such that A splits B and B splits A. Then there exist a triangular separable
algebra R over K and two positive integers m, n such that A ∼= Rn and B ∼=
Rm.

Proof. First we note that by Corollary 2.9 if A splits B then A splits any
refinement of B. Trivially if A splits B then any refinement of A splits
B. Since A and B split each other then there is K-homomorphisms
ϑ : B → A and ϕ : A → B. The maps π = ϑ ◦ ϕ and ε = ϕ ◦ ϑ are
K-homomorphisms from A to A and B to B respectively. If both π and
ε are automorphisms then we are done. Otherwise, by Lemma 2.15 we
can find a decomposition of either A or B. By induction on dim(A) +
dim(B) the statement follows.

Theorems 2.16 and 2.13 show that the algebras obtained by the algo-
rithm of Theorem 2.13 are equal to the power of some common algebra.
This common triangular separable algebra is an approximation, for lack
of irreducibility test for polynomials, of the normal field extension of K
generated by the coefficients of the Puiseux expansions ηi ∈ K̄[[X1/m]]
of F, where K̄ is the algebraic closure of K.
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The following are examples from a Haskell implementation of the al-
gorithm. We truncate the different factors unevenly for readability.

Example 2.1. Applying the algorithm to F(X, Y) = Y4 − 3Y2 + XY +
X2 ∈ Q[X][Y] we get.

• Q[a, b, c], a = 0, b2 − 13/36 = 0, c2 − 3 = 0

F(X, Y) =

(Y + (−b− 1
6 )X + (− 31

351 b− 7
162 )X3 + (− 1415

41067 b− 29
1458 )X5 + ...)

(Y + (b− 1
6 )X + ( 31

351 b− 7
162 )X3 + ( 1415

41067 b− 29
1458 )X5 + ...)

(Y− c + 1
6 X + 5

72 cX2 + 7
162 X3 + 185

10368 cX4 + 29
1458 X5 + ...)

(Y + c + 1
6 X− 5

72 cX2 + 7
162 X3 − 185

10368 cX4 + 29
1458 X5 + ...)

• Q[a, b, c], a2 − 3 = 0, b− a/3 = 0, c2 − 13/36 = 0

F(X, Y) =

(Y− a + 1
6 X + 5

72 aX2 + 7
162 X3 + 185

10368 aX4 + 29
1458 X5 + ...)

(Y + (−c− 1
6 )X + (− 31

351 c− 7
162 )X3 + (− 1415

41067 c− 29
1458 )X5 + ...)

(Y + (c− 1
6 )X + ( 31

351 c− 7
162 )X3 + ( 1415

41067 c− 29
1458 )X5 + ...)

(Y + a + 1
6 X− 5

72 aX2 + 7
162 X3 − 185

10368 aX4 + 29
1458 X5 + ...)

• Q[a, b, c], a2 − 3 = 0, b + 2a/3 = 0, c2 − 13/36 = 0

F(X, Y) =

(Y− a + 1
6 X + 5

72 aX2 + 7
162 X3 + 185

10368 aX4 + 29
1458 X5 + ...)

(Y + a + 1
6 X− 5

72 aX2 + 7
162 X3 − 185

10368 aX4 + 29
1458 X5 + ...)

(Y + (−c− 1
6 )X + (− 31

351 c− 7
162 )X3 + (− 1415

41067 c− 29
1458 )X5 + ...)

(Y + (c− 1
6 )X + ( 31

351 c− 7
162 )X3 + ( 1415

41067 c− 29
1458 )X5 + ...)

The algebras in the above example can be readily seen to be isomorphic.
However, as we will show next, this is not always the case.

Example 2.2. To illustrate Theorem 2.16 we show how it works in the
context of an example computation. The polynomial is F(X, Y) =
Y6 + X6 + 3X2Y4 + 3X4Y2 − 4X2Y2. The following are two of the sev-
eral triangular separable algebras obtained by our algorithm along with
their respective factorization of F(X, Y).
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A = Q[a, b, c, d, e], p1, p2, p3, p5

p1 = Y4 − 4, p2 = Y− 1
5 a, p3 = Y2 − 1

4 ,

p4 = Y3 + 2
3 a2Y + 20

27 a3, p5 = Y2 + 3
4 d2 + 2

3 a2

F(X, Y) =(
Y− aX

1
2 +

3
16

a3X
3
2 + ...

)(
Y− cX2 + ...

)(
Y + cX2 + ...

)
(
Y + (−d + 1

3 a)X
1
2 + (− 3

16 ad2 − 1
16 a2d− 7

48 a3)X
3
2 + ...

)
(
Y + (−e + 1

2 d + a/3)X
1
2 +

( 3
16 ade− 1

16 a2e + 3
32 ad2 + 1

32 a2d− 1
48 a3)X

3
2 + ...

)
(
Y + (e + 1

2 d + 1
3 a)X

1
2 +

(− 3
16 ade + 1

16 a2e + 3
32 ad2 + 1

32 a2d− 1
48 a3)X

3
2 + ...

)
B = Q[r, t, u, v, w], q1, q2, q3, q5

q1 = Y4 − 4, q2 = Y + 4
5 r, q3 = Y, q4 = Y2 − 1

4 , q5 = Y2 + r2

F(X, Y) = (Y− rX
1
2 + 3

16 r3X
3
2 + ...)(Y + rX

1
2 − 3

16 r3X
3
2 + ...)

(Y− vX2 + ...)(Y + vX2 + ...)

(Y− wX
1
2 − 3

16 r2wX
3
2 + ...)(Y + wX

1
2 + 3

16 r2wX
3
2 + ...)

We now show that the two algebras indeed split each other. Over B the
polynomial p1 factors as p1 = (Y − r)(Y + r)(Y − w)(Y + w). Each of
these factors partly specify a homomorphism taking a to a zero of p1 in
B. For each we get a factorization of p4 over B.

• a 7→ r
p4 = (Y + 2r/3)(Y− w− r/3)(Y + w− r/3)

• a 7→ −r
p4 = (Y− 2r/3)(Y− w + r/3)(Y + w + r/3)

• a 7→ w
p4 = (Y− r− w/3)(Y + r− w/3)(Y + 2w/3)

• a 7→ −w
p4 = (Y− r + w/3)(Y + r + w/3)(Y− 2w/3)
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For each of the 4 mappings of a we get 3 mappings of d. Now we
see we have 12 different mappings arising from the different mappings
of a and d. Each of these 12 mappings will give rise to 2 different
mappings of e (factorization of p5)...etc. Thus we have a number of
homomorphisms equal to the dimension of the algebra, that is 48 ho-
momorphisms. We avoid listing all these homomorphisms here. In
conclusion, we see that B splits A. Similarly, we have that A splits B.
We show only one of the 16 homomorphisms below. The polynomial
q1 factors linearly over A as q1 = (Y − a)(Y − d + a/3)(Y − e + d/2 +
a/3)(Y + e + d/2 + a/3). Under the map r 7→ a we get a factorization
of q5 over A as

q5 = Y2 + a2 =

(Y− a2d2e/8 + a3de/12− 5e/9− a3d2/8− 2d/3− 2a/9)

(Y + a2d2e/8− a3de/12 + 5e/9 + a3d2/8 + 2d/3 + 2a/9)

Now to the application of Theorem 2.16. Under the map above we have
an endomorphism a 7→ r 7→ a and d 7→ −2r/3 7→ −2a/3. Thus in the
kernel we have the non-zero element d+ 2a/3 and as expected Y+ 2a/3
divides p4. Using this we obtain a decomposition of A ∼= A1 × A2.
We have A1 = Q[a, b, c, d, e], p1, p2, p3, g4, p5 with g4 = Y + 2a/3 and
A2 = Q[a, b, c, d, e], p1, p2, p3, h4, p5 with h4 = Y2 − 2aY/3 + 10a2/9.

With d + 2a/3 = 0 in A1, p5 = Y2 + 3d2/4 + 2a2/3 = Y2 + a2 and
we can see immediately that A1

∼= B. Similarly, we can decompose
the algebra A2 ∼= C1 × C2, where C1 = Q[a, b, c, d, e], p1, p2, p3, h4, g5
with g5 = Y − d/2 + 2a/3 and C2 = Q[a, b, c, d, e], p1, p2, p3, h4, h5 with
h5 = Y + d/2− 2a/3. The polynomial q5 factors linearly over both C1
and C2 as q5 = (Y − d + a/3)(Y + d − a/3). We can readily see that
both C1 and C2 are isomorphic to B, through the C1 automorphism
a 7→ r 7→ a, d 7→ w + r/3 7→ d. Thus proving A ∼= B3.
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Introduction

Markov’s principle has a special status in constructive mathematics.
One way to formulate this principle is that if it is impossible that a
given algorithm does not terminate, then it does terminate. It is equiv-
alent to the fact that if a set of natural number and its complement are
both computably enumerable, then this set is decidable. This form is
often used in recursivity theory. This principle was first formulated by
Markov, who called it “Leningrad’s principle”, and founded a branch
of constructive mathematics around this principle [Margenstern, 1995].

This principle is also equivalent to the fact that if a given real number
is not equal to 0 then this number is apart from 0 (that is this number
is < −r or > r for some rational number r > 0). On this form, it was
explicitly refuted by Brouwer in intuitionistic mathematics, who gave an
example of a real number (well defined intuitionistically) which is not
equal to 0, but also not apart from 0. (The motivation of Brouwer for
this example was to show the necessity of using negation in intuitionistic
mathematics [Brouwer, 1975].) The idea of Brouwer can be represented
formally using topological models [van Dalen, 1978].

In a neutral approach to mathematics, such as Bishop’s [Bishop, 1967],
Markov’s principle is simply left undecided. We also expect to be able
to prove that Markov’s principle is not provable in formal system in
which we can express Bishop’s mathematics. For instance, Kreisel
[Kreisel, 1959] introduced modified realizability to show that Markov’s
principle is not derivable in the formal system HAω. Similarly, one
would expect that Markov’s principle is not derivable in Martin-Löf
type theory [Martin-Löf, 1972], but, as far as we know, such a result has
not been established yet. 2

We say that a statement A is independent of some formal system if A

2The paper [Hyland and Ong, 1993] presents a model of the calculus of constructions
using the idea of modified realizability, and it seems possible to use also this technique
to interpret the type theory we consider and prove in this way the independence of
Markov’s principle.
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cannot be derived in that system. A statement in the formal system
of Martin-Löf type theory (MLTT) is represented by a closed type. A
statement/type A is derivable if it is inhabited by some term t (written
MLTT ` t : A). This is the so-called propositions-as-types principle.
Correspondingly we say that a statement A (represented as a type) is
independent of MLTT if there is no term t such that MLTT ` t : A.

The main result of this paper is to show that Markov’s principle is
independent of Martin-Löf type theory.3

The main idea for proving this independence is to follow Brouwer’s
argument. We want to extend type theory with a “generic” infinite se-
quence of 0 and 1 and establish that it is both absurd that this generic
sequence is never 0, but also that we cannot show that it has to take
the value 0. To add such a generic sequence is exactly like adding a
Cohen real [Cohen, 1963] in forcing extension of set theory. A natural at-
tempt for doing this will be to consider a topological model of type theory
(sheaf model over Cantor space), extending the work [van Dalen, 1978]
to type theory. However, while it is well understood how to represent
universes in presheaf model [Hofmann and Streicher, 199?], it has turned
out to be surprisingly difficult to represent universes in sheaf models,
see [Xu and Escardó, 2016] and [Streicher, 2005]. Our approach is here
instead a purely syntactical description of a forcing extension of type
theory (refining previous work of [Coquand and Jaber, 2010]), which
contains a formal symbol for the generic sequence and a proof that it
is absurd that this generic sequence is never 0, together with a normal-
ization theorem, from which we can deduce that we cannot prove that
this generic sequence has to take the value 0. Since this formal system
is an extension of type theory, the independence of Markov’s principle
follows4.

As stated in [Kopylov and Nogin, 2001], which describes an elegant
generalization of this principle in type theory, Markov’s principle is
an important technical tool for proving termination of computations,
and thus can play a crucial role if type theory is extended with general
recursion as in [Constable and Smith, 1987].

This part is organized as follows. In Chapter V we first describe the

3Some authors define independence in the stronger sense “A statement is independent
of a formal system if neither the statement nor its negation is provable in the system”,
e.g. [Kunen, 1980]. We will also establish the independence of Markov’s principle in this
stronger sense.

4In [Coste-Roy et al., 1980] it is shown that Markov’s principle is independent from
HAω in a different topos. Namely, the topos of sheaves over the category P(N) of subsets
of natural numbers with the finite partitions topology. It seems quite likely that one also
use this site similarly to Cantor space to show the independence of Markov’s principle
from type theory.
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rules of the version of type theory we are considering. This version
can be seen as a simplified version of type theory as represented in
the system Agda [Norell, 2007], and in particular, contrary to the work
[Coquand and Jaber, 2010], we allow η-conversion, and we express con-
version as judgment. Markov’s principle can be formulated in a natural
way in this formal system. We describe then the forcing extension of
type theory, where we add a Cohen real. For proving normalization, we
follow Tait’s computability method [Tait, 1967; Martin-Löf, 1972], but
we have to consider an extension of this with a computability relation
in order to interpret the conversion judgment. Using this computabil-
ity argument, it is then possible to show that we cannot show that the
generic sequence has to take the value 0. We end by a refinement of this
method, giving a consistent extension of type theory where the negation
of Markov’s principle is provable

Chapter V is dedicated to an informal discussion of the problems with
finding a general sheaf model of type theory. First of these problems
is the problem of interpretation of the universe as mentioned earlier.
Second of these is the problem of interpretation of Σ types in a model
without choice (we have seen such topos in Chapter III).





V

The Independence of
Markov’s Principle in Type
Theory

1 Type theory and forcing extension

The syntax of our type theory is given by the grammar:

t, u, A, B := x | ⊥rec (λx.A) | unitrec (λx.A) t

| boolrec (λx.A) t u | natrec (λx.A) t u

| U | N | N0 | N1 | N2 | 0 | 1 | S t

| Π(x : A)B | λx.t | t u | Σ(x : A)B | (t, u) | t.1 | t.2

The terms N0, N1, N2, and N will denote , respectively, the empty type,
the unit type, the type of booleans, and the type of natural numbers.
The term U will denote the universe, i.e. the type of small types. We
use the notation n as a short hand for the term Sn 0, where S is the
successor constructor of natural numbers.

1.1 Type system

We describe a type theory with one universe à la Russell, natural num-
bers, functional extensionality and surjective pairing, hereafter referred
to as MLTT.1 The type theory has the following judgment forms 1. Γ `

1This is a type system similar to Martin-löf’s [Martin-Löf, 1972] except that we have
η-conversion and surjective pairing.
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2. Γ ` A 3. Γ ` t : A 4. Γ ` A = B 5. Γ ` t = u : A The first expresses that
Γ is a well-formed context, the second that A is a type in the context
Γ, and the third that t is a term of type A in the context Γ. The fourth
and fifth express type and term equality respectively. Below we outline
the inference rules of this type theory. We use the notation F → G for
Π(x : F)G when G doesn’t depend on F and ¬A for A→ N0.

Natural numbers:

Γ `
Γ ` N

Γ `
Γ ` 0 : N

Γ ` n : N
Γ ` S n : N

Γ, x : N ` F Γ ` a0 : F[0] Γ ` g : Π(x : N)(F[x]→ F[S x])
Γ ` natrec (λx.F) a0 g : Π(x : N)F

Γ, x : N ` F Γ ` a0 : F[0] Γ ` g : Π(x : N)(F[x]→ F[S x])
Γ ` natrec (λx.F) a0 g 0 = a0 : F[0]

Γ, x : N ` F Γ ` a0 : F[0] Γ ` n : N Γ ` g : Π(x : N)(F[x]→ F[S x])
Γ ` natrec (λx.F) a0 g (S n) = g n (natrec (λx.F) a0 g n) : F[S n]

Γ, x : N ` F = G Γ ` a0 : F[0] Γ ` g : Π(x : N)(F[x]→ F[S x])
Γ ` natrec (λx.F) a0 g = natrec (λx.G) a0 g : Π(x : N)F

Booleans:

Γ `
Γ ` N2

Γ `
Γ ` 0 : N2

Γ `
Γ ` 1 : N2

Γ, x : N2 ` F Γ ` a0 : F[0] Γ ` a1 : F[1]
Γ ` boolrec (λx.F) a0 a1 : Π(x : N2)F

Γ, x : N2 ` F Γ ` a0 : F[0] Γ ` a1 : F[1]
Γ ` boolrec (λx.F) a0 a1 0 = a0 : F[0]

Γ, x : N2 ` F Γ ` a0 : F[0] Γ ` a1 : F[1]
Γ ` boolrec (λx.F) a0 a1 1 = a1 : F[1]

Γ, x : N2 ` F = G Γ ` a0 : F[0] Γ ` a1 : F[1]
Γ ` boolrec (λx.F) a0 a1 = boolrec (λx.G) a0 a1 : Π(x : N2)F

Unit Type:

Γ `
Γ ` N1

Γ `
Γ ` 0 : N1

Γ, x : N1 ` F Γ ` a : F[0]
Γ ` unitrec (λx.F) a : Π(x : N1)F

Γ, x : N1 ` F Γ ` a : F[0]
Γ ` unitrec (λx.F) a 0 = a : F[0]
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Γ, x : N1 ` F = G Γ ` a : F[0]
Γ ` unitrec (λx.F) a = unitrec (λx.G) a : Π(x : N1)F

Empty type:

Γ `
Γ ` N0

Γ, x : N0 ` F
Γ ` ⊥rec (λx.F) : Π(x : N0)F

Γ, x : N0 �p F = G

Γ �p ⊥rec (λx.F) = ⊥rec (λx.G) : Π(x : N0)F

Dependent functions:

Γ ` F Γ, x : F ` G
Γ ` Π(x : F)G

Γ ` F = H Γ, x : F ` G = E
Γ ` Π(x : F)G = Π(x : H)E

Γ, x : F ` t : G
Γ ` λx.t : Π(x : F)G

Γ ` g : Π(x : F)G Γ ` a : F
Γ ` g a : G[a]

Γ, x : F ` t : G Γ ` a : F
Γ ` (λx.t)a = t[a] : G[a]

Γ ` g : Π(x : F)G Γ ` u = v : F
Γ ` g u = g v : G[u]

Γ ` h = g : Π(x : F)G Γ ` u : F
Γ ` h u = g u : G[u]

Γ ` h : Π(x : F)G Γ ` g : Π(x : F)G Γ, x : F ` h x = g x : G[x]
Γ ` h = g : Π(x : F)G

Dependent pairs:

Γ ` F Γ, x : F ` G
Γ ` Σ(x : F)G

Γ ` F = H Γ, x : F ` G = E
Γ ` Σ(x : F)G = Σ(x : H)E

Γ, x : F ` G Γ ` a : F Γ ` b : G[a]
Γ ` (a, b) : Σ(x : F)G

Γ ` t : Σ(x : F)G
Γ ` t.1 : F

Γ ` t : Σ(x : F)G
Γ ` t.2 : G[t.1]

Γ, x : F ` G Γ ` t : F Γ ` u : G[t]
Γ ` (t, u).1 = t : F

Γ, x : F ` G Γ ` t : F Γ ` u : G[t]
Γ ` (t, u).2 = u : G[t]

Γ ` t = u : Σ(x : F)G
Γ ` t.1 = u.1 : F

Γ ` t = u : Σ(x : F)G
Γ ` t.2 = u.2 : G[t.1]

Γ ` t : Σ(x : F)G Γ ` u : Σ(x : F)G Γ ` t.1 = u.1 : F Γ ` t.2 = u.2 : G[t.1]
Γ ` t = u : Σ(x : F)G
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Universe:

Γ `
Γ ` U

Γ ` F :U
Γ ` F

Γ ` F = G :U
Γ ` F = G

Γ `
Γ ` N :U

Γ `
Γ ` N2 :U

Γ ` F : U Γ, x : F ` G : U
Γ ` Π(x : F)G : U

Γ ` F = H : U Γ, x : F ` G = E : U
Γ ` Π(x : F)G = Π(x : H)E :U

Γ ` F : U Γ, x : F ` G : U
Γ ` Σ(x : F)G : U

Γ ` F = H : U Γ, x : F ` G = E : U
Γ ` Σ(x : F)G = Σ(x : H)E :U

Congruence:

Γ ` t : F Γ ` F = G
Γ ` t : G

Γ ` t = u : F Γ ` F = G
Γ ` t = u : G

Γ ` F
Γ ` F = F

Γ ` F = G
Γ ` G = F

Γ ` F = G Γ ` G = H
Γ ` F = H

Γ ` t : F
Γ ` t = t : F

Γ ` t = u : F
Γ ` u = t : F

Γ ` t = u : F Γ ` u = v : F
Γ ` t = v : F

The following four rules are admissible in the this type system [Abel
and Scherer, 2012]:

Γ ` a : A
Γ ` A

Γ ` a = b : A
Γ ` a : A

Γ, x : F ` G Γ ` a = b : F
Γ ` G[a] = G[b]

Γ, x : F ` t : G Γ ` a = b : F
Γ ` t[a] = t[b] : G[a]

1.2 Markov’s principle

Markov’s principle can be represented in type theory by the type

MP := Π(h : N → N2)[¬¬(Σ(x : N) IsZero (h x))→ Σ(x : N) IsZero (h x)]

where IsZero : N2 → U is defined by IsZero := λy.boolrec (λx.U) N1 N0 y.

Note that IsZero (h n) is inhabited when h n = 0 and empty when h n =
1. Thus Σ(x : N) IsZero (h x) is inhabited if there is n such that h n = 0.

The main result of this paper is the following:

Theorem 1.1. There is no term t such that MLTT ` t :MP.

An extension of MLTT is given by introducing new objects, judgment
forms and derivation rules. This means in particular that any judgment
valid in MLTT is valid in the extension. A consistent extension is one in
which the type N0 is uninhabited.
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To show Theorem 1.1 we will form a consistent extension of MLTT
with a new constant f where ` f : N → N2. We will then show that
¬¬(Σ(x : N) IsZero (f x)) is derivable while Σ(x : N) IsZero (f x) is not
derivable. Thus showing that MP is not derivable in this extension and
consequently not derivable in MLTT.

While this is sufficient to establish independence in the sense of non-
derivability of MP. To establish the independence of MP in the stronger
sense one also needs to show that ¬MP is not derivable in MLTT. This
can achieved by reference to the work of Aczel [Aczel, 1999] where it
is shown that MLTT extended with ` dne : Π(A : U)(¬¬A → A) is
consistent. Since h : N → N2, x : N ` IsZero (h x) : U we have h : N →
N2 ` Σ(x : N) IsZero (h x) : U. If we let T(h) := Σ(x : N) IsZero (h x) we
get that

h : N → N2 ` dne T(h) :¬¬T(h)→ T(h)

By λ abstraction we have ` λh.dne T(h) :MP. We can then conclude that
there is no term t such that MLTT ` t :¬MP.

Finally, we will refine the result of Theorem 1.1 by building a consistent
extension of MLTT where ¬MP is derivable.

1.3 Forcing extension

A condition p is a graph of a partial finite function from N to {0, 1}. We
denote by 〈〉 the empty condition. We write p(n) = b when (n, b) ∈ p.
We say q extends p (written q 6 p) if p is a subset of q. A condition can
be thought of as a compact open in Cantor space 2N. Two conditions
p and q are compatible if p ∪ q is a condition and we write pq for p ∪ q,
otherwise they are incompatible. If n /∈ dom(p) we write p(n, 0) for
p∪{(n, 0)} and p(n, 1) for p∪{(n, 1)}. We define the notion of partition
corresponding to the notion of finite covering of a compact open in
Cantor space.

Definition 1.2 (Partition). We write p C p1, . . . , pn to say that p1, . . . , pn
is a partition of p and we define it as follows:

1. p C p.

2. If n /∈ dom(p) and p(n, 0) C . . . , qi, . . . and p(n, 1) C . . . , rj, . . .
then p C . . . , qi, . . . , rj, . . . .

Note that if p C p1, . . . , pn then pi and pj are incompatible whenever
i 6= j. If moreover q 6 p then q C . . . , qpj, . . . where pj is compatible
with q.
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We extend the given type theory by annotating the judgments with
conditions, i.e. replacing each judgment Γ ` J in the given type system
with a judgment Γ `p J.

In addition we add the locality rule:

Γ `p1 J . . . Γ `pn J
loc p C p1 . . . pn

Γ `p J

We add a term f for the generic point along with the introduction and
conversion rules:

Γ `p
f-I

Γ `p f : N → N2

Γ `p
f-eval n ∈ dom(p)

Γ `p f n = p(n) : N2

We add a term w and the rule:

Γ `p
w-term

Γ `p w :¬¬(Σ(x : N) IsZero (f x))

Since w inhabits ¬¬(Σ(x : N) IsZero (f x)), our goal is then to show that
no term inhabits Σ(x : N) IsZero(f x).

It follows directly from the description of the forcing extension that:

Lemma 1.3. If Γ ` J then Γ `p J for all p. In particular, if ` t : A then
`p t : A for all p.

Note that if q 6 p and Γ `p J then Γ `q J (monotonicity). A statement
A (represented as a closed type) is derivable in this extension if `〈〉 t : A
for some t, which in turn implies `p t : A for all p.

Similarly to [Coquand and Jaber, 2010] we can state a conservativ-
ity result for this extension. Let ` g : N → N2 and ` v : ¬¬(Σ(x :
N) IsZero (g x)) be two terms of standard type theory. We say that g is
compatible with a condition p if g is such that ` g n = b : N2 whenever
(n, b) ∈ p and ` g n = 0 : N2 otherwise. We say that v is compatible with
a condition p if g is compatible with p and v is given by v := λx.x (np, 0)
where np is the smallest natural number such that np /∈ dom(p). To
see that v is well typed, note that by design Γ ` g np = 0 : N2 thus
Γ ` IsZero (g np) = N1 and Γ ` (np, 0) : Σ(x : N)IsZero (g x). We have
then

Γ, x :¬(Σ(y : N) IsZero (g y)) ` x (np, 0) : N0

Thus Γ ` λx.x (np, 0) :¬¬(Σ(y : N) IsZero (g y)).
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Lemma 1.4 (Conservativity). Let p be a condition and let ` g : N → N2
and ` v : ¬¬(Σ(x : N) IsZero (g x)) be compatible with p. If Γ `p J then
Γ[g/f, v/w] ` J[g/f, v/w], i.e. replacing f with g then w with v we obtain a
valid judgment in standard type theory. In particular, if Γ `〈〉 J where neither
f nor w occur in Γ or J then Γ ` J is a valid judgment in standard type theory.

Proof. The proof is by induction on the type system and it is straight-
forward for all the standard rules.

For (f-eval) we have (f n)[g/f, v/w] := g n and since g is compatible
with p we have Γ[g/f, v/w] ` g n = p(n) : N2 whenever n ∈ dom(p).

For (w-term) we have

(w :¬¬(Σ(x : N) IsZero (f x)))[g/f, v/w]

:= (w :¬¬(Σ(x : N) IsZero (g x)))[v/w]

:= v :¬¬(Σ(x : N) IsZero (g x)).

For (loc) the statement follows from the observation that when g is
compatible with p and p C p1, . . . , pn then g is compatible with exactly
one pi for 1 6 i 6 n.

2 A Semantics of the forcing extension

In this section we outline a semantics for the forcing extension given
in the previous section. We will interpret the judgments of type the-
ory by computability predicates and relations defined by reducibility
to computable weak head normal forms.

2.1 Reduction rules

We extend the β, ι conversion with f n ⇒p b whenever (n, b) ∈ p. In
order to ease the presentation of the proofs and definitions we introduce
evaluation contexts following [Wright and Felleisen, 1994].

E ::=[ ] | E u | E.1 | E.2 | SE | f E

⊥rec (λx.C)E | unitrec (λx.C) a E

| boolrec (λx.C) a0 a1 E | natrec (λx.C) cz g E

An expression E[e] is then the expression resulting from replacing the
hole [ ] by e. We reserve the symbols E and C for evaluation contexts.
We have the following reduction rules:
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unitrec (λx.C) c 0→ c

boolrec (λx.C) c0 c1 0→ c0 boolrec (λx.C) c0 c1 1→ c1

natrec (λx.C) cz g 0→ cz

natrec (λx.C) cz g (S k)→ g k (natrec (λx.C) cz g k)

(λx.t) a→ t[a/x] (u, v).1→ u (u, v).2→ v

e→ e′

e→p e′
k ∈ dom(p)

f-red

f k→p p(k)

e→p e′

E[e]⇒p E[e′]

Note that we reduce under S.

The relation⇒ is monotone, that is if q 6 p and t⇒p u then t⇒q u. We
will also need to show that the reduction is local, i.e. if p C p1, . . . , pn
and t⇒pi u then t⇒p u.

Lemma 2.1. If m /∈ dom(p) and t→p(m,0) u and t→p(m,1) u then t→p u.

Proof. By induction on the derivation of t →p(m,0) u. If t →p(m,0) u
is derived by (f-red) then t := f k and u := p(m, 0)(k) for some k ∈
dom(p(m, 0)). But since we also have a reduction f k →p(m,1) u, we
have p(m, 1)(k) := u := p(m, 0)(k) which could only be the case if
k ∈ dom(p). Thus we have a reduction f k →p u := p(k). Alternatively,
we have a derivation t→ u, in which case we have t→p u directly.

Lemma 2.2. If m /∈ dom(p) and t⇒p(m,0) u and t⇒p(m,1) u then t⇒p u.

Proof. From the reduction t ⇒p(k,0) u we have t := E[e], u := E[e′] and
e →p(m,0) e′ for some context E. But then we also have a reduction
E[e] ⇒p(m,1) E[e′], thus e →p(m,1) e′. By Lemma 2.1 we have e →p e′

and thus E[e]⇒p E[e′].

Lemma 2.3. Let q 6 p. If t →q u then either t →p u or t := f m for some
m ∈ dom(q) \ dom(p).

Proof. By induction on the derivation of t→q u. If the reduction t→q u
has the form f k →q q(k) then either k /∈ dom(p) and the statement
follows or k ∈ dom(p) and we have t →p u. Alternatively, we have
t→ u and immediately t→p u.
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Lemma 2.4. Let q 6 p. If t⇒q u then either t⇒p u or t has the form E[f m]
for some m ∈ dom(q) \ dom(p).

Proof. If t ⇒q u then t := E[e], u := E[e′] and e →q e′ for some context
E. By Lemma 2.3 either e := f m for m /∈ dom(p) and the statement
follows or e→p e′ in which case we have t⇒p u.

Corollary 2.5. For any condition p and m /∈ dom(p). Let t ⇒p(m,0) u and
t⇒p(m,1) v. If u := v then t⇒p u; otherwise, t has the form E[f m].

Proof. Follows by Lemma 2.2 and Lemma 2.4.

Next we define the relation p ` t ⇒ u : A to mean t ⇒p u and `p t =
u : A and we write p ` A ⇒ B for p ` A ⇒ B : U. We note that it holds
that if p ` t ⇒ u : Π(x : F)G and ` a : F then p ` t a ⇒ u a : G[a] and if
p ` t⇒ u : Σ(x : F)G then p ` t.1⇒ u.1 : F and p ` t.2⇒ u.2 : G[t.1]. We
define a closure for this relation as follows:

`p t : A
p ` t⇒∗ t : A

p ` t⇒ u : A
p ` t⇒∗ u : A

p ` t⇒ u : A p ` u⇒∗ v : A
p ` t⇒∗ v : A

`p A
p ` A⇒∗ A

p ` A⇒ B
p ` A⇒∗ B

p ` A⇒ B p ` B⇒∗ C
p ` A⇒∗ C

A term t is in p-whnf if whenever t ⇒p u then t := u. A whnf is
canonical if it has the form:

0, 1, n, λx.t, (a, b), f,w,

⊥rec (λx.C), unitrec (λx.C) a, boolrec (λx.C) a0 a1, natrec (λx.C) cz g,

N0, N1, N2, N, U, Π(x : F)G, Σ(x : F)G.

A p-whnf is proper if it is canonical or it is of the form E[f k] for k /∈
dom(p).

We have the following corollaries to Lemma 2.2 and Corollary 2.5.

Corollary 2.6. Let m /∈ dom(p). Let p(m, 0) ` t ⇒p(m,0) u : A and
p(m, 1) ` t ⇒p(m,1) v : A. If u := v then p ` t ⇒ u : A; otherwise t
has the form E[f m].

Corollary 2.7. If p ` t ⇒ u : A and q 6 p then q ` t ⇒ u : A. If
p C p1, . . . , pn and pi ` t⇒ u : A for all i then p ` t⇒ u : A.

Proof. Let q 6 p. If t ⇒p u we have t ⇒q u and if `p t = u : A
then `q t = u : A. Thus q ` t ⇒ u : A whenever p ` t ⇒ u : A.
Let p C p1, . . . , pn. If for all i, t ⇒pi u : A then from Lemma 2.2, by
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induction on the partition, we have t ⇒p u : A. If `pi t = u : A for all i,
then `p t = u : A. Thus we have p ` t ⇒ u : A whenever pi ` t ⇒ u : A
for all i.

Note that if q 6 p and p ` t ⇒∗ u : A then q ` t ⇒∗ u : A and similarly
if p ` A⇒∗ B then q ` A⇒∗ B.

Note also that if m /∈ dom(p) and p(m, 0) ` t ⇒∗ u : A and p(m, 1) `
t ⇒∗ u : A it is not necessarily the case that p ` t ⇒∗ u : A. For
example we have that {(m, 0)} ` boolrec (λx.N) n n (f m) ⇒∗ n : N
and {(m, 1)} ` boolrec (λx.N) n n (f m) ⇒∗ n : N but it is not true that
〈〉 ` boolrec (λx.N) n n (f m)⇒∗ n : N

For a closed term `p t : A, we say that t has a p-whnf if p ` t ⇒∗ u : A
and u is in p-whnf. If moreover u is canonical, respectively proper,
we say that t has a canonical, respectively proper, p-whnf. Note that a
canonical p-whnf has no further reduction at any q 6 p. A proper p-
whnf that is not canonical, i.e. of the form E[f k] for k /∈ dom(p), could
have further reduction at some q 6 p, namely at any q 6 p(k, 0) or
q 6 p(k, 1). Since the reduction relation is deterministic we have

Lemma 2.8. A term `p t : A has at most one p-whnf.

Corollary 2.9. Let `p t : A and m /∈ dom(p). If t has proper p(m, 0)-whnf
and a proper p(m, 1)-whnf then t has a proper p-whnf.

Proof. Let p(m, 0) ` t ⇒∗ u : A and p(m, 1) ` t ⇒∗ v : A with u in
proper p(m, 0)-whnf and v in proper p(m, 1)-whnf. If t := u or t := v
then t is already in proper p-whnf. Alternatively we have reductions
p(m, 0) ` t ⇒ u1 : A and p(m, 1) ` t ⇒ v1 : A. By Corollary 2.6 either t
is in proper p-whnf or u1 := v1 and p ` t ⇒ u1 : A. It then follows by
induction that u1, and thus t, has a proper p-whnf.

2.2 Computability predicate and relation

We define inductively a forcing relation p 
 A to express that a type A
is computable at p. Mutually by recursion we define relations p 
 a : A,
p 
 A = B, and p 
 a = b : A. The definition fits the generalized
mutual induction-recursion schema [Dybjer, 2000]2.

Definition 2.10 (Computability predicate and relation).

(FN0) If p ` A⇒∗ N0 then p 
 A.

2However, for the canonical proof below we actually need something weaker than an
inductive-recursive definition (arbitrary fixed-point instead of least fixed-point), reflecting
the fact that the universe is defined in an open way [Martin-Löf, 1972].
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1. p 
 t : A does not hold for all t.

2. p 
 t = u : A does not hold for all t and u.

3. If p 
 B then p 
 A = B if

i. p ` B⇒∗ N0.
ii. p ` B ⇒∗ E[f m] for some m /∈ dom(p) and for all i ∈
{0, 1}, p(m, i) 
 A = B.

(FN1) If p ` A⇒∗ N1 then p 
 A.

1. p 
 t : A if

i. p ` t⇒∗ 0 : A.
ii. p ` t ⇒∗ E[f m] : A for some m /∈ dom(p) and for all

i ∈ {0, 1}, p(m, i) 
 t : A.

2. If p 
 t : A and p 
 u : A then p 
 t = u : A if

i. p ` t⇒∗ 0 : A and p ` u⇒∗ 0 : A.
ii. p ` t ⇒∗ 0 : A and p ` u ⇒∗ E[f m] : A for some

m /∈ dom(p) and for all i ∈ {0, 1}, p(m, i) 
 t = u : A.
iii. p ` t ⇒∗ E[f m] : A for some m /∈ dom(p) and for all

i ∈ {0, 1}, p(m, i) 
 t = u : A.

3. If p 
 B then p 
 A = B if

i. p ` B⇒∗ N1.
ii. p ` B ⇒∗ E[f m] for some m /∈ dom(p) and for all i ∈
{0, 1}, p(m, i) 
 A = B.

(FN2) If p ` A⇒∗ N2 then p 
 A.

1. p 
 t : A if

i. p ` t⇒∗ b : A for some b ∈ {0, 1}.
ii. p ` t ⇒∗ E[f m] : A for some m /∈ dom(p) and for all

i ∈ {0, 1}, p(m, i) 
 t : A.

2. If p 
 t : A and p 
 u : A then p 
 t = u : A if

i. p ` t⇒∗ b : A and p ` u⇒∗ b : A for some b ∈ {0, 1}.
ii. p ` t ⇒∗ b : A for some b ∈ {0, 1} and p ` u ⇒∗

E[f m] : A for some m /∈ dom(p) and for all i ∈ {0, 1},
p(m, i) 
 t = u : A.

iii. p ` t ⇒∗ E[f m] : A for some m /∈ dom(p) and for all
i ∈ {0, 1}, p(m, i) 
 t = u : A.

3. If p 
 B then p 
 A = B if

i. p ` B⇒∗ N2.
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ii. p ` B ⇒∗ E[f m] for some m /∈ dom(p) and for all i ∈
{0, 1}, p(m, i) 
 A = B.

(FN) If p ` A⇒∗ N then p 
 A.

1. p 
 t : A if

i. p ` t⇒∗ n : A for some n ∈N.
ii. p ` t ⇒∗ E[f m] : A for some m /∈ dom(p) and for all

i ∈ {0, 1}, p(m, i) 
 t : A.

2. If p 
 t : A and p 
 u : A then p 
 t = u : A if

i. p ` t⇒∗ n : A and p ` u⇒∗ n : A for some n ∈N.
ii. p ` t ⇒∗ n : A for some n ∈ N and p ` u ⇒∗ E[f m] : A

for some m /∈ dom(p) and for all i ∈ {0, 1}, p(m, i) 
 t =
u : A.

iii. p ` t ⇒∗ E[f m] : A for some m /∈ dom(p) and for all
i ∈ {0, 1}, p(m, i) 
 t = u : A.

3. If p 
 B then p 
 A = B if

i. p ` B⇒∗ N.
ii. p ` B ⇒∗ E[f m] for some m /∈ dom(p) and for all i ∈
{0, 1}, p(m, i) 
 A = B.

(FΠ) If p ` A ⇒∗ Π(x : F)G then p 
 A if p 
 F and for all
q 6 p, q 
 G[a] whenever q 
 a : F and q 
 G[a] = G[b] whenever
q 
 a = b : F.

1. If `p f : A then p 
 f : A if for all q 6 p, q 
 f a : G[a]
whenever q 
 a : F and q 
 f a = f b : G[a] whenever q 
 a =
b : F.

2. If p 
 f : A and p 
 g : A then p 
 f = g : A if `p f = g : A
and for all q 6 p, q 
 f a = g a : G[a] whenever q 
 a : F.

3. If p 
 B then p 
 A = B if

i. `p A = B and p ` B ⇒∗ Π(x : H)E and p 
 F = H and
for all q 6 p, q 
 G[a] = E[a] whenever q 
 a : F.

ii. p ` B ⇒∗ E[f m] for some m /∈ dom(p) and for all i ∈
{0, 1}, p(m, i) 
 A = B.

(FΣ) If p ` A ⇒∗ Σ(x : F)G then p 
 A if p 
 F and for all
q 6 p, q 
 G[a] whenever q 
 a : F and q 
 G[a] = G[b] whenever
q 
 a = b : F.

1. If `p t : A then p 
 t : A if p 
 t.1 : F and p 
 t.2 : G[t.1].
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2. If p 
 t : A and p 
 u : A then p 
 t = u : A if `p t = u : A and
p 
 t.1 = u.1 : F and p 
 t.2 = u.2 : G[t.1].

3. If p 
 B then p 
 A = B if

i. `p A = B and p ` B ⇒∗ Σ(x : H)E and p 
 F = H and
for all q 6 p, q 
 G[a] = E[a] whenever q 
 a : F.

ii. p ` B ⇒∗ E[f m] for some m /∈ dom(p) and for all i ∈
{0, 1}, p(m, i) 
 A = B.

(FU) p 
 U.

1. p 
 C :U if

i. p ` C ⇒∗ M :U for some M ∈ {N0, N1, N2, N}.
ii. p ` C ⇒∗ Π(x : F)G : U and p 
 F : U and for all q 6 p,

q 
 G[a] : U whenever q 
 a : F and q 
 G[a] = G[b] : U
whenever q 
 a = b : F.

iii. p ` C ⇒∗ Σ(x : F)G : U and p 
 F : U and for all q 6 p,
q 
 G[a] : U whenever q 
 a : F and q 
 G[a] = G[b] : U
whenever q 
 a = b : F.

iv. p ` C ⇒∗ E[f m] : U for some m /∈ dom(p) and for all
i ∈ {0, 1}, p(m, i) 
 C :U.

2. If p 
 C :U and p 
 D :U then p 
 C = D :U if

i. p ` C ⇒∗ M : U and D ⇒∗ M : U for some M ∈
{N0, N1, N2, N}.

ii. p ` C ⇒∗ Π(x : F)G : U and p ` D ⇒∗ Π(x : H)E : U
and p 
 F = H : U and for all q 6 p, q 
 G[a] = E[a] : U
whenever q 
 a : F.

iii. p ` C ⇒∗ Σ(x : F)G : U and p ` D ⇒∗ Σ(x : H)E : U and
p 
 F = H : U and for all q 6 p, q 
 G[a] = E[a] : U
whenever q 
 a : F.

iv. p ` C ⇒∗ E[f m] : U for some m /∈ dom(p) and for all
i ∈ {0, 1}, p(m, i) 
 C = D :U.

v. p ` D ⇒∗ E[f m] : U for some m /∈ dom(p) and for all
i ∈ {0, 1}, p(m, i) 
 C = D :U.

3. p 
 U = B iff B := U.

(FLoc) If p ` A ⇒∗ E[f m] for some m /∈ dom(p) and p(m, i) 
 A
for all i ∈ {0, 1} then p 
 A.

1. If p(m, i) 
 t : A for all i ∈ {0, 1} then p 
 t : A.

2. If p 
 t : A and p 
 u : A and p(m, i) 
 t : A for all i ∈ {0, 1}
then p 
 t = u : A.
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3. If p 
 B then p 
 A = B if p(m, i) 
 A = B for all i ∈ {0, 1}.

We note from the definition that when p 
 A = B then p 
 A and
p 
 B, when p 
 a : A then p 
 A and when p 
 a = b : A then p 
 a : A
and p 
 b : A. We remark also if p ` A ⇒∗ U then A := U since we
have only one universe.

The clause (FLoc) gives semantics to variable types. For example, if p :=
{(0, 0)} and q := {(0, 1)} the type R := boolrec (λx.U) N1 N (f 0) has
reductions p ` R ⇒∗ N1 and q ` R ⇒∗ N. Thus p 
 R and q 
 R and
since 〈〉 C p, q we have 〈〉 
 R.

Immediately from Definition 2.10 we get:

Lemma 2.11. If p 
 A then `p A. If p 
 a : A then `p a : A.

If p 
 A = B then `p A = B. If p 
 a = b : A then `p a = b : A.

Lemma 2.12. If p 
 A then there is a partition p C p1, . . . , pn where A has
a canonical pi-whnf for all i.

Proof. The statement follows from the definition by induction on the
derivation of p 
 A

Corollary 2.13. Let p C p1, . . . , pn. If pi 
 A for all i then A has a proper
p-whnf.

Proof. Follows from Lemma 2.12 and Corollary 2.9 by induction on the
partition.

Lemma 2.14. If p 
 A and q 6 p then q 
 A.

Proof. Let p 
 A and q 6 p. By induction on the derivation of p 
 A

(FN) Since p ` A ⇒∗ N and the reduction relation is monotone
we have q ` A⇒∗ N, thus q 
 A. The statement follows similarly
for (FN0), (FN1), (FN2) and (FU).

(FΠ) Let p ` A ⇒∗ Π(x : F)G. Since p 
 F, by the induction
q 
 F. Let s 6 q, we have then s 6 p. It then follows from p 
 A
that s 
 G[a] whenever s 
 a : F and s 
 G[a] = G[b] whenever
s 
 a = b : F. Thus q 
 A. The statement follows similarly for
(FΣ).

(FLoc) Let p ` A ⇒∗ E[f m]. If m ∈ dom(q) then q 6 p(m, 0)
or q 6 p(m, 1) and since p(m, i) 
 A, by the induction q 
 A.
Alternatively, q ` A ⇒∗ E[f m]. But q C q(m, 0), q(m, 1) and
q(m, i) 6 p(m, i). By the induction q(m, i) 
 A for all i ∈ {0, 1}
and thus q 
 A.
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Lemma 2.15. If p 
 t : A and q 6 p then q 
 t : A.

Proof. Let p 
 t : A and q 6 p. By induction on the derivation of p 
 A.

(FN) Since p ` A ⇒∗ N then q ` A ⇒∗ N. By induction on
the derivation of p 
 t : A. If p ` t ⇒∗ n : A for n ∈ N then
q ` t ⇒∗ n : A, hence, q 
 t : A. Alternatively, p ` t ⇒∗ E[f k] : A
for some k /∈ dom(p) and p(k, b) 
 t : A for all b ∈ {0, 1}. If
k ∈ dom(q) then q 6 p(k, 1) or q 6 p(k, 0) and in either case, by
the induction, q 
 t : A. Otherwise, we have q(k, b) 6 p(k, b) and
by the induction q(k, b) 
 t : A for all b ∈ {0, 1}. By the definition
q 
 t : A. The statement follows similarly for (FN0), (FN1), and
(FN2).

(FU) We can show the statement by a proof similar to that of
Lemma 2.14.

(FΠ) Let p ` A⇒∗ Π(x : F)G. We have q ` A⇒∗ Π(x : F)G. From
`p t : A we have `q t : A. Let r 6 q. If r 
 a : F then since r 6 p we
have r 
 t a : G[a]. Similarly if r 
 a = b : F then r 
 t a = t b : G[a].
Thus q 
 t : A.

(FΣ) Let p ` A ⇒∗ Σ(x : F)G. We have q ` A ⇒∗ Σ(x : F)G. From
`p t : A we have `q t : A. Since p 
 t : A we have p 
 t.1 : F and
p 
 t.2 : G[t.1]. By the induction q 
 t.1 : F and q 
 t.2 : G[t.1], thus
q 
 t : A.

(FLoc) Let p ` A⇒∗ E[f k] for some k /∈ dom(p). Since p 
 t : A we
have p(k, b) 
 t : A for all b ∈ {0, 1}. If k ∈ dom(q) then q 6 p(k, 0)
or q 6 p(k, 1) and by the induction q 
 t : A. Otherwise, q ` A⇒∗
E[f k] and since q(k, b) 6 p(k, b), by the induction, q(k, b) 
 t : A
for all b ∈ {0, 1}. By definition q 
 t : A.

Lemma 2.16. If p 
 A = B and q 6 p then q 
 A = B.

Proof. Let p 
 A = B and q 6 p. We have then that p 
 A and p 
 B.
By Lemma2.14 we have that q 
 A and q 
 B. By induction on the
derivation of p 
 A.

(FN) We have then p ` A⇒∗ N. Since p 
 A = B either

i. p ` B ⇒∗ N. In this case q ` B ⇒∗ N and q ` A ⇒∗ N and
we have q 
 A = B.

ii. p ` B⇒∗ E[f k] for some k /∈ dom(p) and p(k, b) 
 A = B for
all b ∈ {0, 1}. If k ∈ dom(q) then q 6 p(k, 1) or q 6 p(k, 0);
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in either case, by the induction, q 
 A = B. Otherwise,
q ` B ⇒∗ E[f k]. Since q(k, b) 6 p(k, b), by the induction
q(k, b) 
 A = B for all b ∈ {0, 1}. By the definition we have
q 
 A = B.

The statement follows similarly for (FN0), (FN1), and (FN2).

(FU) We have then that B := U and thus q 
 A = B.

(FΠ) Let p ` A ⇒∗ Π(x : F)G. Either i. p ` B ⇒∗ Π(x : H)E and
p 
 F = H and for all r 6 p, r 
 G[a] = E[a] whenever r 
 a : F.
In this case q ` B ⇒∗ Π(x : H)E. By the induction q 
 F = H. If
s 6 q and s 
 u : F then since s 6 p we have that s 
 G[u] = E[u].
Thus q 
 A = B. ii. p ` B ⇒∗ E[f k] and p(k, b) 
 A = B for all
b ∈ {0, 1}. If k ∈ dom(q) then q 6 p(k, 0) or q 6 p(k, 1); in either
case, by the induction, q 
 A = B. Otherwise, q ` B ⇒∗ E[f k].
But q(k, b) 6 p(k, b) and by the induction q(k, b) 
 A = B for all
b ∈ {0, 1}. By the definition q 
 A = B.

The statement follows similarly for (FΣ).

(FLoc) Let p ` A ⇒∗ E[f k] for k /∈ dom(p). We have that p(k, b) 

A = B for all b ∈ {0, 1}. If k ∈ dom(q) then q 6 p(k, 0) or
q 6 p(k, 1) and by the induction q 
 A = B. Otherwise, q ` A⇒∗
E[f k] and since q(k, b) 6 p(k, b), by the induction, q(k, b) 
 A = B
for all b. By the definition q 
 A = B.

Lemma 2.17. If p 
 t = u : A and q 6 p then q 
 t = u : A.

Proof. Let p 
 t = u : A and q 6 p. We have then that p 
 A, p 
 t : A,
and p 
 u : A. By Lemma 2.14 q 
 A. By Lemma 2.15 q 
 t : A and
q 
 u : A. By induction on the derivation p 
 A.

(FN) Since p ` A ⇒∗ N then q ` A ⇒∗ N. By induction on the
derivation of p 
 t = u : A.

i. Let p ` t ⇒∗ n : A and p ` u ⇒∗ n : A for n ∈ N. We have
q ` t⇒∗ n : A and q ` u⇒∗ n : A, hence, q 
 t = u : A.

ii. Let p ` t ⇒∗ E[f k] : A for some k /∈ dom(p) and p(k, b) 

t = u : A for all b ∈ {0, 1}. If k ∈ dom(q) then q 6 p(k, 1) or
q 6 p(k, 0) and in either case, by the induction, q 
 t = u : A.
Otherwise, we have q(k, b) 6 p(k, b) and by the induction
q(k, b) 
 t = u : A for all b ∈ {0, 1}. By the definition q 
 t =
u : A.
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iii. Let p ` u ⇒∗ E[f k] : A for some k /∈ dom(p) and p(k, b) 

t = u : A for all b ∈ {0, 1}. The statement follows similarly to
(ii).

The statement follows similarly for (FN0), (FN1), and (FN2).

(FU) The statement follows by a proof similar to that of Lemma 2.16.

(FΠ) Let p ` A ⇒∗ Π(x : F)G. We have q ` A ⇒∗ Π(x : F)G. Let r 6 q.
If r 
 a : F then since r 6 p we have r 
 t a = u a : G[a]. Thus
q 
 t = u : A.

(FΣ) Let p ` A ⇒∗ Σ(x : F)G. We have q ` A ⇒∗ Σ(x : F)G. Since
p 
 t = u : A we have p 
 t.1 = u.1 : F and p 
 t.2 = u.2 : G[t.1].
By the induction q 
 t.1 = u.1 : F and q 
 t.2 = u.2 : G[t.1], thus
q 
 t = u : A.

(FLoc) Let p ` A ⇒∗ E[f k] for some k /∈ dom(p). Since p 
 t = u : A
we have p(k, b) 
 t = u : A for all b ∈ {0, 1}. If k ∈ dom(q) then
q 6 p(k, 0) or q 6 p(k, 1) and by the induction q 
 t = u : A.
Otherwise, q ` A ⇒∗ E[f k] and since q(k, b) 6 p(k, b), by the
induction, q(k, b) 
 t = u : A for all b. By definition q 
 t = u :
A.

We collect the results of Lemmas 2.14, Lemma 2.15, Lemma 2.17, and
Lemma 2.16 in the following corollary.

Corollary 2.18 (Monotonicity). If p 
 J and q 6 p then q 
 J.

We write 
 J when 〈〉 
 J. By monotonicity 
 J iff p 
 J for all p.

Lemma 2.19. If p(m, 0) 
 A and p(m, 1) 
 A for some m /∈ dom(p) then
p 
 A.

Proof. By Corollary 2.13, either A has a canonical p-whnf or p ` A ⇒∗
E[f k] for k /∈ dom(p).

• Let p ` A ⇒∗ M with M ∈ {N0, N1, N2, N, U}. We have immedi-
ately that p 
 A.

• Let p ` A ⇒∗ M with M of the form Π(x : F)G or Σ(x : F)G.
We have then that p(m, b) ` A ⇒∗ M for all b ∈ {0, 1}. Since
p(m, b) 
 A we have p(m, b) 
 F for all b and by the induction
p 
 F. Let q 6 p and q 
 a : F. If m ∈ dom(q) then q 6 p(m, b) for
some b ∈ {0, 1}. Assume, w.l.o.g, q 6 p(m, 0). Since p(m, 0) 
 A
we have by the definition that q 
 G[a]. Alternatively, if m /∈
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dom(q) we have a partition q C q(m, 0), q(m, 1). By monotonicity
q(m, b) 
 a : F, and since q(m, b) 6 p(m, b), we have q(m, b) 
 G[a]
for all b ∈ {0, 1}. By the induction q 
 G[a]. Similarly we can
show q 
 G[t] = G[u] whenever q 
 t = u : F.

• Alternatively, let p ` A ⇒∗ E[f k] for some k /∈ dom(p). If
k = m then by the definition p 
 A. Otherwise, p(m, 0) ` A ⇒∗
E[f k] and by the definition p(m, 0)(k, b) 
 A for all b ∈ {0, 1}.
Similarly, p(m, 1)(k, b) 
 A for all b ∈ {0, 1}. But p(k, b) C
p(m, 0)(k, b), p(m, 1)(k, b). By the induction p(k, b) 
 A for all
b ∈ {0, 1} and by the definition p 
 A.

Lemma 2.20. If p(m, 0) 
 A = B and p(m, 1) 
 A = B for some m /∈
dom(p) then p 
 A = B.

Proof. If p(m, b) 
 A = B then p(m, b) 
 A and p(m, b) 
 B. By
Lemma 2.19 we have p 
 A and p 
 B. By induction on the derivation
of p 
 A.

• Let p ` A ⇒∗ M with M ∈ {N0, N1, N2, N}. Since p 
 B then
B has a proper p-whnf. If p ` B ⇒∗ C and C is canonical then
p(m, b) ` B⇒∗ C for all b ∈ {0, 1}. Since p(m, b) 
 A = B, by the
definition, we have that C := M. Thus p 
 A = B. Alternatively,
p ` B⇒∗ E[f k] for k /∈ dom(p). If k = m then by the definition we
have immediately that p 
 A = B. Otherwise, we have p(m, b) `
B ⇒∗ E[f k] and by the definition p(m, b)(k, i) 
 A = B for all
i, b ∈ {0, 1}. But p(k, i) C p(m, 0)(k, i), p(m, 1)(k, i) and by the
induction p(k, i) 
 A = B for all i ∈ {0, 1}. By the definition
p 
 A = B.

• Let A := U. Since p(m, 0) 
 A = B we have B := U and thus
p 
 A = B.

• Let p ` A ⇒∗ Π(x : F)G. We have then that p(m, b) ` A ⇒∗ Π(x :
F)G for all b ∈ {0, 1}. Since p 
 B we have that B has a proper p-
whnf. If p ` B⇒∗ C where C is canonical then p(m, b) ` B⇒∗ C
for all b ∈ {0, 1}. By the definition C := Π(x : H)E for some H and
E. Since p(m, b) 
 A = B we have that p(m, b) 
 F = H for all
b ∈ {0, 1}. By the induction p 
 F = H. Let q 6 p and q 
 a : F.
If q 6 p(m, 0) or q 6 p(m, 1) then we have that q 
 G[a] =
E[a]. Otherwise, we have q(m, b) 6 p(m, b) for all b ∈ {0, 1}. By
monotonicity q(m, b) 
 a : F and thus q(m, b) 
 G[a] = E[a] for all
b ∈ {0, 1}. By the induction q 
 G[a] = E[a]. Thus p 
 A = B.

• Let p ` A ⇒∗ Σ(x : F)G. The statement follows similarly to the
above.
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• Alternatively, let p ` A ⇒∗ E[f k] for some k /∈ dom(p). If k = m
then by the definition p 
 A = B. Otherwise, p(m, 0) ` A ⇒∗
E[f k] and by the definition p(m, b)(k, i) 
 A = B for all i, b ∈
{0, 1}. But p(k, i) C p(m, 0)(k, i), p(m, 1)(k, i). By the induction
p(k, i) 
 A = B for all i ∈ {0, 1} and by the definition p 
 A =
B.

Lemma 2.21. 1. If p(m, 0) 
 t : A and p(m, 1) 
 t : A for some m /∈
dom(p) then p 
 t : A.

2. If p(m, 0) 
 t = u : A and p(m, 1) 
 t = u : A for some m /∈ dom(p)
then p 
 t = u : A.

Proof. We prove the two statements mutually by induction.

1. Let p(m, 0) 
 t : A and p(m, 1) 
 t : A for some m /∈ dom(p). Then
p(m, b) 
 A for all b ∈ {0, 1}. By Lemma 2.19 we have p 
 A. By
induction on the derivation of p 
 A.

(FN) From the definition since p(m, b) 
 t : A for all b ∈ {0, 1}
we have that t has a proper p(m, b)-whnf. By Lemma 2.9 t
has a proper p-whnf. If p ` t ⇒∗ u : A where u is canonical
then p(m, b) ` t ⇒∗ u : A for all b. Since p(m, b) 
 t : A we
have by the definition that u := n for some n ∈ N. Thus
p 
 t : A. Otherwise, p ` t⇒∗ E[f k] : A for some k /∈ dom(p).
If k = m then by the definition p 
 t : A. Alternatively
k 6= m and p(m, b) ` t ⇒∗ E[f k] : A. From the defini-
tion p(m, b)(k, i) 
 t : A for all b, i ∈ {0, 1}. Since p(k, i) C
p(m, 0)(k, i), p(m, 1)(k, i), by the induction that p(k, i) 
 t : A
for all i ∈ {0, 1}. By the definition p 
 t : A.
The statement follows similarly for (FN0), (FN1), and (FN2).

(FU) Follows similarly to Lemma 2.19.

(FΠ) Let p ` A ⇒∗ Π(x : F)G. Since p(m, b) 
 t : A we have that
`p(m,b) t : A for all b ∈ {0, 1}. Thus `p t : A. Let q 6 p,
q 
 a : F and q 
 a = c : F. If q 6 p(m, 0) or q 6 p(m, 1) then
q 
 t a : G[a] and q 
 t a = t c : G[a]. Otherwise, q(m, b) 6
p(m, b) for all b ∈ {0, 1}. By monotonicity q(m, b) 
 a : F and
q(m, b) 
 a = c : F. We have then q(m, b) 
 t a : G[a] and
q(m, b) 
 t a = t c : G[a] for all b ∈ {0, 1}. By the induction
q 
 t a : G[a] and q 
 t a = t c : G[a]. Thus p 
 t : A.

(FΣ) Let p ` A ⇒∗ Σ(x : F)G. Since p(m, b) 
 t : A we have
`p(m,b) t : A for all b ∈ {0, 1}. Thus `p t : A. For all b ∈ {0, 1}
we have p(m, b) 
 t.1 : F and p(m, b) 
 t.2 : G[t.1]. By the
induction p 
 t.1 : F and p 
 t.2 : G[t.1]. Thus p 
 t : Σ(x : F)G.



90 V. The Independence of Markov’s Principle in Type Theory

(FLoc) Let p ` A ⇒∗ E[f k]. If m = k and since p(m, b) 
 t : A for
all b ∈ {0, 1} then by the definition p 
 t : A. Otherwise,
we have p(m, b) ` A ⇒∗ E[f k]. Since p(m, b) 
 t : A we
have p(m, b)(k, i) 
 t : A for all i, b ∈ {0, 1}. But p(k, i) C
p(m, 0)(k, i), p(m, 1)(k, i) and by the induction p(k, i) 
 t : A
for all i ∈ {0, 1}. By the definition p 
 t : A.

2. Let p(m, 0) 
 t = u : A and p(m, 1) 
 t = u : A for some m /∈
dom(p). Then p(m, b) 
 A for all b ∈ {0, 1}. By Lemma 2.19 we
have p 
 A. Since p(m, b) 
 t = u : A we have that p(m, b) 

t : A and p(m, b) 
 u : A for all b ∈ {0, 1}. By induction on the
derivation of p 
 A.

(FN) By the induction p 
 t : A and p 
 u : A.

i. Let p ` t ⇒∗ E[f k] : A for k /∈ dom(p). If k = m the
we immediately have p 
 t = u : A. Otherwise, we have
that p(m, b) ` t ⇒∗ E[f k] : A for all b ∈ {0, 1}. Since
p(m, b) 
 t = u : A we have that p(m, b)(k, i) 
 t = u : A
for all b, i ∈ {0, 1}. But p(k, i) C p(m, 0)(k, i), p(m, 1)(k, i)
and by the induction p(k, i) 
 t = u : A for all i ∈ {0, 1}.
By the definition p 
 t = u : A.

ii. Let p ` u ⇒∗ E[f k] : A for k /∈ dom(p). The statement
follows similarly.

iii. Alternatively, let p ` t ⇒∗ t′ : A and p ` u ⇒∗ u′ : A
where t′ and u′ are canonical. Thus p(m, b) ` t ⇒∗ t′ : A
and p(m, b) ` u ⇒∗ u′ : A for all b ∈ {0, 1}. Since
p(m, b) ` t = u : A and t′ and u′ are canonical, by the
definition, t′ := u′ := n for some n ∈ N. Thus p 
 t =
u : A.

The statement follows similarly for (FN0), (FN1), and (FN2).

(FU) Follows similarly to Lemma 2.20.

(FΠ) Let p ` A ⇒∗ Π(x : F)G. Since p(m, b) 
 t = u : A we have
that p(m, b) 
 t : A and p(m, b) 
 u : A for all b ∈ {0, 1}.
By Lemma 2.21 p 
 t : A and p 
 u : A. Let q 6 p and
q 
 a : F. If q 6 p(m, 0) or q 6 p(m, 1) then q 
 t a = u a :
G[a]. Otherwise, q(m, b) 6 p(m, b) and q(m, b) 
 a : F, thus
q(m, b) 
 t a = u a : G[a] for all b ∈ {0, 1}. By the induction
q 
 t a = u a : G[a]. Thus p 
 t = u : A.

(FΣ) Let p ` A ⇒∗ Σ(x : F)G. We have that p(m, b) 
 t.1 = u.1 : F
and p(m, b) 
 t.2 = u.2 : G[t.1] for all b ∈ {0, 1}. By the
induction p 
 t.1 = u.1 : F and p 
 t.2 = u.2 : G[t.1]. Thus
p 
 t = u : A.
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(FLoc) Let p ` A ⇒∗ E[f k]. If m = k and since p(m, b) 
 t = u : A
for all b ∈ {0, 1} then by the definition p 
 t : A. Otherwise,
we have p(m, b) ` A ⇒∗ E[f k]. Since p(m, b) 
 t = u : A we
have p(m, b)(k, i) 
 t = u : A for all i, b ∈ {0, 1}. But p(k, i) C
p(m, 0)(k, i), p(m, 1)(k, i) and by the induction p(k, i) 
 t =
u : A for all i ∈ {0, 1}. By the definition p 
 t = u : A.

Corollary 2.22 (Local character). If p C p1, . . . , pn and pi 
 J for all i then
p 
 J.

Proof. Follows from Lemma 2.19, Lemma 2.21, and Lemma 2.20 by in-
duction.

Lemma 2.23. Let p ` A ⇒∗ M where M ∈ {N1, N2, N}. If p 
 a : A then
there is a partition p C p1, . . . , pn where a has a canonical pi-whnf for all i. If
p 
 a = b : A then there is a partition p C q1, . . . , qm where a and b have the
same canonical qj-whnf for each j.

In particular, for p ` A ⇒∗ N. If p 
 a : A then there is a partition
p C p1, . . . , pn where for each i, pi ` a ⇒∗ ni : N for some ni ∈ N. If
p ` a = b : A then there is a partition p C q1, . . . , qm where for each j,
qj ` a⇒∗ mj and q ` b⇒∗ mj for some mj ∈N.

Proof. Follows by induction from the definition.

Lemma 2.24. Let p 
 A = B.

1. If p 
 t : A then p 
 t : B and if p 
 u : B then p 
 u : A.

2. If p 
 t = u : A then p 
 t = u : B and if p 
 v = w : B then
p 
 v = w : A.

Proof. We will prove the two statements mutually by induction on the
derivation of p 
 A.

1. Let p 
 t : A and p 
 u : B.

(FN) By induction on the derivation of p 
 A = B.

i. Let p ` B⇒∗ N. The statement then follows directly.
ii. Let p ` B ⇒∗ E[f m] for m /∈ dom(p) and p(m, b) 
 A =

B for all b ∈ {0, 1}. Since p 
 t : A, by monotonicity
p(m, b) 
 t : A and by the induction p(m, b) 
 t : B for all
b ∈ {0, 1}. By the definition p 
 t : B.
Since p 
 u : B, by monotonicity p(m, b) 
 u : B and
p(m, b) 
 A = B. By the induction p(m, b) 
 u : A for all
b. By local character p 
 u : A.
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(FΠ) Let p ` A ⇒∗ Π(x : F)G. By induction on the derivation of
p 
 A = B.

i. Let `p A = B and p ` B ⇒∗ Π(x : H)E and p 
 F = H
and for all q 6 p, q 
 G[a] = E[a] whenever q 
 a : F.
Since p 
 t : A then `p t : A, thus `p t : B. Let q 6 p and
q 
 a : H. By monotonicity q 
 F = H. By the induction
q 
 a : F, hence, q 
 t a : G[a] and by the induction
q 
 t a : E[a]. Similarly, q 
 t a = t b : E[a] whenever
q 
 a = b : H. Thus p 
 t : B. Similarly, we get p 
 u : A
from p 
 u : B.

ii. Let p ` B ⇒∗ E[f k] for some k /∈ dom(p) and p(k, b) 

A = B for all b ∈ {0, 1}. Since p 
 t : A then by mono-
tonicity p(k, b) 
 t : A and by the induction p(k, b) 
 t : B
for all b. By the definition p 
 t : B.
Since p 
 u : B then by definition p(k, b) 
 u : B and by
the induction p(k, b) 
 u : A for all b ∈ {0, 1}. By local
character p 
 u : A.

(FΣ) Let p ` A ⇒∗ Σ(x : F)G. By induction on the derivation of
p 
 A = B.

i. Let `p A = B and p ` B ⇒∗ Σ(x : H)E and p 
 F = H
and for all q 6 p, q 
 G[a] = E[a] whenever q 
 a : F.
Since p 
 t : A then `p t : A, thus `p t : B. Since p 
 t.1 : F,
by the induction p 
 t.1 : H. Since p 
 t.2 : H[t.1], by the
induction p 
 t.2 : E[t.1]. Thus p 
 t : B. Similarly, we get
p 
 u : A from p 
 u : B.

ii. Let p ` B ⇒∗ E[f k] for some k /∈ dom(p) and p(k, b) 

A = B for all b ∈ {0, 1}. Since p 
 t : A then by mono-
tonicity p(k, b) 
 t : A and by the induction p(k, b) 
 t : B
for all b. By the definition p 
 t : B. Since p 
 u : B
then by definition p(k, b) 
 g : B and by the induction
p(k, b) 
 g : A for all b ∈ {0, 1}. By local character
p 
 u : A.

(FU) Since p 
 A = B, we have B := U and the statements follow
directly.

(FLoc) Let p ` A ⇒∗ E[f k] for some k /∈ dom(p). Since p 
 A =
B, we have p(k, b) 
 A = B for all b ∈ {0, 1}. Since p 
 t : A
then p(k, b) 
 t : A and by the induction p(k, b) 
 t : B for
all b ∈ {0, 1}. By local character p 
 t : B. Since p 
 u : B
then p(k, b) 
 u : B and by the induction p(k, b) 
 u : A for all
b ∈ {0, 1}. By the definition p 
 u : A.
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2. Let p 
 t = u : A and p 
 v = w : B. By induction on the derivation
of p 
 A.

(FN) By induction on the derivation of p 
 A = B.
i. Let p ` B⇒∗ N. The statement then follows directly.

ii. Let p ` B ⇒∗ E[f m] for m /∈ dom(p) and p(m, b) 
 A =
B for all b ∈ {0, 1}. Since p 
 t = u : A, by monotonicity
p(m, b) 
 t = u : A and by the induction p(m, b) 
 t =
u : B for all b. By the definition p 
 t = u : B. Since
p 
 v = w : A, by monotonicity p(m, b) 
 v = w : B and
p(m, b) 
 A = B. By the induction p(m, b) 
 v = w : A
for all b. By local character p 
 v = w : A.

(FΠ) Let p ` A ⇒∗ Π(x : F)G. By induction on the derivation of
p 
 A = B.

i. Let `p A = B and p ` B ⇒∗ Π(x : H)E and p 
 F = H
and for all q 6 p, q 
 G[a] = E[a] whenever q 
 a : F.
Since p 
 t = u : A then p 
 t : A and p 
 u : A.
By the above p 
 t : B and p 
 u : B. Let q 6 p and
q 
 a : H. By monotonicity q 
 F = H. By the induction
q 
 a : F, hence, q 
 t a = u a : G[a] and by the induction
q 
 t a = u a : E[a]. Thus p 
 t = u : B. Similarly, Since
p 
 v = w : B we get p 
 v = w : A.

ii. Let p ` B ⇒∗ E[f k] for some k /∈ dom(p) and p(k, b) 

A = B for all b ∈ {0, 1}. Since p 
 t = u : A then by
monotonicity p(k, b) 
 t = u : A and by the induction
p(k, b) 
 t = u : B for all b ∈ {0, 1}. By the definition
p 
 t = u : B.
Since p 
 v = w : B then by definition p(k, b) 
 v = w : B
and by the induction p(k, b) 
 v = w : A for all b ∈ {0, 1}.
By local character p 
 v = w : A.

(FΣ) Let p ` A ⇒∗ Σ(x : F)G. By induction on the derivation of
p 
 A = B.

i. Let `p A = B and p ` B ⇒∗ Σ(x : H)E and p 
 F = H
and for all q 6 p, q 
 G[a] = E[a] whenever q 
 a : F.
Since p 
 t = u : A then p 
 t : A and p 
 u : A. By the
above p 
 t : B and p 
 u : B. Since p 
 t.1 = u.1 : F,
by the induction p 
 t.1 = u.1 : H. Since p 
 t.2 =
u.2 : G[t.1], by the induction p 
 t.2 = u.2 : E[t.1]. Thus
p 
 t = u : B. Similarly we get p 
 v = w : A since
p 
 v = w : B.

ii. Let p ` B ⇒∗ E[f k] for some k /∈ dom(p) and p(k, b) 

A = B for all b ∈ {0, 1}. Since p 
 t = u : A we have
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p 
 t : A and p 
 u : A. By the above we get p 
 t : B
and p 
 u : B. By monotonicity p(k, b) 
 t = u : A and by
the induction p(k, b) 
 t = u : B for all b ∈ {0, 1}. By the
definition p 
 t = u : B.
Since p 
 v = w : B then by definition p(k, b) 
 v = w : B
and by the induction p(k, b) 
 v = w : A for all b ∈ {0, 1}.
By local character p 
 v = w : A.

(FU) Since p 
 A = B, we have B := U and the statements follow
directly.

(FLoc) Let p ` A ⇒∗ E[f k] for some k /∈ dom(p). Since p 
 A = B,
we have p(k, b) 
 A = B for all b ∈ {0, 1}. Since p 
 t = u : A
then p(k, b) 
 t = u : A and by the induction p(k, b) 
 t = u :
B for all b ∈ {0, 1}. By local character p 
 t : B.
Since p 
 v = w : B, we have p 
 v : B and p 
 w : B.
By the above p 
 v : A and p 
 w : A. By monotonicity
p(k, b) 
 v = w : B and by the induction p(k, b) 
 v = w : A
for all b ∈ {0, 1}. By definition p 
 v = w : A.

Lemma 2.25. The relation p 
 − = − is an equivalence relation. That is,

(Reflexivity) If p 
 A then p 
 A = A.

(Symmetry) If p 
 A = B then p 
 B = A.

(Transitivity) If p 
 A = B and p 
 B = C then p 
 A = C.

Proof.

(Reflexivity) Reflexivity follows directly from the definition.

(Symmetry) Let p 
 A = B. We have then that p 
 A and p 
 B.
By induction on the derivation of p 
 A

• Let p ` A⇒∗ M where M is canonical. If B have canonical p-
whnf then the statement follows in straight forward fashion
from the definition. Otherwise, let p ` B ⇒∗ E[f k] for k /∈
dom(p). From p 
 A = B we have by the definition that
p(k, b) 
 A = B for all k ∈ {0, 1}. By the induction p(k, b) 

B = A for all b ∈ {0, 1}. By the definition (i.e. (FLoc)) we
have that p 
 B = A.

• Let p ` A⇒∗ E[f m] for m /∈ dom(p) we have then from p 

A = B that p(m, b) 
 A = B for all b ∈ {0, 1}. By the induc-
tion p(m, b) 
 B = A for all b ∈ {0, 1}. If B has a canonical
p-whnf then from the definition (i.e. (FN),(FN0),(FN1), (FN2),
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(FΠ), (FΣ)) we have that p 
 B = A. If p ` B ⇒∗ E[ f k] for
k /∈ dom(p) then by monotonicity p(m, b)(k, i) 
 A = B for
all b, i ∈ {0, 1}. By the induction p(m, b)(k, i) 
 B = A for
all b, i ∈ {0, 1}. But p(k, i) C p(m, 0)(k, i), p(m, 1)(k, i) and
by local character p(k, i) 
 B = A for all i ∈ {0, 1}. By the
definition we have that p 
 B = A.

(Transitivity) Let p 
 A = B and p 
 B = C. We then have that
p 
 A, p 
 B and p 
 C. Thus A,B and C have proper p-whnf.
By induction on the derivation of p 
 A.

(FN) By induction on the derivation of p 
 A = B.

i. Let p ` B⇒∗ N then the statement follows directly.
ii. Let p ` B ⇒∗ E[f m] for m /∈ dom(p). Then from p 


A = B we have that p(m, b) 
 A = B for all b ∈ {0, 1}.
From p 
 B = C we have that p(m, b) 
 B = C for all
b ∈ {0, 1}. By the induction p(m, b) 
 A = C for all
b ∈ {0, 1}. By local character p 
 A = C.

(FΠ) Let p ` A ⇒∗ Π(x : F)G. By induction on the derivation of
p 
 A = B.

i. Let p ` B ⇒∗ Π(x : H)E and p 
 F = H and for all
q 6 p, q 
 G[a] = E[a] whenever q 
 a : F. By induction
on the derivation of p 
 B = C.
• Let p ` C ⇒∗ Π(x : T)R and p 
 H = T and for

all q 6 p, q 
 E[b] = R[b] whenever q 
 b : H. By
the induction p 
 F = T. Let q 6 p and q 
 a : F.
By monotonicity q 
 F = H and by Lemma 2.24
q 
 a : H. Thus q 
 E[a] = R[a]. But q 
 G[a] = E[a].
By the induction q 
 G[a] = R[a]. Thus p 
 A = C.

• Let p ` C ⇒∗ E[f m] for some m /∈ dom(p) and
p(m, b) 
 B = C for all b ∈ {0, 1}. By monotonicity
p(m, b) 
 A = B, and by the induction p(m, b) 

A = C for all b ∈ {0, 1}. By the definition p 
 A =
C.

ii. Let p ` B⇒∗ E[f m] for some m /∈ dom(p) and p(m, b) 

A = B for all b ∈ {0, 1}. By monotonicity p(m, b) 

B = C, and by the induction p(m, b) 
 A = C for all
b ∈ {0, 1}. By local character p 
 A = C.

(FΣ) Follows similarly to the above.

(FU) Since p 
 A = B and p 
 B = C, we have B := U and
C := U and the statements follow directly.
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(FLoc) Let p ` A ⇒∗ E[f k] for some k /∈ dom(p). Since p 

A = B, we have p(k, b) 
 A = B for all b ∈ {0, 1}. By
monotonicity p(k, b) 
 B = C and by the induction p(k, b) 

A = C for all b ∈ {0, 1}. By the definition p 
 A = C.

Lemma 2.26. The relation p 
 − = − : A is an equivalence relation. That is

(Reflexivity) If p 
 t : A then p 
 t = t : A.

(Symmetry) If p 
 t = u : A then p 
 u = t : A.

(Transitivity) If p 
 t = u : A and p 
 u = v : A then p 
 t = v : A.

Proof. (Reflexivity) Let p 
 t : A. We have that p 
 A. Reflex-
ivity follows from the definition in a straightforward fashion by
induction on the derivation of p 
 A

(Symmetry) Let p 
 t = u : A. We have that p 
 t : A, p 
 u : A and
p 
 A. By induction on the derivation of p 
 A

(FN) By induction on the derivation of p 
 t : A.

i. Let p ` t ⇒∗ n : A for some n ∈ N. By induction on
the derivation of p 
 t = u : A. If p ` u ⇒∗ n : A then
we have immediately that p 
 u = t : A. Alternatively,
p ` u⇒∗ E[f m] for some m /∈ dom(p) and p(m, i) 
 t =
u : A for all i ∈ {0, 1}. By the induction p(m, i) 
 u = t : A
for all i ∈ {0, 1} and by the definition p 
 u = t : A.

ii. Let p ` t ⇒∗ E[f m] for m /∈ dom(p). Since p 
 t = u : A
we have that p(m, b) 
 t = u : A for all b ∈ {0, 1}. By the
induction p(m, b) 
 u = t : A for all b ∈ {0, 1}. By local
character p 
 u = t : A.

The statement follows similarly for (FN1
) and (FN2

)

(FΠ) Let p ` A ⇒∗ Π(x : F)G. Since p 
 t = u : A we have
`p t = u : A and thus `p u = t : A. Let q 6 p and q 
 a : F we
then have q 
 t a = u a : G[a] and by the induction q 
 u a =
t a : G[a]. Thus p 
 u = t : A.

(FΣ) Let p ` A⇒∗ Σ(x : F)G. Since p 
 t = u : A then `p t = u : A
and we have `p u = t : A. By the definition, p 
 t.1 = u.1 : F
and p 
 t.2 = u.2 : G[t.1]. By the induction p 
 u.1 =
t.1 : F. Since p 
 A we have that p 
 G[t.1] = G[u.1]. By
Lemma 2.24 p 
 t.2 = u.2 : G[u.1]. By the induction p 

u.2 = t.2 : G[u.1]. Thus p 
 u = t : A.

(FU) Follows similarly to Lemma 2.25
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(FLoc) Let p ` A ⇒∗ E[f k] for some k /∈ dom(p). Since p 
 t =
u : A we have that p(k, b) 
 t = u : A for all b ∈ {0, 1}. By
the induction p(k, b) 
 u = t : A for all b ∈ {0, 1}. By the
definition p 
 u = t : A.

(Transitivity) Let p 
 t = u : A and p 
 u = v : A. We have that
p 
 A, p 
 t : A, p 
 u : A and p 
 v : A. By induction on the
derivation of p 
 A.

(FN) By induction on the derivation of p 
 t = u : A.

i. Let p ` t ⇒∗ n : A and p ` u ⇒∗ n : A. By induction on
the derivation of p 
 u = v : A. If p ` v ⇒∗ n : A we
have immediately that p 
 t = v : A. If p ` v ⇒∗ E[f k]
for some k /∈ dom(p) and p(k, b) 
 u = v : A for all
b ∈ {0, 1}. By the induction p(k, b) 
 t = v : A for all
b ∈ {0, 1}. By the definition p 
 t = v : A.

ii. Let p ` t ⇒∗ n : A and p 
 u ⇒∗ E[f m] for some
m /∈ dom(p) where p(m, b) 
 t = u : A for all b ∈ {0, 1}.
Since p 
 u = v : A we have that p(m, b) 
 u = v : A and
by the induction p(m, b) 
 t = v : A. By local character
p 
 t = v : A.

iii. Let p ` t⇒∗ E[f k] for some k /∈ dom(p) where p(k, b) 

t = u : A for all b ∈ {0, 1}. Since p 
 u = v : A,
by monotonicity p(k, b) 
 u = v : A. By the induction
p(k, b) 
 t = v : A for all b ∈ {0, 1}. By the definition
p 
 t = v : A.

The statement follows similarly for (FN1
) and (FN2

)

(FΠ) Let p ` A ⇒∗ Π(x : F)G. Since p 
 t = u : A we have
that `p t = u : A. Similarly we have `p u = v : A and
thus `p t = v : A. Let q 6 p and q 
 a : F. We have then
q 
 t a = u a : G[a] and q 
 u a = v a : G[a]. By the induction
q 
 t a = v a : G[a]. Thus p 
 t = v : A.

(FΣ) Let p ` A ⇒∗ Σ(x : F)G. Since p 
 t = u : A we have that
p 
 t.2 = u.1 : F and p 
 t.2 = u.2 : G[t.1]. Similarly we
have that p 
 u.1 = v.1 : F and p 
 u.2 = v.2 : G[u.1]. Since
p 
 A we have that p 
 G[t.1] = G[u.1] and by Lemma 2.24
p 
 u.2 = v.2 : G[t.1]. By the induction then we have p 

t.1 = v.1 : F and p 
 t.2 = v.2 : G[t.1]. We have then that
p 
 t = v : A.

(FU) Follows similarly to Lemma 2.25.

(FLoc) Let p ` A ⇒∗ E[f k] for some k /∈ dom(p). We have then
that p(k, b) 
 t = u : A and p(k, b) 
 u = v : A for all b ∈
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{0, 1}. By the induction p(k, b) 
 t = v : A for all b ∈ {0, 1}.
By the definition we have then that p 
 t = v : A.

3 Soundness

In this section we show that the type theory described in Section 1 is
sound with respect to the semantics described in Section 2. That is, we
aim to show that for any judgment J whenever `p J then p 
 J.

Lemma 3.1. If p ` A⇒∗ B and p 
 B then p 
 A and p 
 A = B.

Proof. Follows from the definition.

Lemma 3.2. Let p 
 A. If p ` t ⇒ u : A and p 
 u : A then p 
 t : A and
p 
 t = u : A.

Proof. Let p ` t ⇒ u : A and p 
 u : A. By induction on the derivation
of p 
 A.

(FU) The statement follows similarly to Lemma 3.1.

(FN) By induction on the derivation of p 
 u : A. If p ` u ⇒∗ n : N
for some n ∈ N then p ` t ⇒∗ n : N and the statement follows
by the definition. If p ` u ⇒∗ E[f k] : A for k /∈ dom(p) and
p(k, b) 
 u : A for all b ∈ {0, 1} then since p(k, b) ` t ⇒ u : A,
by the induction, p(k, b) 
 t : A and p(k, b) 
 t = u : A. By the
definition p 
 t : A and p 
 t = u : A. The statement follows
similarly for (FN1 ), (FN2 ).

(FΠ) Let p ` A⇒∗ Π(x : F)G. Since p ` t ⇒ u : A we have `p t : A.
Let q 6 p and q 
 a : F. We have q ` t a ⇒ u a : G[a]. By the
induction q 
 t a : G[a] and q 
 t a = u a : G[a]. If q 
 a = b : F we
similarly get q 
 t b : G[b] and q 
 t b = u b : G[b]. Since q 
 G[a] =
G[b], by Lemma 2.24 q 
 t b = u b : G[a]. But q 
 u a = u b : G[a].
By symmetry and transitivity q 
 t a = t b : G[a]. Thus p 
 t : A
and p 
 t = u : A.

(FΣ) Let p ` A ⇒∗ Σ(x : F)G. From p ` t ⇒ u : A we have `p t : A
and we have p ` t.1 ⇒ u.1 : F and p ` t.2 ⇒ u.2 : G[u.1]. By
the induction p 
 t.1 : F and p 
 t.1 = u.1 : F. By the induction
p 
 t.2 : G[u.1] and p 
 t.2 = u.2 : G[u.1]. But since p 
 A and
we have shown p 
 t.1 = u.1 : F we get p 
 G[t.1] = G[u.1]. By
Lemma 2.24 p 
 t.2 : G[t.1] and p 
 t.2 = u.2 : G[t.1]. Thus p 
 t : A
and p 
 t = u : A
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(FLoc) Let p ` A⇒∗ E[f k] for k /∈ dom(p). Since p 
 u : A we have
p(k, b) 
 u : A for all b ∈ {0, 1}. But we have p(k, b) ` t ⇒ u : A.
By the induction p(k, b) 
 t : A and p(k, b) 
 t = u : A. By the
definition p 
 t : A and p 
 t = u : A.

Corollary 3.3. Let p ` t ⇒∗ u : A and p 
 A. If p 
 u : A then p 
 t : A
and p 
 t = u : A.

Corollary 3.4. 
 f : N → N2.

Proof. It’s direct to see that 
 N → N2. For an arbitrary condition p let
p 
 n : N. By Lemma 2.23 we have a partition p C p1, . . . , pm where for
each i, pi ` n ⇒∗ mi : N for some mi ∈ N. We have thus a reduction
pi ` f n ⇒∗ f mi : N2. If mi ∈ dom(pi) then pi ` f n ⇒∗ f mi ⇒ pi(mi) :
N2 and by definition pi 
 f n : N2. If for any j, mj /∈ dom(pj) then
pj(mj, 0) ` f n ⇒∗ fmj ⇒ 0 : N2 and pj(mj, 1) ` f n ⇒∗ fmj ⇒ 1 : N2.
Thus pj(mj, 0) 
 f n : N2 and pj(mj, 1) 
 f n : N2. By the definition
pj 
 f n : N2. We thus have that pi 
 f n : N2 for all i and by local
character p 
 f n : N2.

Let p 
 n1 = n2 : N. By Lemma 2.23 there is a partition p C p1, . . . , pm
where for each i, pi ` n1 ⇒∗ mi : N and pi ` n2 ⇒∗ mi : N for some mi ∈
N. We then have that pi ` f n1 ⇒∗ f mi : N2 and pi ` f n2 ⇒∗ f mi : N2. If
mi ∈ dom(pi) then pi ` f n1 ⇒∗ pi(mi) : N2 and pi ` f n2 ⇒∗ pi(mi) : N2.
By Corollary 3.3, symmetry and transitivity pi 
 f n1 = f n2 : N2. If
on the other hand mj /∈ dom(pj) for some j then similarly pj(mj, 0) 

f n1 = f n2 : N2 and pj(mj, 1) 
 f n1 = f n2 : N2. By the definition
pj 
 f n1 = f n2 : N2. Thus we have that pi 
 f n1 = f n2 : N for all i. By
local character p 
 f n1 = f n2 : N2. Hence 
 f : N → N2.

Lemma 3.5. If `p t :¬A and p 
 A then p 
 t :¬A iff for all q 6 p there is
no term u such that q 
 u : A.

Proof. Let p 
 A and `p t :¬A. We have directly that p 
 ¬A. Assume
p 
 t : ¬A. If q 
 u : A for some q 6 p, then q 
 t u : N0 which is
impossible. Conversely, assume it is the case that for all q 6 p there
is no u for which q 
 u : A. Since r 
 a : A and r 
 a = b : A never
hold for any r 6 p, the statement “r 
 t a : N0 whenever r 
 a : A and
r 
 t a = t b : N0 whenever r 
 a = b : A” holds trivially.

Lemma 3.6. 
 w :¬¬(Σ(x : N)IsZero(f x)).

Proof. By Lemma 3.5 it is enough to show that for all q there is no
term u for which q 
 u : ¬(Σ(x : N)IsZero(f x)). Assume q 
 u :
¬(Σ(x : N)IsZero(f x)) for some u. Let m /∈ dom(q) we have then
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q(m, 0) 
 (m, 0) : Σ(x : N)IsZero(f x) thus q(m, 0) 
 u (m, 0) : N0 which is
impossible.

Let Γ := x1 : A1 . . . , xn : An[x1, . . . , xn−1] and ρ := a1, . . . , an. We say that
∆ `p ρ : Γ if ∆ `p a1 : A1, . . . , ∆ `p an : An[a1, . . . , an−1].

If moreover, σ = b1, . . . , bn, we say that ∆ `p ρ = σ : Γ if ∆ `p a1 = b1 :
A1, . . . , ∆ `p an = bn : An[a1, . . . , an−1].

Let Γ := x1 : A1 . . . , xn : An[x1, . . . , xn−1] and ρ := a1, . . . , an. We say
p 
 ρ : Γ if p 
 a1 : A, . . . , p 
 an : An[a1, . . . , an−1].

If moreover σ := b1, . . . , bn and p 
 σ : Γ, we say p 
 ρ = σ : Γ if
p 
 a1 = b1 : A1, . . . , p 
 an = bn : An[a1, . . . , an−1].

Lemma 3.7. If p 
 ρ : Γ then `p ρ : Γ. If p 
 ρ = σ : Γ then `p ρ = σ : Γ.

Proof. Follows by induction from Lemma 2.11.

Definition 3.8.

1. We write Γ �p A if Γ `p A and for all q 6 p whenever q 
 ρ : Γ
then q 
 Aρ and whenever q 
 ρ = σ : Γ then q 
 Aρ = Aσ.

2. We write Γ �p t : A if Γ `p t : A, Γ �p A and for all q 6 p whenever
q 
 ρ : Γ then q 
 tρ : Aρ and whenever q 
 ρ = σ : Γ then
q 
 tρ = tσ : Aρ.

3. We write Γ �p A = B if Γ `p A = B, Γ �p A, Γ �p B and for all
q 6 p whenever q 
 ρ : Γ then q 
 Aρ = Bρ.

4. We write Γ �p t = u : A if Γ `p t = u : A, Γ �p t : A, Γ �p u : A and
for all q 6 p whenever q 
 ρ : Γ then q 
 tρ = uρ : Aρ.

In the following we will show that whenever we have a rule
Γ1 `p J1 . . . Γ` `p J`

Γ `p J
in the type system then it holds that

Γ1 �p J1 . . . Γ` �p J`
Γ �p J

. Which is sufficient to show soundness.

Lemma 3.9.
Γ �p F Γ, x : F �p G

Γ �p Π(x : F)G

Γ �p F Γ, x : F �p G

Γ �p Σ(x : F)G

Proof. Let q 6 p and q 
 ρ : Γ. Let r 6 q and r 
 a : Fρ. We have
r 
 (ρ, a) : (Γ, x : F). Since Γ �r F we have r 
 Fρ = Fσ and by
Lemma 2.24 r 
 a : Fσ. Thus r 
 (ρ, a) = (σ, a) : (Γ, x : F). We have
r 
 Gρ[a] and r 
 Gρ[a] = Gσ[a]. If moreover r 
 a = b : Fρ then
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r 
 (ρ, a) = (ρ, b) : (Γ, x : F). Thus r 
 Gρ[a] = Gρ[b]. By the definition
q 
 (Π(x : F)G)ρ = (Π(x : F)G)σ and q 
 (Σ(x : F)G)ρ = (Σ(x :
F)G)σ.

Lemma 3.10.

Γ �p F = H Γ, x : F �p G = E

Γ �p Π(x : F)G = Π(x : H)E

Γ �p F = H Γ, x : F �p G = E

Γ �p Σ(x : F)G = Σ(x : H)E

Proof. Let q 6 p and q 
 ρ : Γ. Similarly to Lemma 3.9, we can show q 

(Σ(x : F)G)ρ, q 
 (Σ(x : H)E)ρ, q 
 (Π(x : F)G)ρ, and q 
 (Π(x : H)E)ρ.

From the premise q 
 Fρ = Hρ. Let r 6 q and r 
 a : Fρ. We have then
r 
 (ρ, a) : (Γ, x : F). Thus r 
 Gρ[a] = Eρ[a]. By the definition q 
 (Π(x :
F)G)ρ = (Π(x : H)E)ρ and q 
 (Σ(x : F)G)ρ = (Σ(x : H)E)ρ.

Lemma 3.11.
Γ, x : F �p t : G

Γ �p λx.t : Π(x : F)G

Proof. Let q 6 p and q 
 ρ : Γ. By Lemma 3.7 `q ρ : Γ. Let r 6 q
and r 
 d : Fρ. Since Γ, x : F `p t : G we have that x : Fρ `r tρ : Gρ.
Since `r d : Fρ we have `r (λx.tρ)d = tρ[d] : Gρ[d]. By the reduction
rules (λx.tρ)d ⇒ tρ[d]. Thus r ` (λx.tρ)d ⇒ tρ[d] : Gρ[d]. But r 

(ρ, d) : (Γ, x : F), hence, r 
 tρ[d] : Gρ[d]. By Lemma 3.2 we have that
r 
 (λx.tρ) d : Gρ[d] and r 
 (λx.tρ) d = tρ[d] : Gρ[d].

Let r 
 e = d : Fρ we have similarly that r 
 (λx.tρ) e = tρ[e] : Gρ[e]. We
have also that r 
 (ρ, d) = (ρ, e) : Gρ[d], thus r 
 tρ[d] = tρ[e] : Gρ[d] and
r 
 Gρ[d] = Gρ[e]. By Lemma 2.24 we have r 
 (λx.tρ) e = tρ[e] : Gρ[d].
By symmetry and transitivity we have r 
 (λx.tρ) d = (λx.tρ) e : Gρ[d].
Thus q 
 (λx.t)ρ : (Π(x : F)G)ρ.

Let q 
 ρ = σ : Γ. We get q 
 Fρ = Fσ. Similarly to the above we can
show q 
 (λx.t)σ : (Π(x : F)G)σ. Let r 6 q and r 
 a : Fρ. By Lemma 2.24
r 
 a : Fσ. We then have r 
 (ρ, a) = (σ, a) : (Γ, x : F). Thus we have
r 
 Gρ[a] = Gσ[a]. Thus q 
 (Π(x : F)G)ρ = (Π(x : F)G)σ and by
Lemma 2.24 q 
 (λx.t)σ : (Π(x : F)G)ρ. We have r 
 tρ[a] = tσ[a] : Gρ[a].
But r 
 (λx.tρ) a = tρ[a] : Gρ[a] and r 
 (λx.tσ)a = tσ[a] : Gσ[a]. By
Lemma 2.24 r 
 (λx.tσ)a = tσ[a] : Gρ[a]. By Symmetry and transitivity
r 
 (λx.tρ) a = (λx.tσ) a : Gρ[a]. Thus q 
 (λx.t)ρ = (λx.t)σ : (Π(x :
F)G)ρ.

Lemma 3.12.
Γ, x : F �p t : G Γ �p a : F

Γ �p (λx.t) a = t[a] : G[a]
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Proof. Let q 6 p and q 
 ρ : Γ. We have q 
 aρ : Fρ. As in Lemma 3.11
q ` ((λx.t) a)ρ ⇒ t[a]ρ : G[a]ρ which by Lemma 3.2 imply that q 

((λx.t) a)ρ = t[a]ρ : Gρ[a].

Lemma 3.13.
Γ �p g : Π(x : F)G Γ �p a : F

Γ �p g a : G[a]

Proof. Let q 6 p and q 
 ρ : Γ. We have q 
 gρ : (Π(x : F)G)ρ and
q 
 aρ : Fρ. By the definition q 
 (g a)ρ : G[a]ρ.

Let q 
 ρ = σ : Γ. We have then q 
 gρ = gσ : (Π(x : F)G)ρ and
q 
 aρ = aσ : Fρ. From the definition q 
 gρ aρ = gσ aρ : G[a]ρ. From
the definition q 
 gσ aρ = gσ aσ : G[a]ρ. By transitivity q 
 (g a)ρ =
(g a)σ : G[a]ρ.

Lemma 3.14.

1.
Γ �p g : Π(x : F)G Γ �p u = v : F

Γ �p g u = g v : G[u]
2.

Γ �p h = g : Π(x : F)G Γ �p u : F

Γ �p h u = g u : G[u]

Proof. Let q 6 p and q 
 ρ : Γ.

1. We have q 
 gρ : (Π(x : F)G)ρ and q 
 uρ = vρ : Fρ. From the
definition get q 
 (g u)ρ = (g v)ρ : G[u]ρ.

2. We have q 
 hρ = gρ : (Π(x : F)G)ρ and q 
 uρ : Fρ. From the
definition we get q 
 (h u)ρ = (g u)ρ : G[u]ρ.

Lemma 3.15.

Γ �p h : Π(x : F)G Γ �p g : Π(x : F)G Γ, x : F �p h x = g x : G[x]

Γ �p h = g : Π(x : F)G

Proof. Let q 6 p and q 
 ρ : Γ. We have q 
 hρ : (Π(x : F)G)ρ and
q 
 gρ : (Π(x : F)G)ρ. Let r 6 q and r 
 a : Fρ. We have then that
r 
 (ρ, a) : Γ, x : F. Thus r 
 hρ a = gρ a : Gρ[a]. By the definition
q 
 hρ = gρ : (Π(x : F)G)ρ.

Lemma 3.16.
Γ, x : F �p G Γ �p a : F Γ �p b : G[a]

Γ �p (a, b) : Σ(x : F)G

Proof. Let q 6 p and q 
 ρ : Γ. By the typing rules Γ `q (a, b).1 =
a : F and Γ `q (a, b).2 = b : F[a]. But `q ρ : Γ. By substitution we
have `q ((a, b).1)ρ = aρ : Fρ and `q ((a, b).2)ρ = bρ : G[a]ρ. But
((a, b).1)ρ ⇒q aρ and ((a, b).2)ρ ⇒q bρ. Thus q ` ((a, b).1)ρ ⇒ aρ : Fρ
and q ` ((a, b).2)ρ ⇒ bρ : G[a]ρ. From the premise q 
 aρ : Fρ
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and q 
 bρ : G[a]ρ. By Lemma 3.2 q 
 ((a, b).1)ρ : Fρ and q 

((a, b).2)ρ : G[a]ρ. By Lemma 3.2 q 
 ((a, b).1)ρ = aρ : Fρ, thus
q 
 (ρ, aρ) = (ρ, ((a, b).1)ρ) : (Γ, x : F). Hence q 
 G[a]ρ = G[(a, b).1]ρ.
By Lemma 2.24 q 
 ((a, b).2)ρ : G[(a, b).1]ρ. By the definition we have
then that q 
 (a, b)ρ : (Σ(x : F)G)ρ.

Let q 
 ρ = σ : Γ. Similarly we can show q 
 (a, b)σ : (Σ(x : F)G)σ.
We have that q 
 aρ = aσ : Fρ and q 
 bρ = bσ : G[a]ρ. We have
also q 
 (ρ, aρ) = (σ, aσ) : (Γ, x : F) we thus have q 
 G[a]ρ =
G[a]σ. By Lemma 3.2 q 
 ((a, b).2)σ = bσ : G[a]σ. By Lemma 2.24
q 
 ((a, b).2)σ = bσ : G[a]ρ. But we also have by Lemma 3.2 that
q 
 ((a, b).2)σ = aσ : Fσ. Hence, by Lemma 2.24, we have q 

((a, b).2)σ = aσ : Fρ. By symmetry and transitivity we then have that
q 
 ((a, b).1)ρ = ((a, b).1)σ : Fρ and q 
 ((a, b).2)ρ = ((a, b).2)σ :
G[(a, b).1]ρ. Thus we have that q 
 (a, b)ρ = (a, b)σ : (Σ(x : F)G)ρ.

Lemma 3.17.

1.
Γ, x : F �p G Γ �p t : F Γ �p u : G[t]

Γ �p (t, u).1 = t : F

2.
Γ, x : F �p G Γ �p t : F Γ �p u : G[t]

Γ �p (t, u).2 = u : G[t]

Proof. Let q 6 p and q 
 ρ : Γ.

1. We have `q tρ : Fρ and `q uρ : G[t]ρ. By substitution we get `q
((t, u).1)ρ = tρ : Fρ. But ((t, u).1)ρ ⇒q tρ, thus q ` ((t, u).1)ρ ⇒q
tρ : Fρ. We have that q 
 tρ : Fρ. Thus by Lemma 3.2 q 

((t, u).1)ρ : Fρ and q 
 ((t, u).1)ρ = tρ : Fρ.

2. Similarly we have q 
 (t, u)ρ.2 ⇒ uρ : G[tρ]. Since q 
 uρ :
G[t]ρ, by Lemma 3.2, we have that q 
 ((t, u).2)ρ : G[t]ρ and q 

((t, u).2)ρ = uρ : G[tρ].

Lemma 3.18.

1.
Γ �p t : Σ(x : F)G

Γ �p t.1 : F
Γ �p t : Σ(x : F)G

Γ �p t.2 : G[t.1]

2.
Γ �p t = u : Σ(x : F)G

Γ �p t.1 = u.1 : F
Γ �p t = u : Σ(x : F)G

Γ �p t.2 = u.2 : G[t.1]

Proof. Let q 6 p and q 
 ρ : Γ.
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1. We have q 
 tρ : (Σ(x : F)G)ρ. By the definition we have q 

(t.1)ρ : Fρ and q 
 (t.2)ρ : G[t.1]ρ. Let q 
 ρ = σ : Γ. We have that
q 
 tρ = tσ : (Σ(x : F)G)ρ. By the definition q 
 (t.1)ρ = (t.1)σ : Fρ
and q 
 (t.2)ρ = (t.2)σ : G[t.1]ρ.

2. We have q 
 tρ = uρ : (Σ(x : F)G))ρ. By the definition q 
 (t.1)ρ =
(u.1)ρ : Fρ and q 
 (t.2)ρ = (u.2)ρ : G[t.1]ρ.

Lemma 3.19.
Γ �p t : Σ(x : F)G

Γ �p u : Σ(x : F)G Γ �p t.1 = u.1 : F Γ �p t.2 = u.2 : G[t.1]

Γ �p t = u : Σ(x : F)G

Proof. Let q 6 p and q 
 ρ : Γ. We have q 
 tρ : (Σ(x : F)G)ρ and
q 
 uρ : (Σ(x : F)G)ρ. We also have q 
 (t.1)ρ = (u.1)ρ : Fρ and q 

(t.2)ρ = (u.2)ρ : G[t.1]ρ. By the definition q 
 tρ = uρ : (Σ(x : F)G)ρ.

Lemma 3.20. 1.
Γ `p

Γ �p N
2.

Γ `p

Γ �p 0 : N
3.

Γ �p n : N
Γ �p S n : N

Proof. 1 and 2 follow directly from the definition while 3 follows from
Lemma 2.23.

Lemma 3.21.
Γ, x : N �p F Γ �p a0 : F[0] Γ �p g : Π(x : N)(F[x]→ F[S x])

Γ �p natrec (λx.F) a0 g : Π(x : N)F

Proof. Let q 6 p and q 
 ρ : Γ. We have then that q ` ρ : Γ, hence,
`q (natrec (λx.F)ρ a0 g)ρ : (Π(x : N)F)ρ. Let r 6 q. Let r 
 a : N, r 
 b : N
and r 
 a = b : N. By Lemma 2.23 there is a partition r C r1, . . . , rm such
that for each i, ri ` a⇒∗ ni : N and ri ` b⇒∗ ni : N for some ni ∈N. In
order to show that q 
 (natrec (λx.F) a0 g)ρ : (Π(x : N)F)ρ we need to
show that r 
 (natrec (λx.F) a0 g)ρ a : Fρ[a], r 
 (natrec (λx.F) a0 g)ρ b :
Fρ[b], and r 
 natrec (λx.F) a0 g)ρ a = (natrec (λx.F) a0 g)ρ b : Fρ[a].
By local character it will however be sufficient to show that for each i
we have ri 
 (natrec (λx.F) a0 g)ρ a : Fρ[a], ri 
 (natrec (λx.F) a0 g)ρ b :
Fρ[b], and ri 
 (natrec (λx.F) a0 g)ρ a = (natrec (λx.F) a0 g)ρ bρ : Fρ[a].

We have that

ri ` (natrec (λx.F) a0 g)ρ a⇒∗ (natrec (λx.F) a0 g)ρ ni : Fρ[a]

ri ` (natrec (λx.F) a0 g)ρ b⇒∗ (natrec (λx.F) a0 g)ρ ni : Fρ[b]
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Let ni := Ski 0. By induction on ki. If ki = 0 then

ri ` (natrec (λx.F) a0 g)ρ a⇒∗ (natrec (λx.F) a0 g)ρ 0⇒ a0ρ : Fρ[a]

ri ` (natrec (λx.F) a0 g)ρ b⇒∗ (natrec (λx.F) a0 g)ρ 0⇒ a0ρ : Fρ[b]

By Lemma 2.24 we have then that

ri 
 (natrec (λx.F) a0 g)ρ a = a0ρ : Fρ[a]

ri 
 (natrec (λx.F) a0 g)ρ b = a0ρ : Fρ[b]

Since ri 
 a = b : N we have ri 
 (ρ, a) = (ρ, b) : (Γ, x : N) and thus
ri 
 Fρ[a] = Fρ[b]. By Lemma 2.24, symmetry and transitivity we have

ri 
 (natrec (λx.F) a0 g)ρ a = (natrec (λx.F) a0 g)ρ b : Fρ[a]

Assume the statement holds for ki ≤ `. Let ni = S `. We have then

ri ` (natrec (λx.F) a0 g)ρ a⇒∗ gρ ` ((natrec (λx.F) a0 g)ρ `) : Fρ[S `]

ri ` (natrec (λx.F) a0 g)ρ b⇒∗ gρ ` ((natrec (λx.F) a0 g)ρ `) : Fρ[S `]

By the induction hypothesis ri 
 ((natrec (λx.F) a0 g)ρ `) : Fρ[`]. But
Γ �p g : Π(x : N)(F[x]→ F[S x]) and thus

ri 
 gρ(`) ((natrec (λx.F) a0 g)ρ `) : Fρ[S `]

By Corollary 3.3, symmetry and transitivity we get that

ri 
 (natrec (λx.F) a0 g)ρ a : Fρ[S `]

ri 
 (natrec (λx.F) a0 g)ρ b : Fρ[S `]

ri 
 (natrec (λx.F) a0 g)ρ a = (natrec (λx.F) a0 g)ρ b : Fρ[S `]

But ri 
 a = S ` : N, thus, ri 
 Fρ[a] = Fρ[S `]. By Lemma 2.24 we get
then that

ri 
 (natrec (λx.F) a0 g)ρ a = (natrec (λx.F) a0 g)ρ b : Fρ[a]

As indicated above, this is sufficient to show q 
 (natrec (λx.F) a0 g)ρ :
Π(x : N)Fρ. Similarly we can show q 
 (natrec (λx.F) a0 g)σ : Π(x :
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N)Fσ. To show that q 
 (natrec (λx.F) a0 g)ρ = (natrec (λx.F) a0 g)σ :
Π(x : N)Fρ we need to show that whenever r 
 a : Fρ for some r 6 q
we have r 
 (natrec (λx.F) a0 g)ρ a = (natrec (λx.F) a0 g)σ a : Fρ[a]. Let
r 
 a : F for r 6 q. By Lemma 2.23 we have a partition r C r1, . . . , rm
where ri ` a ⇒∗ ni : N. Similarly to the above it will be sufficient
to show ri 
 (natrec (λx.F) a0 g)ρ a = (natrec (λx.F) a0 g)σ a : Fρ[a] for
each i.

Let ni := Ski 0. By induction on ki. If ki = 0 then as above

ri 
 (natrec (λx.F) a0 g)ρ a = a0ρ : Fρ[a]

ri 
 (natrec (λx.F) a0 g)σ a = a0σ : Fσ[b]

Since r 
 ρ = σ : Γ we have ri 
 (ρ, a) = (σ, a) : (Γ, x : N). We have
then that ri 
 Fρ[a] = Fσ[a]. But we also have that ri 
 a0ρ = a0σ :
Fρ[a]. By Lemma 2.24, symmetry and transitivity it then follows that
ri 
 (natrec (λx.F) a0 g)ρ a = (natrec (λx.F) a0 g)σ a : Fρ[a].

Assume the statement holds for ki ≤ `. Let ni = S `. As before we have
that

ri ` (natrec (λx.F) a0 g)ρ a⇒∗ gρ ` ((natrec (λx.F) a0 g)ρ `) : Fρ[S `]

ri ` (natrec (λx.F) a0 g)σ a⇒∗ gσ ` ((natrec (λx.F) a0 g)σ `) : Fσ[S `]

By the induction hypothesis

ri 
 (natrec (λx.F) a0 g)ρ ` = (natrec (λx.F) a0 g)σ ` : Fρ[`]

But ri 
 gρ = gσ : (Π(x : N)(F[x]→ F[S x]))ρ, thus

ri 
 gρ ` ((natrec (λx.F) a0 g)ρ `) = gσ ` ((natrec (λx.F) a0 g)σ `) : Fρ[S `]

But ri 
 Fρ[S `] = Fσ[S `] and ri 
 Fρ[a] = Fρ[S `]. By Lemma 2.24,
symmetry and transitivity we have then that

ri 
 (natrec (λx.F) a0 g)ρ a = (natrec (λx.F) a0 g)σ a : Fρ[a]

Which is sufficient to show

q 
 (natrec (λx.F) a0 g)ρ = (natrec (λx.F) a0 g)σ : Π(x : N)Fρ
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Lemma 3.22.

Γ, x : N ` F Γ �p a0 : F[0] Γ �p g : Π(x : N)(F[x]→ F[S x])

Γ �p natrec (λx.F) a0 g 0 = a0 : F[0]

Proof. Let q 6 p and q 
 ρ : Γ. We have `q ρ : Γ and thus we get that `q
(natrec (λx.F) a0 g 0)ρ = a0ρ : Fρ[0]. But (natrec (λx.F) a0 g 0)ρ ⇒ a0ρ.
Thus q ` (natrec (λx.F) a0 g 0)ρ ⇒ a0ρ : Fρ[0]. But q 
 a0ρ : Fρ[0]. By
Lemma 3.2 we have q 
 (natrec (λx.F) a0 g 0)ρ = a0ρ : Fρ[0].

Lemma 3.23.

Γ, x : N �p F Γ �p a0 : F[0] Γ �p n : N Γ �p g : Π(x : N)(F[x]→ F[S x])

Γ �p natrec (λx.F) a0 g (S n) = g n (natrec (λx.F) a0 g n) : F[S n]

Proof. Let q 6 p and q 
 ρ : Γ. We have q 
 nρ : N. By Lemma 2.23
there is a partition q C q1, . . . , qm where qi ` nρ ⇒∗ ni : N. Thus
qi ` S nρ⇒∗ S ni : N. We have then that

qi `(natrec (λx.F) a0 g (S n))ρ⇒∗ (natrec (λx.F) a0 g)ρ (S ni)

⇒∗ gρ ni ((natrec (λx.F) a0 g)ρ ni) : Fρ[S ni]

But

qi `(g n (natrec (λx.F) a0 g n))ρ

⇒∗ gρ ni ((natrec (λx.F) a0 g)ρ ni) : Fρ[S ni]

By Corollary 3.3, symmetry and transitivity we have

qi 
(natrec (λx.F) a0 g (S n))ρ = (g n (natrec (λx.F) a0 g n))ρ : Fρ[S ni]

Since qi 
 nρ = ni : N we have that qi 
 Fρ[S ni] = Fρ[S nρ]. By
Lemma 2.24 we then have

qi 
(natrec (λx.F) a0 g (S n))ρ = (g n (natrec (λx.F) a0 g n))ρ : F[S n]ρ

By local character we have

q 
(natrec (λx.F) a0 g (S n))ρ = (g n (natrec (λx.F) a0 g n))ρ : F[S n]ρ
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Lemma 3.24.

Γ, x : N �p F = G Γ �p a0 : F[0] Γ �p g : Π(x : N)(F[x]→ F[S x])

Γ �p natrec (λx.F) a0 g = natrec (λx.G) a0 g : Π(x : N)F

Proof. Since the proof is very similar to that of Lemma 3.21 we only
sketch the idea below.

Let q 6 p and q 
 ρ : Γ. Let r 6 q and r 
 n : N. By Lemma 2.23
there is a partition r C r1, . . . , rm such that for each i, ri ` n ⇒∗ ni : N.
But then we have ri 
 (ρ, ni) : (Γ, x : N) and thus ri 
 Fρ[ni] = Gρ[ni].
From this observation, in a manner similar to that used in the proof of
Lemma 3.21, one can show by induction on ni that

ri 
 (natrec (λx.F) a0 g)ρ ni = natrec (λx.G) a0 g ni : Fρ[ni]

Having shown the above forcing for each i, it will then follow from
Corollary 3.3 and Lemma 2.24 that

ri 
 (natrec (λx.F) a0 g)ρ n = (natrec (λx.G) a0 g)ρ n : Fρ[n]

By local character it will then follow that

r 
 (natrec (λx.F) a0 g)ρ n = (natrec (λx.G) a0 g)ρ n : Fρ[n]

Thus proving

q 
 (natrec (λx.F) a0 g)ρ = (natrec (λx.G) a0 g)ρ : (Π(x : N)F)ρ

Lemma 3.25.
Γ `p

Γ �p N2

Γ `p

Γ �p 0 : N2

Γ `p

Γ �p 1 : N2

Γ, x : N2 �p F Γ �p a0 : F[0] Γ �p a1 : F[1]

Γ �p boolrec (λx.F) a0 a1 : Π(x : N2)F

Γ, x : N2 �p F Γ �p a0 : F[0] Γ �p a1 : F[1]

Γ �p boolrec (λx.F) a0 a1 0 = a0 : F[0]

Γ, x : N2 `p F Γ �p a0 : F[0] Γ �p a1 : F[1]

Γ �p boolrec (λx.F) a0 a1 1 = a1 : F[1]

Γ, x : N2 �p F = G Γ �p a0 : F[0] Γ �p a1 : F[1]

Γ �p boolrec (λx.F) a0 a1 = boolrec (λx.G) a0 a1 : Π(x : N2)F
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Proof. Follows similarly to Lemma 3.20, Lemma 3.21, Lemma 3.22,
Lemma 3.23, and Lemma 3.24.

Lemma 3.26.
Γ `p

Γ �p N1

Γ `p

Γ �p 0 : N1

Γ, x : N1 �p F Γ �p a : F[0]

Γ �p unitrec (λx.F) a : Π(x : N1)F

Γ, x : N1 � F Γ �p a : F[0]

Γ �p unitrec (λx.F) a 0 = a : F[0]

Γ, x : N1 �p F = G Γ �p a : F[0]

Γ �p unitrec (λx.F) a = unitrec (λx.G) a : Π(x : N1)F

Proof. Follows similarly to Lemma 3.20, Lemma 3.21, Lemma 3.22, and
Lemma 3.24.

Lemma 3.27.
Γ `p

Γ �p N0

Γ, x : N0 �p F

Γ �p ⊥rec (λx.F) : Π(x : N0)F

Γ, x : N0 �p F = G

Γ �p ⊥rec (λx.F) = ⊥rec (λx.G) : Π(x : N0)F

Proof. Follows similarly to Lemma 3.20, Lemma 3.21, and Lemma 3.24.

Lemma 3.28.
Γ `p

Γ �p U
Γ �p F :U

Γ �p F
Γ �p F = G :U

Γ �p F = G
Γ `p

Γ �p N :U
Γ `p

Γ �p N2 :U

Γ �p F : U Γ, x : F �p G : U

Γ �p Π(x : F)G : U

Γ �p F = H : U Γ, x : F �p G = E : U

Γ �p Π(x : F)G = Π(x : H)E :U

Γ �p F : U Γ, x : F �p G : U

Γ �p Σ(x : F)G : U

Γ �p F = H : U Γ, x : F �p G = E : U

Γ �p Σ(x : F)G = Σ(x : H)E :U

Proof. Follows similarly to the above.

Lemma 3.29.
Γ �p t : F Γ �p F = G

Γ �p t : G
Γ �p t = u : F Γ �p F = G

Γ �p t = u : G

Γ �p F
Γ �p F = F

Γ �p F = G
Γ �p G = F

Γ �p F = G Γ �p G = H
Γ �p F = H
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Γ �p t : F
Γ �p t = t : F

Γ �p t = u : F
Γ �p u = t : F

Γ �p t = u : F Γ �p u = v : F
Γ �p t = v : F

Proof. Follows from Lemma 2.24, Lemma 2.25 and Lemma 2.26.

We have then the following corollary.

Corollary 3.30 (Soundness). If Γ `p J then Γ �p J

Theorem 3.31 (Fundamental Theorem). If `p J then p 
 J.

Proof. Follows from Corollary 3.30.

4 Markov’s principle

Now we have enough machinery to show the independence of MP from
type theory. The idea is that if a judgment J is derivable in type theory
(i.e. ` J) then it is derivable in the forcing extension (i.e. `〈〉 J) and by
Theorem 3.31 it holds in the interpretation (i.e. 
 J). It thus suffices to
show that there no t such that 
 t :MP to establish the independence of
MP from type theory. First we recall the formulation of MP.

MP := Π(h : N → N2)[¬¬(Σ(x : N) IsZero (h x))→ Σ(x : N) IsZero (h x)]

where IsZero : N2 → U is given by IsZero := λy.boolrec (λx.U) N1 N0 y.

Lemma 4.1. There is no term t such that 
 t : Σ(x : N) IsZero (f x).

Proof. Assume 
 t : Σ(x : N) IsZero (f x) for some t. We then have

 t.1 : N and 
 t.2 : IsZero (f t.1). By Lemma 2.23 one has a par-
tition 〈〉 C p1, . . . , pn where for each i, pi ` t.1 ⇒∗ mi for some
mi ∈ N. Hence pi ` IsZero (f t.1) ⇒∗ IsZero (f mi) and by Lemma 3.1
pi 
 IsZero (f t.1) = IsZero (f mi). But, by definition, a partition of 〈〉
must contain a condition, say pj, such that pj(k) = 1 whenever k ∈
dom(pj) (this holds vacuously for 〈〉 C 〈〉). Assume mj ∈ dom(pj), then
pj ` IsZero (f t.1) ⇒∗ IsZero (f mj) ⇒∗ N0. By monotonicity, from 
 t.2 :
IsZero (f t.1) we get pj 
 t.2 : IsZero (f t.1). But pj ` IsZero (f t.1) ⇒∗ N0
thus pj 
 IsZero (f t.1) = N0. Hence, by Lemma 2.24, pj 
 t.2 : N0 which
is impossible, thus contradicting our assumption. If on the other hand
mj /∈ dom(pj) then since pj C pj(mj, 0), pj(mj, 1) we can apply the above
argument with pj(mj, 1) instead of pj.

Lemma 4.2. There is no term t such that 
 t :MP.
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Proof. Assume 
 t : MP for some t. From the definition, whenever

 g : N → N2 we have 
 t g : ¬¬(Σ(x : N) IsZero (g x)) → Σ(x :
N) IsZero (g x). Since by Corollary 3.4, 
 f : N → N2 we have 
 t f :
¬¬(Σ(x : N) IsZero (f x)) → Σ(x : N) IsZero (f x). Since by Lemma 3.6

 w : ¬¬(Σ(x : N) IsZero (f x)) we have 
 (t f)w : Σ(x : N) IsZero (f x)
which is impossible by Lemma 4.1.

From Theorem 3.31, Lemma 4.2, and Lemma 1.3 we can then conclude:

Theorem 1.1. There is no term t such that MLTT ` t :MP.

4.1 Many Cohen reals

We extend the type system in Section 1 further by adding a generic
point fq for each condition q. The introduction and conversion rules for
fq are given by:

Γ `p

Γ `p fq : N → N2

Γ `p
n ∈ dom(q)

Γ `p fq n = 1

Γ `p
n /∈ dom(q), n ∈ dom(p)

Γ `p fq n = p(n)

With the reduction rules:

n ∈ dom(q)
fq n→ 1

n /∈ dom(q), n ∈ dom(p)
fq n→p p(n)

We observe that with these added rules the reduction relation is still
monotone.

For each fq we add a term:

Γ `p

Γ `p wq :¬¬(Σ(x : N) IsZero (fq x))

Finally we add a term mw witnessing the negation of MP

Γ `p

Γ `p mw :¬MP
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By analogy to Corollary 3.4 we have

Lemma 4.3. 
 fq : N → N2 for all q.

Lemma 4.4. 
 wq :¬¬(Σ(x : N) IsZero (fq x)) for all q.

Proof. Assume p 
 t :¬(Σ(x : N)IsZero (fq x)) for some p and t. Let m /∈
dom(q) ∪ dom(p), we have p(m, 0) 
 fq m = 0. Thus p(m, 0) 
 (m, 0) :
Σ(x : N) IsZero (fq x) and p(m, 0) 
 t (m, 0) : N0 which is impossible.

Lemma 4.5. There is no term t for which q 
 t : Σ(x : N) IsZero (fq x).

Proof. Assume q 
 t : Σ(x : N) IsZero (fq x) for some t. We then have
q 
 t.1 : N and q 
 t.2 : IsZero (fq t.1). By Lemma 2.23 one has a partition
q C q1, . . . , qn where for each i, t.1 ⇒∗qi

mi for some mi ∈ N. Hence
qi ` IsZero (fq t.1) ⇒∗ IsZero (fq mi) . But any partition of q contain
a condition, say qj, where qj(k) = 1 whenever k /∈ dom(q) and k ∈
dom(qj). Assume mj ∈ dom(qj). If mj ∈ dom(q) then qj ` fq mj ⇒
1 : N2 and if mj /∈ dom(q) then qj ` fq mj ⇒ qj(k) := 1 : N2. Thus
qj ` IsZero (fq t.1) ⇒∗ N0 and by Lemma 3.1 qj 
 IsZero (f t.1) = N0.
From 
 t.2 : IsZero (f t.1) by monotonicity and Lemma 2.24 we have
qj 
 t.2 : N0 which is impossible. If on the other hand mj /∈ dom(qj)
then since qj C qj(mj, 0), qj(mj, 1) we can apply the above argument
with qj(mj, 1) instead of qj.

Lemma 4.6. 
 mw :¬MP

Proof. Assume p 
 t : MP for some p and t. Thus whenever q 6 p
and q 
 u : N → N2 then q 
 t u : ¬¬(Σ(x : N) IsZero (u x)) → (Σ(x :
N) IsZero (u x)). But we have q 
 fq : N → N2 by Lemma 4.3. Hence
q 
 t fq : ¬¬(Σ(x : N)IsZero (fq x)) → (Σ(x : N)IsZero (fq x)). But q 

wq : ¬¬(Σ(x : N)IsZero (fq x)) by Lemma 4.4. Thus q 
 (t fq)wq : Σ(x :
N) IsZero (fq x) which is impossible by Lemma 4.5.

We have then that this extension is sound with respect to the interpre-
tation. Hence we have shown the following statement.

Theorem 4.7. There is a consistent extension of MLTT where ¬MP is deriv-
able.
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Conclusion and Future
Work: Interpretation of the
Universe in Sheaf Models

In this chapter we discuss, rather informally, the problem of the inter-
pretation of the universe in sheaf models of type theory.

1 The universe in type theory

The type theory we are considering here is similar to the one presented
in Section V.1 except that we have a smallness judgment Γ ` A small

along with the rule

Γ ` A small
Γ ` A

and change the rules for the universe to:

U ` El small
Γ ` a :U

Γ ` El[a] small
Γ ` A small
Γ ` pAq :U

Γ ` A
Γ ` El[pAq] = A

Γ ` a :U
Γ ` pEl[a]q = a :U

Where [a] = (id, a) : Γ→ Γ.U.

We start by recalling briefly the definition of a presheaf model of type
theory by Hofmann [1997], Coquand [2013] and others.

For readability we use the same symbols for types, contexts, terms and
their interpretation.
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1.1 Presheaf models of type theory

Let C be a small category. A context Γ is interpreted by a presheaf over
C. A substitution is interpreted by a presheaf map σ : ∆→ Γ.

A type Γ ` A is interpreted by a presheaf over the category of elements
of Γ. That is to say A is a family of sets A(ρ) for each X and ρ ∈ Γ(X)
with restrictions A(ρ) 3 u 7→ u f ∈ A(ρ f ) such that (u f )g = u( f g). Let
σ : ∆ → Γ, the type ∆ ` Aσ is then given by (Aσ)(δ) = A(σδ) for any
X and δ ∈ ∆(X).

A comprehension Γ.A is the presheaf defined by Γ.A(X) = {(ρ, d) | u ∈
A(ρ), ρ ∈ Γ(X)} with restriction (ρ, u) 7→ (ρ f , u f ) along f : Y → X. We
then have a projection Γ.A→ Γ given by (ρ, u) 7→ ρ.

A term Γ ` a : A is interpreted by a section of the projection Γ.A → Γ.
That is to say a term is a family of elements a(ρ) where a(ρ) ∈ A(ρ)
for each X and ρ ∈ Γ(X) such that a(ρ) f = a(ρ f ). Let σ : ∆ → Γ and
δ ∈ ∆(X) the term ∆ ` aσ : Aσ is given by (aσ)δ = a(σδ).

Given Γ ` A and Γ.A ` B we interpret type formers as follows:

For a type Γ ` Π(x : A)B an element of (Π(x : A)B)(ρ) is given by a
family ω indexed by arrows Y → X where ωh ∈ ∏a∈Aρh B(ρh, a) for
h : Y → X, ρ ∈ Γ(X). The restriction ω f along f : Y → X is given by
(ω f )g = ω f g for g : Z → Y.

For Γ ` A we say that A is small if A(ρ) is small for all X and ρ ∈ Γ(X).
An element of U(X) is a presheaf over (the Yoneda of) X, i.e. a family
(A(h))h:W→X with restrictions A f along f : Y → X given by A f (g) =
A( f g) for g : Z → Y.

For Γ ` A small we define pAq(ρ) to be the presheaf over X given by
(pAq(ρ))( f ) = A(ρ f ) for f : Y → X and ρ ∈ Γ(X).

The classifying (display/decoding) family El is a small presheaf over U
given by El(A) = A(1X) for A ∈ U(X).

For Γ ` A small we have then Γ ` pAq : U and Γ ` El[pAq] = A. More-
over we have Γ ` pEl[a]q = a : U for Γ ` a : U. This is the commonly
called Hofmann-Streicher interpretation of the universe [Hofmann and
Streicher, 199?].

One can then verify that type theory is sound for this model, see for
example [Bezem et al., 2014].

1.2 Sheaf models of type theory

Let (C, J) be a site. A natural starting point for finding a sheaf inter-
pretation would be to replicate the above interpretation only replacing
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presheaves with sheaves. That is we interpret a context Γ by a sheaf
over (C, J) and a substitution by a sheaf morphism. The topology J in-
duces a topology JΓ on the category CΓ (the category of elements of Γ)
given by covering families { fi : (ρ fi, Xi) → (ρ, X)}i∈I ∈ JΓ(ρ, X) when-
ever { fi : Xi → X}i∈I ∈ J(X). A type Γ ` A is then interpreted as a
sheaf over the site (CΓ, JΓ). The interpretation of terms, type formers,
and context comprehension remain the same. One can then verify that
the sheaf property is stable for the interpretation of type formers and
context comprehension.

This interpretation fails when it comes to the universe though. If we
take U(X) to be the set of sheaves over X with the same restrictions
as described before then the U so defined is only a presheaf but not a
sheaf. Given two elements A and B in U(X) and a coverage { fi : Xi →
X}i∈I it could very well be that A and B restrict to the same elements
on the coverage while they are not identical, that is A fi

= B fi
for all

i ∈ I while A(1X) 6= B(1X). The sheaf property does not hold for this
interpretation of the universe then.

But what happens if we sheafify U? To answer that we note first that the
presheaf U satisfy the gluing part of the sheaf axiom; that is, for a cov-
erage { fi : Xi → X}i∈I whenever there is a matching family Ci ∈ U(Xi)
one has an element C ∈ U(X) such that C restricts to Ci along fi. How-
ever, U does not satisfy the uniqueness part of the sheaf axiom, i.e. the
presheaf U is not separated. The sheafification Ũ of U then amounts to
a quotient, that is we take as elements of Ũ(X) the equivalence classes
defined by the equivalence relation ∼ on U(X) given by: A ∼ B when-
ever there is a coverage { fi : X → X}i∈I such that A fi

= B fi
for all i.

But then it is not clear how to define the display El[[A]∼], where [A]∼
is the equivalence class of some A ∈ U(X).

See [Xu and Escardó, 2016] for more thoughts on the issue of universes
in sheaf models of type theory.

2 Stack models of type theory

A possible solution to the problem of interpretation of the universe in
sheaves is to interpret type theory in stacks. One can think of stacks as
higher order sheaves of groupoids.3

Let (C, J) be a small site where C has pullbacks.

Let Gpd be the 1-category of groupoids and groupoid morphisms.

3This section outlines a work in progress in collaboration with Thierry Coquand and
Fabian Ruch.
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Consider a coverage { fi : Xi → X}i∈I ∈ J(X) and the pullback cube

Xijk Xjk

Xij Xj

Xik Xk

Xi X

f jki

fikj

fijk

fkj

f jk

f ji

fij
fki

fik

fkfi

f j

Assume we are given a functor F : Cop → Gpd.

Given an object X of C let CX be the slice of C over X and JX the
comma topology. Let Hom/X(x, y) ∈ SetC

op
be the presheaf given

by Hom/X(x, y)(Y
f−→ X) = HomF(Y)(x f , y f ) and restrictions along

h : g→ f given by the action of the groupoid morphism F(h) : F(Y)→
F(Z), where g : Z → X, f : Y → X, h : Z → Y and f ◦ h = g.4

Given a family of elements xi ∈ F(Xi) and a family of isomorphisms
µij : xi fij

∼−→ xj f ji such that for each triple indices i, j, k ∈ I it holds that
µjk f jki ◦ µij fijk = µik fikj, where µjk f jki, µij fijk, and µik fikj are the restric-
tions of µjk, µij, and µik along f jki, fijk, and fikj. The family ({xi}, {µij})
is called descent datum (for the coverage { fi : Xi → X}i∈I).

The functor F is a prestack if it satisfies:

1. Given x, y ∈ F(X) the presheaf Hom/X(x, y) is a sheaf on the site
(CX , JX).

F is a stack if it moreover satisfies

2. Given a descent datum ({xi}, {µij}) as described above there exist
x ∈ F(X) and isomorphisms νi : x fi

∼−→ xi for each i such that
µij ◦ νi fij = νj f ji. We say that (x, {νi}) is a glue of the descent
datum ({xi}, {µij}).

2.1 Interpretation of type theory in stacks

Assume we have a site (C, J) as described above. We outline an inter-
pretation of type theory in stacks.

4We introduce ◦ for composition in this section to avoid confusion with restriction of
groupoid morphism.
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Contexts, Grothendieck construction and dependent types: A Con-
text Γ is interpreted by a stack over (C, J). A substitution σ : ∆ → Γ
is interpreted by a stack morphism, that is, by a family of groupoid
morphisms σX : ∆(X)→ Γ(X) natural in X.

Given a context Γ : Cop → Gpd let CΓ be the Grothendieck construction
for Γ, that is to say, the objects of CΓ are pairs (X, γ) where X ∈ C
and γ ∈ Γ(X) and morphisms are pairs ( f , p) : (Y, α) → (X, γ) where
f : Y → X is a morphism in C and p : α→ γ f is an isomorphism in the
groupoid Γ(Y).

The topology J induces a topology JΓ on CΓ given by families {( fi, id) :
(Xi, γ fi)→ (X, γ)}i∈I ∈ JΓ((X, γ)) whenever { fi : Xi → X}i∈I ∈ J(X).

A type Γ ` A is interpreted by a stack A : Cop
Γ → Gpd. Let σ : ∆ → Γ

be a substitution. As in the presheaf interpretation the substitution Aσ
is interpreted by precomposition with the induced σ : Cop

∆ → C
op
Γ .

Context comprehension: Given Γ ` A the comprehension Γ.A is given
by the stack where Γ.A(X) is the groupoid with elements (γ, a) where
γ ∈ Γ(X), a ∈ A(γ) and morphisms (p, ν) : (α, b) → (γ, a) where
p : α

∼−→ γ in Γ(X) and ν : b ∼−→ a(id, p) in A(α). For f : Y → X we
have (γ, a) f = (γ f , a( f , id)) and (p, ν) f = (p f , ν( f , id)).

Terms: A term Γ ` a : A is interpreted by a section of the projection
p : Γ.A → Γ. That is to say by a family of elements a(γ) ∈ A(γ) for
each X and γ ∈ Γ(X) and a family of arrows a(q) : a(γ) → a(β)(id, q)
for each q : γ

∼−→ β in Γ(X). Moreover, if ( f , p) : (Y, α) → (X, γ) then
a(q)( f , p) = a(q f )(id, p), a(γ)( f , p) = a(γ f )(id, p) and if r : β

∼−→ δ in
Γ(X) then a(r ◦ q) = a(r)(id, q) ◦ a(q).

A substitution ∆ ` aσ : Aσ for some σ : ∆ → Γ is interpreted by
precomposition, i.e. aσ(δ) = a(σδ) and aσ(q) = a(σq), for δ ∈ ∆(X)
and q : δ→ δ′ ∈ ∆(X).

One can then define an arrow between terms Γ ` a : A and Γ ` b : A as
a family of arrows a(γ) ∼−→ b(γ) for each X and γ ∈ Γ(X) natural in γ.
One then can show that TmΓ(A) is groupoid.

Dependent functions and dependent pairs: Let Γ ` A and Γ.A ` B.

The type Γ ` Σ(x : A)B is interpreted by the stack where for X and
γ ∈ Γ(X) the elements of (Σ(x : A)B)(γ) are pairs (a, b) with a ∈ A(γ)
and b ∈ B(γ, a). The morphisms are pairs (ν, $) : (a, b) → (a′, b′)
where ν : a → a′ in A(γ) and $ : b → b′(id, ν) in B(γ, a). For ( f , p) :
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(Y, α)→ (X, γ) we have (a, b)( f , p) = (a( f , p), b( f , p, id)) and similarly
(ν, $)( f , p) = (ν( f , p), $( f , p, id)).

Assuming a subcanonical topology (i.e. the Yoneda yX is a sheaf for all
X).

Let X be an object of C and γ ∈ Γ(X). By the Yoneda Lemma γ induces
a substitution γ : yX → Γ. The type Γ ` Π(x : A)B is interpreted as:

(Π(x : A)B)(γ) = TmyX.AγB(γ ◦ p, q)

where p : yX.Aγ → yX and q ∈ TmyX.Aγ(Aγ)p are the familiar first
and second projections.

A map ( f , id) : (Y, γ f ) → (X, γ) induces a substitution yY.Aγ f →
yX.Aγ. Let ( f , p) : (Y, α) → (X, γ) and ω ∈ (Π(x : A)B)(γ). We
describe the restriction ω( f , p) of ω along ( f , p). Given g : Z → Y and
a ∈ A(αg) then b = (ω( f , p))(g, a) is given by transporting a along the
isomorphism (id, p−1g) : A(αg) ∼−→ A(γ f g) followed by an application
b′ = ω( f g, a(id, p−1g)) ∈ B(γ f g, a(id, p−1g)) then a transport along
the isomorphism (id, pg, id) : B(γ f g, a(id, p−1g)) ∼−→ B(αg, a), that is,
b = b′(id, pg, id). The description of ω( f , p)(g, d) where d : a ∼−→ a′ ∈
A(αg) is similar.

The restrictions of elements and morphisms in (Π(x : A)B)(γ) along
( f , p) is then given by the action of the substitution induced by ( f , id)on
TmyX.AγB(γ ◦ p, q).

In order to show that the Π(x : A)B so described is a stack one needs
to impose extra conditions on the objects of our model. Namely we
require that the stacks in this model come equipped with a uniform
glue operation, that is an operation that produces glues for descent
data and behaves well with restrictions. We omit these details here.

Small types and the universe: We interpret the judgment Γ ` A small
as saying that the stack A : Cop

Γ → Gpd is a small sheaf, or rather more
accurately A is a stack of small discrete groupoids.

The universe U is interpreted as follows: U(X) is the groupoid of small
sheaves over (CX , JX) and sheaf isomorphisms. That is to say an ele-
ment of U(X) is a type yX ` A where the judgment yX ` A small
holds. The U so described is indeed a stack [Vistoli, 2004, Example
3.20].

The coding p q and decoding El are interpreted as described in the
presheaf interpretation.
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Natural numbers and booleans As is usual in sheaf models, the in-
terpretation of natural numbers is given by a constant sheaf N, i.e. by
the sheafification of the constant presheaf of natural numbers. Custom-
arily this sheafification is described in terms of equivalence classes (the
plus construction). The eliminator natrec has then to be well defined
with respect to these equivalence classes. When it comes to elimination
of natural numbers into small types (i.e. sheaves) this is quite straight-
forward. The situation is not so obvious when it comes to elimination
of natural numbers into stacks. To properly define the elimination of
natural numbers in stacks we require that an element in N(X) can be
uniquely represented.

The situation is similar for the type N2 of booleans.

Identity types and univalence We can furthermore interpret identity
types. For Γ ` a : A and Γ ` b : A we interpret IdA(a, b) by the the set
(discrete groupoid) IdA(a, b)(γ) = HomA(γ)(a(γ), b(γ)).

We say that two types A and B are equivalent if there is a a contractible
map ϕ : A → B, i.e. the fibers of ϕ over b are contractible for all b : B.
If A and B are small (i.e. sheaves) then ϕ being contractible means that
its fiber over any b : B contains exactly one element. Which in turn
implies that A and B are isomorphic as sheaves. We can then transform
an equivalence between two small types to a path (isomorphism) in the
universe U.

Cantor space and the independence of Markov’s principle We now
turn our attention to Cantor space. The stacks over this site have a
relatively simple description.

Since we have at most one arrow between any two objects in this site,
whenever q 6 p and b ∈ A(p) we will write b|q for the restriction of b
to A(q).

For any object/condition p the objects in the coverage/partition p C
p1, . . . , pn are disjoint which means that the isomorphism part of a de-
scent datum is always trivial and any family {xi ∈ F(pi)} forms a
descent datum.

Thus a stack over Cantor space is defined as a prestack F with an oper-
ation glue that satisfies:
Whenever a0 ∈ F(p(m, 0)) and a1 ∈ F(p(m, 1)) for some m /∈ dom(p)
then glue(a0, a1) ∈ F(p).
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The restrictions of glue(a0, a1) are given by:

glue(a0, a1)|q =


a0|q, q 6 p(m, 0)
a1|q, q 6 p(m, 1)
glue(a0|q(m, 0), a1|q(m, 1)), Otherwise (i.e. m /∈ dom(p))

Now let r 6 q 6 p. If r 6 p(m, 0) then glue(a0, a1)|r = a0|r. If q 6
p(m, 0) then glue(a0, a1)|q = a0|q and (glue(a0, a1)|q)|r = (a0|q)|r =
a0|r. Otherwise, glue(a0, a1)|q = glue(a0|q(m, 0), a1|q(m, 1)). But since
r 6 p(m, 0) we have r 6 q(m, 0) and (glue(a0, a1)|q)|r = (a0|q(m, 0))|r =
a0|r. Similarly if r 6 p(m, 1). If on the other hand, m /∈ dom(r) we have

(glue(a0, a1)|q)|r = glue(a0|q(m, 0), a1|q(m, 1))|r
= glue(a0|r(m, 0), a1|r(m, 1)) = glue(a0, a1)|r

Thus stacks over Cantor space satisfy the uniform glue condition men-
tioned earlier.

We thus have the following strong conjecture:

Conjecture 2.1. Type theory with one universe, natural numbers, Π and Σ
types, and one level of univalence has a sound interpretation in stacks over
Cantor space.

A Corollary of the above conjecture would be that Markov’s principle is
independent from type theory. Thus giving another proof of the result
in Part B.

Considering the forcing extension of type theory presented in Part B.
We remark that the locality rule:
Γ `p1 J . . . Γ `pn J

p C p1 . . . pn
Γ `p J

cannot hold in general in the stack interpretation. For example if p C
p1, . . . , pn and Γ `pi A = B : U for all i it is not necessarily the case that
Γ `p A = B : U.

However this property still holds for small types. We can then replace
the locality rule with:
Γ `p1 a : A . . . Γ `pn a : A

p C p1 . . . pn
Γ `p a : A

Γ `p1 a = b : N1 . . . Γ `pn a = b : N1 p C p1 . . . pn
Γ `p a = b : N1

Γ `p1 a = b : N2 . . . Γ `pn a = b : N2 p C p1 . . . pn
Γ `p a : N2
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Γ `p1 a = b : N . . . Γ `pn a = b : N
p C p1 . . . pn

Γ `p a = b : N

The site of étale K-algebras and the separable closure Whether type
theory has an interpretation in stacks over the site of étale K-algebras is
still an open problem. In light of the work presented in Part A, if such
interpretation exists one can then extend type theory with the type of
separable algebraic closure of a field K. This should be quite useful for
formalization of algebra in type theory.
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Vopěnka, P. [1965], ‘The limits of sheaves and applications on construc-
tion of models’, Bull. Acad. Plon. Sci. 13, 189–192.

Waerden, V. D. [1930], ‘Eine bemerkung über die unzerlegbarkeit von
polynomen’, Math. Annalen 102, 738–739.

Walker, R. J. [1978], Algebraic curves, Springer-Verlag.

Wright, A. K. and Felleisen, M. [1994], ‘A syntactic approach to type
soundness’, Information and Computation 115(1), 38 – 94.

Xu, C. and Escardó, M. [2016], Universes in sheaf models. University
of Birmingham.


	Categorical Preliminaries
	Functors and presheaves
	Elementary topos
	Grothendieck topos
	Natural numbers object and sheafification
	Kripke–Joyal sheaf semantics


	A Algebra: Newton-Puiseux Theorem
	Constructive Newton–Puiseux Theorem
	Algebraic preliminaries
	Newton–Puiseux theorem
	Related results

	The Separable Algebraic Closure
	The category of Étale K-Algebras
	A topology for AopK
	The separable algebraic closure
	The power series object
	The constant sheaves of Sh(AopK,J)

	Choice axioms
	The logic of Sh(AopK, J)
	Eliminating the assumption of algebraic closure

	Dynamic Newton–Puiseux Theorem
	Dynamic Newton–Puiseux Theorem
	Analysis of the algorithm


	B Type Theory: The Independence of Markov's Principle
	The Independence of Markov's Principle in Type Theory
	Type theory and forcing extension
	Type system
	Markov's principle
	Forcing extension

	A Semantics of the forcing extension
	Reduction rules
	Computability predicate and relation

	Soundness
	Markov's principle
	Many Cohen reals


	Conclusion and Future Work
	The universe in type theory
	Presheaf models of type theory
	Sheaf models of type theory

	Stack models of type theory
	Interpretation of type theory in stacks




