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Abstract

Molecular electronic states possessing a double core-vacancy, referred to
as double-core-hole (DCH) states, were predicted more than thirty years ago,
to have interesting properties, which would allow one to probe matter in a
much more detailed way compared to conventional single core-vacancy tech-
niques. Though DCH states are characterized by low cross-sections compared
to the dominant single-core-hole (SCH) states, which implies experimental
challenges, the development of third generation synchrotron radiation (SR)
facilities and X-ray free electron lasers (XFEL), in combination with advanced
spectroscopy techniques, resulted recently in a significant number of scientific
works reporting on the observation of different types of DCH states.

Within the framework of this thesis, experimental work in terms of high
resolution single channel electron spectroscopy was carried out, detecting
DCH states of the form K—1L~1V, where one core electron has been ionized
and the second has been excited to an unoccupied orbital V. One example
concerns the case of HCl, where the experimental spectrum has been repro-
duced by a fit model taking into account Rydberg series within different spin-
orbit multiplicities. From this analysis, the thresholds for the double ioniza-
tion continua and the quantum defects for different Rydberg electrons have
been extrapolated. Furthermore, electron spectra reflecting the formation of
K~2V DCH states, which involve the K shells of the N and C atoms in CH3CN,
have also been recorded and interpreted based on a theoretical model consid-
ering the direct (dipolar ionization - monopolar excitation) or the conjugate
(dipolar excitation - monopolar ionization) nature of each observed transi-
tion. In addition, the initial and final state effects contributing to the chemical
shift between the two non-equivalent C atoms have been discussed and visu-
alized by employing a Wagner plot.

Related results are reported on the formation of K~2V DCH states in SF;
and CS,. The influence of the slope of the potential energy curve on the broad-
ening of the spectral features is discussed along with the appearance of a pro-
nounced background. Fingerprints of nuclear dynamics upon the decay of
several types of DCH states in HyO have been identified by recording the
related hyper-satellite Auger spectrum.

Complementary, the technique of multi-electron coincidence spectroscopy
was used for the study of the formation of K~2V and K2 DCH states in
C4Hjo, where the latter type of DCHs with both core electrons being ejected
to the continuum, has been measured directly and in the same experiment as
the K—2V states.
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Populirvetenskaplig
sammanfattning

Den hir avhandlingen bygger pa studier av atomer och molekyler som
vaxelverkar med ljus sa att elektroner, med negativ laddning, slds ut fran
atomerna/molekylerna som blir positivt laddade joner. Effekten observer-
ades av Heinrich Hertz ar 1887 och forklarades teoretiskt med hjdlp av den
fotoelektriska lagen av Albert Einstein ar 1905, som ledde till hans Nobelpris
i Fysik. Einstein forklarade det som att energi 6verfors till materia i form av
diskreta paket, fotoner, och att den (foto)elektron som slés ut far en rorelseen-
ergi, Ey, som bestams av Ey = hv — E;,, ddr E;, ar fotoelektronens bindningsen-
ergi hos atomen eller molekylen och hv &r fotonens energi. I en atom eller
molekyl kan elektronerna ockupera olika elektronskal, dér elektroner fran
olika elektronskal har olika bindningsenergi. Beroende p4 fotonenergi kan
man avldgsna elektroner fran yttre (valens) elektronskal eller fran ett inre
(kdrn) elektronskal. Nar en elektron avldgsnas fran ett elektronskal si 1am-
nas en vakans, som i sin tur kan starta flera andra processer.

Fotoelektronspektroskopi gar ut pa att méta rorelseenergin hos de utslag-
na elektronerna, en teknisk utveckling som initierades med Kai Siegbahns
banbrytande arbete som gav honom Nobelpriset i fysik 1981. Tack vare det
systematiska arbete av Kai Siegbahn och hans forskargrupp vet vi idag att
bindningsenergierna hos innerskalselektronerna kan ta olika varden beroende
pa deras kemiska omgivning. Detta fenomen &r ként i litteraturen som kemiskt
skift och ledde till begreppet elektronspektroskopi for kemisk analys (Elec-
tron Spectroscopy for Chemical Analysis (ESCA)), som flitigt anvéands for
att identifiera sammanséttningen av molekyler eller fasta material. Aven om
Siegbahns teknik var revolutionerande pa sin tid, sa vet vi idag att ESCA-
metodens kanslighet dr begransad i vissa fall.

Redan f6r mer dn 30 ar sedan forutspaddes det, av Lorenz Cederbaum, att
molekyldra elektroniska tillstdnd som involverar en dubbelinnerskalsvakans
kommer att vara mera kénslig for den kemiska omgivningen &n enkelinner-
skalsvakanser som i forsta hand studeras med Siegbahns ESCA metod.

Experimentella studier av tillstdnd med tv4 vakanser i inre skal har nyli-
gen blivit mdjliga tack vare utvecklingen av kraftfulla ljuskéllor sa som fri-
elektron-laser (FEL) och synkrotronljuslagringsringar av tredje generationen,
i kombination med hogeffektiva och hogupplosande elektronanalysatorer.

Tillstdnd med dubbla vakanser i inre skal kan skapas pa flera olika sétt,
t.ex. genom att direkt frigéra bada elektronerna med en foton. Metoden som
denna avhandling framst bygger pa involverar mekanismer som paverkar
tvad innerskalselektroner av vilka en frigors samtidigt som den andra excit-
eras till ett tomt skal. Det finns tvd processer som leder till bildande av den
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typen av dubbelvakanser i inre skal. I det ena fallet frigérs en av innerskalsek-
tronerna i form av dipoldr jonisering atféljd av monopolar excitation av den
andra innerskalselektronen; denna mekanism kallas f6r den direkta processen.
Den andra mekanismen, som kallas for den konjungerade processen, bygger
pa en dipoldr excitation av den ena innerskalselektronen som atfoljs av en
monopolér jonisering av den andra innerskalselektronen. Malet med denna
avhandling dr att undersdka och kartldgga dessa dubbelvakanser i inre skal
under anvindning av synkrotronljusstralning och elektronspektrometrar av
hoég upplosning och hég insammlingseffekt i kombination med kvantkemiska
berdkningar.



Résumé populaire en fracais

L'observation de I’effet photoélectrique par H. Hertz en 1887 et son expli-
cation par A. Einstein en 1905 pour laquelle il a recu le prix Nobel de physique
constitue la base du développement de la technique de spectroscopie pho-
toélectronique. L'idée derriere cette technique est de mesurer 1'énergie ciné-
tique du photoélectron, quand I'energie du photon est connue. Ensuite, 1'équ-
ation hv = E, + KE, ou hv est1’énergie du photon et KE 1’énergie cinétique du
photoélectron, peut étre utilisée pour obtenir 1'énergie de liaison de I’électron
Ep. En utilisant différentes énergies de photon, nous pouvons sonder depuis
les couches de valence jusqu’aux couches profondes d’un atome ou d’un molé-
cule.

Grace au travail du physicien Kai Siegbahn, il a été observé que 'énergie
du liaison d’un atome en couche K peut prendre différentes valeurs en fonc-
tion de son environnement chimique. Ce phénomene est connu sous le nom
de déplacement chimique et il peut étre utilisé pour identifier la composition
d’un molécule. Ceci est connu sous le nom de spectroscopie électronique pour
’analyse chimique (Electron Spectroscopy for Chemical Analysis (ESCA)).
Néanmoins, dans certains cas d’environnements chimiques similaires, il n’est
plus possible de distinguer le méme atome.

En 1986 il a été predit par L. Cederbaum que des états moléculaires ou
deux atomes ayant un couche K ionisée, noté comme K—1K~1 seront plus
sensibles a I’environnement chimique que les états K—! étudiés au début de
I"ESCA. Les états K2, ou deux électrons en couche K du méme atome ont
été éjectés sont intéressants a étudier en raison de la grande relaxation des or-
bitales moléculaires. En anglais ces états de double trous sont appelés “double-
core-hole (DCH) states”. La formation d'un état DCH peut étre causé par un
mécanisme out un électron K est ionisé et ’autre est excité. Ces états DCH
sont notés comme K2V, ou V est I’orbitale moléculaire vide dans laquelle
I'électron excité a été promu. Il y a deux manieres de créer ces états K=2V.
Dans le chemin direct une ionisation dipolaire accompagnée d une excitation
monopolaire auront lieu. Dans le chemin conjugué, I'excitation dipolaire est
accompagnée par une ionisation monopolaire. Les symétries des états K=2V
sont interdites par spectroscopie d’absoprion conventionnelle, ¢’est pourquoi
nous sommes intéressés a eux.

L’observation expérimentale des états K2, K2V K 1K letK 1K1V est
devenue réalisable grace au développement de laser a électrons libres (free
electron laser (FEL)) et des centres de rayonnement synchrotron de troisieme
génération. Pour la détection des états K—2V et K"'K~!V nous pouvons utili-
ser une configuration expérimentale a haute résolution avec un analyseur
d’électrons. Pour la détection des états K2 et K 1K1, un spectrometre a
bouteille magnétique peut étre utilisé. Dans le cadre de cette these nous avons
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étudié la formation des états K~2V de molécules en utilisant de rayonnement
synchrotron a la ligne de lumiere GALAXIES du synchrotron SOLEIL avec
une configuration expérimentale a haute résolution.
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ITeiAnyn ot eAANVIKK

H avamntuén e KBavtounxavikrg oTic agx£g Tov OO YOUEVOL oilw-
va elxe wg anotéAeopa TV &g PAO0S KATAVONOT TNG ATOUIKTIG OOUT|G.
Xwolc va eloéABovue oe AemTOHEQELES, elval YVwOTO OTL Tt NAEKTQOVIX
YURW ATO TOV TTLENVA £€VOG ATOUOL HUTTOQOVV Vo kataveun0ovv Baoet ov-
YKEKQIHEVWV KAVOVWV OTA ATOUIKA TQOXLAKA, T omola elvat AVOELS TG
eflowong Schrodinger yux éva adtopo. Eva atopikd tooxtaxo meoryoadetat
amd Tels KPavTikoLs aBpovs (n, £, my).

O xvolog kPBavteog aplbuog, n = 1,2,..., oxetiCetal e TV evéQyelx
TOV NAEKTQOVIOL 0TO ATOHO, EVW 0 ALLUOVOLAKOS KALO LAY VITIKOS KPavTL-
KOG apOpog, ¢ =0,...,n —lxkavmy = —¢,...,0, ..., ¢ avtiotolxa, oxetiCovta
LLE TNV TEOX LKT) 0TEOPoQUT) ToL NAeKkTEOVIOL. EvanAektoovio mepryodde-
TALE PACELTIC TIHES TWV KPAVTIKWV QO UV TOL TQOXLAXKOV TTOL KATAAX -
Bavel, kaBwg emiong kat eVOg TETAQTOL KPavTuKoL aglduov, ms = £1/2,
0 oTolog delyVeL TNV TIUN TG TEOPOATIC TOVL OTILV TOVL NAEKTQOVIOL TAVQW
oe évav afova. Lto onuelo avto opeidovpe va avadEQovpe 0TL COUPWVA
e TNV amoryoeuTikt) agxr) tov Pauli, éva atopiko tooxiaxo dev pmopel va
KATAAXPUPBAVETALATIO TTEQLOTOTEQN ATIO OVO NJAEKTOOVIA, KALOTOV KATAAOU-
Bavetatamd dvo nAektEovia, avtd Oa éxovv avtiOeTeg TIHES TOL KPAVTLKOV
aplOpov ms.

HAextoovia pe v dx tiur) tov k0oov kBavticot agldpov n, Aéue
otLkaTaAapBavovy Ty D nAextooviakn otiBada. O pacuATOoKOTIKOS
OVUPOALTHOS TV OTRAdWYV Eektvael attd To Yoappa K tov Aativucot aAdd-
nTov, To omolo avtiotorxet otnVv TN 11 = 1 ToL KVELOL KPAVTLIKOV AELOHOD.
Avadoyayun = 2 éxovue m otiBada L k.0.x. To mAN00g twv nAektooviwv
UG OTPADAG diveTal amo T ox€on 2n2, dmov n elvat o KUQLOG KPavTikKog
apOpoc. HAektoovia mov kataAappavovv tic otiBadec Kkat L, avadégo-
vtat ovvNBWS WS NAEKTEOVIAX KOQUOU 1] E0WTEQIKA NAEKTOOVIX KAl elvat
LOXLOA déopa kaBws «atoBavovtarr 0AOKANQEO 1) «oxedOV» 0AOKATQO TO
Oetikd MuENVIKO PoTio. AvTiDeta Tt NAEKTEOVIA TWV EEWTEQKWV OTIRA-
dwv, M\N, ..., «atc@dvovtawr ndvo éva Hépog Tov TuENVIKOL GogTtiov Adyw
™G OwEAKIONG ATO T NNAEKTOOVIA KOQMOV, etva dnAadr) acOevawg déouia
Kat avadégovtal ws NAektoovia c0évoug. TéAog alilel va avadepOel OtL
NAEKTEOVIA HLAG OUYKEKQLUEVTIC OTLRADAS KATAAAUBAVOLV dladOoQeTLCéS
LTTOOTIPADES arvTr)G, TO TANO0G TV OTIolWV KaBoELleTAL ATIO TIG TIUES TIOV
ntaipvel 0 allpovdiakog KPavTiKos aptopog L.

1

TH evéoyeia tov nAektoviov e£aQTdTat and v Tiur ToL 1 HEVO OTa LOQOYOVOEDY
atopa (dtopa mov €xouv pudvo éva nAegkteovio, T.x. H, He™), ota moAunAektooviaka
aropa (dAa ta rtopa ekTOS Ao TO LOEOYOVO) 1) evéQyela kaBopiletat amd Tig TIHES TV
nxatl.
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Zopdwva pe ta mpoavadepévta, 1 otiada K yux tnv onota n = 1, O«
exetl pia vtootBada, £ = 0, eva n otBada Ly tnv onoia n = 2, O éxet
dvo vrootiBadec £ = 0, 1. Omwg Yo tig oTddec, avaAoya e TNV TLUT) TOV
¢, éxovpe TOUG AKOAOLOOVS PATUATOOKOTIKOVS CLUPOALOHOVG, Vi £ =
0,1,2,3 éxovpe g vrootpadeg s,p,d,f avriotorxa. Ot dixPpoeTikés TIES
TOV M1y AVTLOTOLXOVV 0€ DXPOQETIKOVG TTOOOAVATOALOHOVG TWV TOOX LKWV
(m.x. yian = 2xkarl = 1 vrtgoxovv tola k&Beta peta&d Toug TEOXLAKA 2p).
H katavoun twv NAektooviwy ota tooxakad yivetal e B&or tnv agxn g
dOUNONG, T.X. Y& TO ATOHO TOL aQYoL (Ar) to omolo éxet 18 nAektedvia
Oa éxovpe 15?25?2p®3s23p®, dmov ot exbéteg dNA@vVOLY TOV AEOUS TWV
nAextoviwv oe kaOe oTPdda kat TIg avaAoyeg vriooTPadec.

ITéoa amo v avamtuén e KBavtopunxavikng, évag akopo onuavTi-
KOG TIAQAYOVTAG TTOL aQyoTepa Oax ovvEBaAAe otV katavonon tng doung
™G VANG Yty 1 maQatrienot) ToV GTONAEKTOKOV GALVOUEVOL ATtd TOV
H. Hertz to 1887 kawn eme&rpynon tov ano tov A. Einstein to 1905, yix tnv
oTtola Tov amtovepur)Onke to Poafeio NopneA Puowkrc. To pwtonAekToko
Pavopuevo avadEQetatl oTNV eKTOUTI) NAEKTOOVIWY aTtd éva oLOTNUA,
otav g avto pooTtintel pws. H onuacia tov pwtonAektokod Gparvoue-
VOV elvat peyaAn), kaBwe avEédeLEe TO CWHATIOAKO XAQAKTI O TOL PwTOS
Kat kat’ eméktaon ) ditt) Tov pvon (cwpatido kat koua). Eywve de 1)
adeTnola yia TNV avamTtuén NG MEAUATIKTC TEXVIKIG TTOL OT)LEQA OVOLLK-
Covpe pwTonAekTpoviaxn GaouaTooKoTia.

H wéa mlow and avtr)v tnv evpéwge dadedopévn mAéov texvikn etvat
N €&1G: TEOKEHEVOL Vo AOOTIAOTEL £Vt NAEKTOOVIO, ATIO TO ATOUO YLt
TMaQAdeLY L, ToL Poioketal dETpLO (LOVIOUOS), TTRETIEL VA ATIOKTI|OEL EVEQ-
Yewx HeyaAvTeQn 1) TOLA&XLOTOV (0T e TNV eVEQYELx DETUEVOT|G TOL. AvTH
N evéQyelx Tov mMEOOPEQeTaL aTtd TO ATIOEEOPOVUEVO GWTOVIO. ZuvOwe N
EVEQYELX TOV PWTOVIOUL elval TOAD peyaAvTeon amo v evéQyela déoev-
ONG, HE TO MAEOVAOUA EVEQYELAS VO HETATQETETAL O KLVI)TIKT] EVEQYELX
TOV EKTIEUTIOUEVOL NAEKTQOVIOV. AOYW TNG AQX1S DLATI)ONONG TNG EVEQYEL-
ag Oa etvar hv = Es + Ei, 0mov hv elvaw 1) evégyeta tov wtoviov, Es 1)
evégyeln déopevoTng Tov NAekTEOVIoL kKat Eg 1) kKivntikn) tov evéQyeta. uve-
TG, YVWEILOVTAG TNV €VEQYELX TOU GWTOVIOL KAL HETQWVTAG TNV KLVT)-
TIKT) EVEQYELX TOL NAEKTQOVIOU UTTOQOVLLE VO LETQT)OOVLLE TELQAUATIKA TV
evépyelx déopevong E;. Emiong xonotpomouwvtag Gpwtovia dadpogeTikwv
EVEQYELDV, LTTOQOVHLE VX LOVIOOUILE ATIO TIG EEWTEQUKES OTIBADES, LEXOLKAL
6 ecwtepucés (K.L). Me tov 10010 avtd HToQovpe va €XOUUE HLX TTOAD
KAAT] EIKOVA TWV EVEQYELAKWV ETUTTEDWYV TOL LTIO UEAETN CLOTIHATOG.

H xataokeun twv KAtdAANA@V TERAUATIKOV dATAEEWV, ELX€ WG ATIO-
TEAEOUA TN CLOTNUATIKN HEAETT) TOAADV ATOULKWOV KAL LOQLAKWY OLOTN-
HATWV HETW PATUATOOKOTHAG PWTONAEKTOOVIWY, VW 1) LOXVS TNG avadelx-
Onie Waitepa péoa amod T dovAewk tov Gpuvotkov Kai Siegbahn, o omotog
TIAQATIIONOE OTLT EVEQYELX DETUEVONG TWV ECWTEQIKWYV NAEKTOOVIWV (kaxt
TO OVYKEKQLUEVA avTVv NG otPadag K) evég atopov mov ovppetéxet
OTO OXNUATIONO EVOS HOQLOV, TtaipVveL DIXPOQETUKES TIHES avAAoYa Ue TO
TeQPAAAOV TOL 0TO HOQLO (Tax Yettovika ge avto atopa). To pawvopevo
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QAVTO EVALYVWOTO WG XTULKT) HETATOTILON KAL elvalLT) BAon TG paouatooko-
miag nAektooviwy ya xnukr) avaAvor (Electron Spectroscopy for Chem-
ical Analysis (ESCA)). ITapdAa avta, yia MeQImtwoels 0Tov To (Do ATopHo
Poloketal oe magopox TEQIBAAAOVTA OL AVTIOTOLYEG EVEQYELES LOVIOLOV
elvat oAV kovtd peta&V touvg ka1 mpoavadepBelon texvikr) dev UmoQel
iAoV va xonotpomomn0el, OTws Y TV meQITTwoT Tov dvOgaka ota HoQLx
Csz, C2H4 KXL C2H6.

ITow amod Touxvtanévte mMeQlTov XOOVIX, i OewENTIKT) HeAET amo
tov L.S. Cederbaum .4, €del€e WG HOQLAKES KATAOTATELS OTIOL VO avTi
v éva eowtepka NAektedvia (amd ) otPpada K) éxovv oviotel, £xovv
KATIOLEG TOAD evdladépovoeg OOTNTEG. ITIo OLYKEKQIUEVA, KATAOTAOELS
OTIOL dLO dLADOPETIKA ATOUA OTO (OO HOQLO, £XOUV ATIO MK LOVIOHEVT
otBada K (ot omoteg cupBoAilovrar wg KTK™1) Ba xapatnpiCovtat amd
ALENUEVES XNHIKEG UETATOTIOELS, ETMUTEETOVTAG €TOL VA EEXWOIOOVE TO
(010 &dTOpO O& TAPOHOIX TLEQBAAAOVTA, OTIWS OTO TAQADELY LA TTOL AVAPEQ-
Onke MaQATAVW, HETEWVTAG TIC AVTIOTOLXEG EVEQYELEG DITTAOV LOVIOUOU,
ot omoieg Oa dradpépovv apketd petald tovs. H megintwon g dimAd
oviopévng otipadag K (n ontoia ovppoAiCetat wg K—2), ntaQovotdleL eTtiong
O (TEQO EVOLAPEQOV AOYW TNG €VTOVIG AVATIQOTAQIOYTIC TWV TQOXLAKWV
oe auTr) TNV MeRIMTWoT, kabws aAAdlel 11 BwEdkion Twv NAekTEOVIWY
o0évovug. Xtic mpoavadeOeloes kataotdoelg éxel amodobel o ayyAucdg
600¢ double-core-hole (DCH) states, eva évag mBavog 60oc ata eAANVIKA
Oa pmogovoe va elval 1AL ecwTepLKd Loviopéves kataotaoels. Otovupo-
Aopoit KK o K2 (vt v meoimdBeon ot éxovpe loviopuéves otiBd-
deg K) pumopovv emiong va xonotpomowmBovv yix va avadpepduaote oe
avtéc.

[Téoa amd Tig kataotdoeis K2, wa «keviip» otidda K pmogei va mookv-
PeL HEow eVOG UNXAVIOHOV TALTOXQOVOU E0WTEPLKOD LOVIO HOV-EOWTEPLKTGC
otéyepone. Kata tn dnpiovgyla tTwv KATAOTATEWY VTV €XOVLLE TOV LOVL-
OMO VOGS ek TV dVO NAekTEOVIWV TG oTiBAdac K, eva To devtepo petafPat-
Vel o€ éva un katnAepuévo tooxako c0évoug. Tétoleg kKataotaoelg mov
ota ayyAka avadégovtat wg DCH pre-edge states, O pmogovoav va amo-
0000VV 0T EAANVIKA WG KATAOTAOELS E0WTEPLKOV LOVIOUOV-ECWTEPIKNG
otéyeponc. Emtong émwg éxet detxOet arto tov S. Carniato k.& vtgxovv dVo
rTilavol «dEOo TTOL OO YOVV OTT ONULOVEY (X TOVG. LTNV TOWTI) TTEQLTTW-
on 1 aToEEOPTNON €VOC PWTOVIOU XL WS ATIOTEAEOUA TOV NAEKTQODLTIOAL-
KO LOVIOUO VOGS NAekTOOVIOL NG 0T ddac K kat v tavtdxpovn HOVOTIOAL-
K1) petaPaon (Al = 0) tov aAAov o éva pn KatetAnpévo teoxtako cOévoug.
Metapaoeic avtnc g poedns ovopaloviatapeoec petapaoceic (direct tran-
sitions). AvtiBeta, N amoEEOGN oM eVOg GWTOVIOL UTIOQEL V& €XEL WG ATIOTE-
Agopa TV NAEKTQOITIOA KN peTdPacm Tov TEWTOL NAegkTOoVIioL (AL = 1)
KQLTOV TAVTOXQOVO HOVOTIOALKO LOVIOHO TOL deVTeQOV. TéTtoteg petadoelg
avadégovtat we ovlvyeic uetapaoeic (conjugate transitions). I'ax Tig moon-
yolues kataotdoels éxetviofemOei o cvpBoAiouds K2V, érov to V ava-
dépetat 0To TEOX KO 00EVOUG TTOL KATAAT YELTO éVa €K TV OVO NAEKTQO-
viwv. Ot mpoavadepOévteg unxaviopol e0wTeQKOV LOVIOUOV-£0WTEQIKNG
OLEYEQONG LTTOQOVV VA& 0ONYT|OOLV O& TEAIKEG KATAOTATELS OL OTIOLEG etvart



ATIYOQEVUEVEG HEOW PATUATOOKOTIAG ATIOQQOPNOTG.

H kataokeur) melgapatikv kEVTowv aktivooAiag ovvyxotoov (syn-
chrotron radiation facility) toitng yeviag kaBwg ka1 avantuén tov A€iCeo
eAevBéowv nAektooviwv (free electron laser (FEL)), eixe wg amotéAsoua
EVary ONUAVTIKO QOO ETUOTNHOVIKWYV ONUOCLEVOEWY, TOOO 000V APOQX
¢ kataotdoeic K2 6oo kat tic K2V, Ou TEELQAMATIKEG TEXVIKEG YIX TNV
avixvevon Tétowwv kataotdoewv Baoilovtal elte oe PaopaTooKoTio LYPN-
ANG eVKQLVELXG, XONOLHUOTIOLOVTAGS EVAV NULTPALQIKO aVAALTI) NAEKTQOVIWY
(Wavu yia v kataygadr| kataotdoewv K—2V), eite oe paouatookonio
xo6vou mtrjong (time-of-flight) xonowonowdvtag éva paopatookonio pa-
yvnTikns PraAng (magnetic bottle spectrometer). Miax avaAvtikr) meoryoadn
TWV TIAQATIAVQW elval €KTOG TOL OKOTIOU MG ekAaikevuévng meQlAnyng,
aAAa progel va BoeBel 0To Ay YA KO Kelpevo avThg TG ODAKTOQIKTC dLXTOL-
TG, TO KUQLO AVTIKELPEVO TNG OTIOLAG ELVALT) TTELQUATIKY] LEAETI) KATAOTA-
oewv K2V pe xo1jon aktivoBoAiog cUvyxXQoTeov Kal twv dUo Teoavade-
OEVTWV TEQAUATIKWV TEXVIKWV.
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Chapter 1

Introduction

Understanding atomic and molecular structure has been one of the main
objectives of physics and chemistry for centuries. Over the years, many ideas
have been proposed, which have later been refined or rejected. One of the first
attempts to describe matter was performed by the ancient Greek philosophers
Leucippus (Aevkintmog) and his student Democritus (Anuodkottog), around
the fifth century B.C. They suggested that matter consists of fundamental
units and the name given to each such unit was atomo (dtopo), meaning some-
thing that cannot be cut, from which we get the word “atom” used today. This
atomic theory was abandoned until the early 1800s when John Dalton brought
back the idea of atoms in order to explain why in chemical reactions there are
always constant ratios of the reacting elements.

The development of quantum mechanics at the beginning of the previ-
ous century led to a deeper understanding of atomic structure and paved
the way to describe the more complicated molecular structure. This, nowa-
days, fundamental physical theory was strongly guided by experimental re-
sults, imposing new models and refined perspectives on the currently existing
ones. The Rutherford gold foil experiment [1] demonstrated that the Thom-
son model of the atom [2] was incorrect and the Rutherford model was intro-
duced. The latter was refined by Bohr, leading to the Bohr model [3] of the
atom. The shortcoming of the Bohr model to properly account for the poly-
electronic atoms, in combination with the duality of matter (wave and parti-
cle) suggested by L. De Broglie [4], resulted in further refinements, and finally
the Schrodinger equation [5], the corner-stone of modern, non-relativistic qua-
ntum mechanics came along. A function satisfying the Schrodinger equation
of a given system is called the wavefunction of the system and allows one to
obtain physical information related to the system. The atomic orbitals emerg-
ing from the solution ! of the Schrédinger equation for an atom allow one to
distribute the electrons of the atom in different shells and sub-shells and ex-
tract other physical information like the energies holding the electrons bound
to them. Furthermore, the combination of atomic orbitals leads to the forma-
tion of more complex molecular orbitals, and thus the creation of molecules.

Another key factor in the understanding of matter was the explanation of
the photoelectric effect, the ejection of electrons from the surface of a metal,

! An analytic solution of the Schrodinger equation is possible only for a very limited num-
ber of physical systems. The different approximative methods that can be applied in order
to solve the Schrodinger equation for poly-electronic atoms or molecules, are the subject of
quantum chemistry and are described in many textbooks [6].
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after it had been irradiated by light, by A. Einstein in 1905 [7], a phenomenon
first observed by H. Hertz in 1887 [8]. Einstein’s work demonstrated the par-
ticle nature of light and provided clear evidence for its dual nature (wave
and particle). Furthermore, it opened the way for the development of what
is known today as photoelectron spectroscopy. The main idea behind this tech-
nique is to measure the kinetic energies of electrons ejected by photons of a
known energy. Subsequently, conservation of energy implies that:

EK =hv — (Ef — Ei>, (11)

where Eg is the electron’s kinetic energy, hv the photon energy, E; the final
state energy of the sample and E; the initial state energy of the sample before
ionization. The quantity (E; — E;), which can be experimentally obtained, is
called the binding energy and measures how strongly an electron is bound to
the shell in its parent atom/molecule. By varying the photon energy, different
shells can be probed and an overview of the electronic energy levels of the
sample can be obtained.

The development of suitable experimental equipment during the 1960s [9,
10] made photoelectron spectroscopy one of the mostimportant and powerful
techniques for studies of atoms, molecules and solids. As demonstrated by K.
Siegbahn [11], the binding energy of a core-shell electron of an atom can have
different values when the atom is in different chemical environments. This
phenomenon, known as chemical shift led to the well-known technique of
electron spectroscopy for chemical analysis (ESCA). Nevertheless, in certain
cases the chemical shifts are rather small, thus they make the distinction of
the same atom in near-identical environments, very challenging.

Around the mid 1980s, theoretical investigations by Cederbaum and co-
workers [12] suggested that states possessing a doubly ionized core-shell, re-
ferred to as double-core-hole (DCH) continuum states, would be character-
ized by some highly desirable properties. Specifically, DCH created by the
ejection of two electrons occupying the core-shells of two different atoms in a
molecule would result in enhanced chemical shifts, allowing for a more sen-
sitive probe of the chemical environment, and improving in this way on the
aforementioned weakness of conventional ESCA. Furthermore, in the same
work [12] it was demonstrated that the creation of the vacancies on the same
atomic site would result in large orbital relaxation effects. More recently, Car-
niato et al. [13, 14] demonstrated that DCH states formed through a core-
ionization core-excitation mechanism could lead to final-state orbitals of dif-
ferent symmetries, forbidden in certain cases, in conventional near edge X-
ray absorption fine structure (NEXAFS) spectroscopy, as well as to angular-
distribution patterns for the ejected electron, different from those in conven-
tional X-ray photoelectron spectroscopy (XPS). These latter DCH states are
referred to as DCH pre-edge states and two mechanisms that lead to their
formation have been proposed, namely the direct and the conjugate channel.

The elusive experimental observation of DCH states, though a first glimp-
se on them had already been reported in the late seventies by Agren et al.
[15], became more feasible thanks to the development of third-generation syn-
chrotron radiation (SR) facilities and X-ray free electron lasers (XFEL) [16]. In



Chapter 1. Introduction 3

the first case the formation of a double core-vacancy relies on electron corre-
lations, after the absorption of a single photon, while in the second case the
ultra-short light pulses provided by an FEL, which are comparable with the
lifetime of a single-core-hole (SCH) state, allow for the sequential absorption
of two photons, which can be utilised for the formation of a DCH state. This
thesis is focused on the experimental observation of molecular DCH states,
formed after the absorption of single X-ray photons. The experimental data
were acquired using SR sources and two different experimental techniques,
namely high-resolution single-channel electron spectroscopy, using a hemi-
spherical electron energy analyser, and time-of-flight (TOF) electron coinci-
dence spectroscopy based on a magnetic bottle spectrometer.
The thesis is structured in the following way:

* In Chapter 2, a description of the fundamental concepts of atomic and
molecular physics which are necessary for the understanding of the ob-
tained results is given.

* In Chapter 3, the experimental techniques, along with the SR facilities
where the experimental work was conducted, are discussed.

 In Chapter 4, the experimental results on DCH states, obtained within
the framework of the thesis, are presented and a detailed explanation of
them is given.

e Finally, in Chapter 5, the conclusions of the the thesis and further work
that could be performed in the field of DCH spectroscopy are discussed,
along with the potential applications that can emerge from the study of
these states.






Chapter 2

Theoretical background

The aim of this chapter is to briefly describe the theoretical background of
the processes that have been experimentally studied in this thesis. A compre-
hensive theoretical description can be found in several textbooks of quantum
mechanics [17, 18] and physical chemistry [19]. The subjects to be discussed
are the electronic structure of atoms and molecules, the processes of electronic
excitation, and ionization and DCH states.

2.1 The structure of atoms

As mentioned in Chapter 1 of the thesis, in order to geta “picture” of how a
poly-electronic atom looks like, one has to solve the Schrédinger equation. As
an analytical solution is not possible for systems with several electrons, due to
the interactions between the electrons, one can consider a hydrogenic atom
(an atom with a single electron and an atomic number Z), find an analytic
solution and then generalize the main ideas in order to describe the more
complicated poly-electronic atoms.

If an one-electron system is considered, then the Schrédinger equation can
be mathematically separated into a radial and an angular part. From the solu-
tion of the radial part, the principal quantum number 1 emerges, which takes
the values n = 1,2,3, ... and from the solution of the angular part one can
obtain the azimuthal quantum number ¢ and the magnetic quantum number
my. For the azimuthal quantum number, it holds that / = 0,1,2,...,n — 1 and
for the magnetic quantum number my; = —/,...,0, ..., {. An atomic orbital is a
wavefunction describing an electron in an atom and is defined by the three
quantum numbers 1, ¢, m,. The value of the principal quantum number will
determine the energy of the electron in the orbital through:

7% . Ry
n2

E, = — , (2.1)

with the Rydberg unit Ry = -13.6 eV defined as Ry = hcRw, h being Planck’s
constant, c the speed of light in vacuum and R, the Rydberg constant given
by

myet

= e 2.2
86%]130 22)

o]
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e being the electron charge, € the permittivity of vacuum and m,, the reduced
mass of the system, m,, = m, - my/m, + my, with m, the electron’s mass and
my the mass of the nucleus. As my > m,, itis usually assumed that m,, = m,.

The values of the azimuthal and the magnetic quantum numbers are re-
lated to the orbital angular momentum of the electron. More specifically the
norm of the angular momentum for an electron having an azimuthal quan-
tum number equal to ¢ will be \/¢(¢ + 1)k, with i = /27, while the norm
of the projection of the orbital angular momentum along an axis will be de-
termined by the magnetic quantum number through m .

In order for a complete description of an electron in an atom, its spin
state should also be included. As electrons are fermions, they have a semi-
integer value of spin, s = 1/2, thus for the projection of the spin on one axis
it will hold that ms = £1/2. The total wavefunction of the electron will be
the product of its spatial wavefunction and its spin wavefunction. Further-
more, the Pauli principle states that fermions should be described by anti-
symmetric wavefunctions, meaning that the sign of the total wavefunction
should change when the labels of the particles are interchanged. This results
in the Pauli exclusion principle stating that an atomic orbital can not be oc-
cupied by more than two electrons and when it is occupied by two electrons,
they should have different m; values. Thus an electron in an atomic orbital
will be uniquely described by a wavefunction defined by the four quantum
numbers n, £, my, ms.

Electrons occupying orbitals with the same value of the principal quan-
tum number are said to occupy the same shell, while electrons with the same
value of the azimuthal quantum number are known to occupy the same sub-
shell. Shells and sub-shells are usually noted with letters of the Roman alpha-
bet according to their values. More specifically for shells it is K, L, M, N and
continue accordingly for n = 1,2, 3,4, ... respectively. For comparatively light
atoms, the K and L shells are typically referred to as core/inner shells, while
the other shells are referred to as the valence shells, noted with V. For sub-
shells it is s (spherical), p (primary), d (diffused), f (fundamental) and then g,
h, etc. for £ = 0,1, 2,3, ... respectively. From the above discussion about the
maximum and minimal values of the quantum numbers and the Pauli exclu-
sion principle, it can be shown that s orbitals can host at most two electrons, p
orbitals six, d orbitals ten and f orbitals fourteen. Electrons are occupying the
different shells and sub-shells of an atom according to the Aufbau (build-up)
principle, in the energy order 1s 2s 2p 3s 3p 4s 3d 4p 5s 4d etc. For example,
for a Ne atom with Z = 10, it will be 1s22s22p°.

Another aspect that should be addressed before concluding this brief dis-
cussion about the structure of an atom is the main difference in the energy
levels of a poly-electronic and a hydrogenic atom. A degeneracy is present in
the energy levels of the latter, meaning that an electron occupying different
sub-shells within the same shell will have the same energy. The reason for
that degeneracy can be found in the 1/7 form of of the Coulomb potential felt
by the electron of a hydrogenic atom. For of a poly-electronic atom, electrons
do not feel a pure Coulomb potential anymore, but an effective potential re-
sulting in the lift of the above mentioned degeneracy.
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2.2 The structure of molecules

Molecules are formed when two or more atoms are brought close together.
From a classical point of view the formation of a molecule can be seen as a
balance between the attractive and the repulsive electrostatic forces felt by the
electron clouds and the nuclei of the atoms, resulting in a structure having a
lower energy than the sum of the energies of the different atoms involved.

From a quantum mechanical point of view, a very important approxima-
tion that can be applied in the description of a molecule is the Born-Oppenhei-
mer approximation [20]. The main idea behind this concept is that as m, =
1836 - m,, m), being the mass of a proton and my = A - my, A being the mass
number of the nucleus, the nuclei are much heavier than the electrons. As
a consequence, the velocity of the nuclei is much smaller than that of the
electrons, thus the former can be considered stationary. Accordingly, on the
timescale of the electron motion, the nuclear geometry can be considered as
fixed in space and the Schrédinger equation can be solved only for the elec-
trons. If one considers a diatomic molecule, the energy eigenvalues for the
electronic part will depend on the internuclear distance R and a graph like
the one shown in Figure 2.1 can be obtained.

>

\

Potential energy

R, Internuclear distance

Figure 2.1: Potential energy curve for a bound state of a diatomic
molecule. R, located at the minimum of the curve stands for
the equilibrium bond length, and D, is the energy difference be-
tween the potential energy minimum and the dissociation limit.

The curve shown in Figure 2.1 is a potential energy curve (PEC), which has
a minimum at a distance corresponding to the equilibrium bond length of the
molecule Re. The positive energies for short internuclear distances reflect the
highly repulsive electrostatic forces at these distances, while the long-distance
extreme of the curve corresponds to the limit of the isolated atoms. The en-
ergy corresponding to the equilibrium bond length is negative as expected.
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For the case of a poly-atomic molecule, the same procedure can be applied but
the calculations become more complicated as more parameters (distances, an-
gles) have to be considered. The final result in this case is not a single curve
but a surface, called a potential energy surface (PES).

For the description of the chemical bonding, two main theories have been
suggested, namely the valence bond theory and the molecular orbital theory.
The latter is the one widely used today and will be described shortly, never-
theless a brief description of valence bond theory [19] is worth mentioning, in
order to introduce the fundamental concepts of ¢ and &t bonds, which in turn
are also used in molecular orbital theory. The main idea is that the formation
of a chemical bond is based on the spin-pairing of the electrons occupying the
valence orbitals of the involved atoms. If one considers two 1s orbitals, with
one electron at each (as is the simple case of the H, molecule) then due to the
spherical shape of the 1s orbitals a cylindrically shaped bond with respect to
the internuclear axis will be created, called a o bond. A o bond can also be
formed from the spin-pairing of an electron occupying a p orbital which is
oriented along the internuclear axis with an electron occupying an s orbital.
Concerning the spin-pairing of two electrons occupying a p orbital each, then
depending on the relative orientations of the orbitals, two possible outcomes
can emerge. If there is a side-by-side overlap, then the chemical bond formed
will resemble a p orbital and is called a 7 bond. In contrast, if both p orbitals
are oriented along the internuclear axis, then again the formation of a ¢ bond
can occur. A characteristic example demonstrating the weaknesses of valence
bond theory is the HyO molecule. From the above mentioned argument one
would expect an angle of 90° (as p orbitals are perpendicular to each other),
in contrast to the experimentally found angle of 104.5° [19] of the molecule.

In the molecular orbital theory [18, 19], electrons are distributed in molec-
ular orbitals, which are described by linear combinations of atomic orbitals
(LCAO). This can be understood by considering again the case of a diatomic
molecule AB. The wavefunction of a molecular orbital can be described as
a linear combination of atomic orbitals, ¢ = csx 4 + cpxs, Where x4, xp are
the wavefunctions of the atomic orbitals and c4, cp pre-factors which have
to be determined by calculations. For the case of a homonuclear diatomic
molecule (i.e. A=B) one obtains c4 = =£cp and in a simplified form one can
use ¢+ = xa =+ xp. Considering the probability density |¢|?, it is straight-
forward to see that a term of the form +2x 4 xp emerges. This last term stems
from the constructive/destructive interference of the atomic orbitals in the
internuclear region and represents an enhancement/reduction of the proba-
bility density in this region. Thus, in the case of ¢ orbitals, occupation of ¢
will favour the formation of a bond and for that reason is called a bonding or-
bital, whilst occupation of ¢_ favours the dissociation of the molecule and for
that reason it is called an anti-bonding orbital. The o and = bonds discussed
above can in turn be used to describe a ¢ or @ molecular orbital (for the case
of linear molecules), which could be either bonding or anti-bonding.

In general, simple arguments in terms of o and & molecular orbitals can
be employed to describe the electronic structure of diatomic molecules. For
poly-atomic molecules, the molecular orbitals become more complicated and
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a description considering only o and & molecular orbitals can not necessarily
be applied. Without going into details, we mention that group theory is nec-
essary in this case to know the possible symmetries of the molecular orbitals,
according to the point group that the molecule belongs to. A detailed descrip-
tion of group theory is beyond the scope of this thesis and for a description
of it we refer the reader to Refs. [18, 19].

A final point before concluding this section on molecular structure is that
beyond the electronic states of a molecule one has to consider its rotational
and vibrational degrees of freedom as well. Molecular vibrations may give
rise to asymmetries or substructures in the peaks appearing in a photoelec-
tron spectrum and will be discussed in a separate section in the context of the
Franck-Condon principle.

2.3 Ionized and excited states

In the ground state of an atom or a molecule, electrons populate the low
energy orbitals. If the atom/molecule is irradiated by high energy photons,
the energy of the absorbed photon can result in an electron being ejected to
the continuum. High-energy photons (like hard X-ray radiation used in this
thesis) are able to reach core shells and subsequently core electrons are ejected.
This process, which is called core photo-ionization, is illustrated in the left
panel of Figure 2.2, where the absorption of a high-energy photon leads to
the ejection of a K-shell electron. Alternatively, the photon energy might be

[
A
o
4
*—0—0 0 00
hv . . hv . ‘
Ke——O————— K —é)—o—

Figure 2.2: Absorption of a high energy photon can result in K
shell ionization (left) or in a K~!V excitation (right).

sufficient to promote the electron from its orbital to an unoccupied valence
orbital. This process is called excitation and can be seen in the right panel of
Figure 2.2, for the case of a K-shell electron.

As mentioned in Chapter 1 of the thesis, in the case of photo-ionization
the kinetic energy of the ejected photoelectron will be given by Eq. 1.1, where
the quantity:

Ez=E' —E, (2.3)
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is called the electron binding energy. E™ is the total energy of the cation and
E the total ground-state energy of the sample. Ep can be written as a sum
of two terms. The first term is associated with the energy required in order
to remove an electron from its orbital. If, for simplicity, it is assumed that
there is no change in the distributions of the other electrons, then this term
is the orbital energy of the electron! € [6, 18]. The second term in the binding
energy is due to the charge flowing towards the hole after the ejection of the
electron, which in turn screens the positive charge felt by the latter, causing
it to accelerate. The measured electron kinetic energy will be higher and that
will affect the measured binding energy as well. The previous process is called
relaxation and can be taken into account in theoretical calculations of binding
energies. Usually when performing photoelectron spectroscopy experiments
one refers to the ionization potential (IP). If relaxation is ignored IP is equal to
the negative orbital energy, IP=—e. This approximation is called Koopmans’
theorem [21]. When relaxation is considered, the ionization potential can be
expressed as [22, 23]

IP = —e — RC, (2.4)

with RC being the relaxation-correlation energy; in this case it is IP=Ep.
Let us now discuss the excited states in a bit more detail. As conservation
of energy implies, the energy of an excited state will be given by:

E*=E+hv, (2.5)

with E* being the energy of the excited state and /v the photon energy. Sec-
ond, the matrix element for the transition from an initial state |i) to a final state
|f) can be proven, using first order perturbation theory, to be given by [24]

(f| é- pe™ |i), with & being a unit verctor in the direction of the polarisation

of the radiation field, 7 the momentum of the electron and k the wavevec-
tor of the field. This expression can be significantly simplified if one expands

the exponential in Taylor series and keeps only the first term, ¢*” ~ 1. From
this approximation, known as the electric dipole approximation [24], and the
commutation relation [7, H] = ifi#, H being the Hamiltonian operator, it can
be shown that the matrix element is given by the simplified expression [24]:

(f| D i), (2.6)

with D being the electric dipole moment operator D = —eF and e as in Section
2.1. For transitions of the form 2.6, the final states should satisfy for atomic
orbitals the dipole selection rules:

A =41 Amy=0,+1. 2.7)

Though the selection rules 2.7 are primarily describing atomic transitions,
they can still be used in order to discuss the symmetries of the final states
reached by the processes studied in molecular species. As we probe the K

IThe orbital energy is the electron’s energy in the field of the nucleus/nuclei and the av-
erage field of the other electrons and can be obtained from Hartree-Fock calculations.
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shells of the molecular samples studied here, we expect them to retain an
essentially pure atomic 1s character, meaning that a strong p character is ex-
pected for the final-state symmetry which can manifest either through a s or a
n final state orbital for the case of a linear molecule. For the case of non-linear
poly-atomic molecules, group theory arguments can be used in order to check
whether or not integrals of the form 2.6 vanish. Briefly, the initial state |i) in
the expression 2.6 should correspond to the fully symmetric irreducible rep-
resentation of the point group and one should consider transitions to final
states of symmetries belonging to all the different irreducible representations
of the point group.

If now the energy of the absorbed photon is much higher than the IP, then
the excess of energy can simultaneously cause either the ejection of a sec-
ond electron from a valence orbital to the continuum or the excitation of a
valence shell electron to an unoccupied orbital. The first process is referred
to as shake-off and the second as shake-up. Both processes are illustrated in
Figure 2.3. An explanation for both processes can be found in the so-called

hv o @ hv o o
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Figure 2.3: Core ionization might be accompanied by an ejection
of a valence electron to the continuum, referred to as shake-off

(left) or by an excitation of a valence electron to an unoccupied
orbital, referred to as shake-up (right).

sudden approximation [17, 25]. As the photon energy greatly exceeds the
IP, the ejected photoelectron will have a high kinetic energy meaning that
it will leave the system very rapidly. In this way a system of (N — 1) elec-
trons would still be described by a Hamiltonian corresponding to a system of
N electrons. Subsequently, overlap integrals of the form (e|i) and (f|i) (cor-
responding to monopolar transitions), with |€) referring to the continuum
wavefunction, would be non-vanishing, allowing in this way for the shake-
off /shake-up processes described above. As will be discussed later in this
chapter, some double-core-hole states can be considered being formed by su-
per shake-off /shake-up processes where the ejection of a K-shell electron is
accompanied by the simultaneous ejection/excitation of the second K-shell
electron.

Before we conclude this section about ionized and excited states, it should
be mentioned that there are two main decay pathways, which are depicted in



12 Chapter 2. Theoretical background

Figure 2.4 for the case of a core-ionized state. On the left-hand side of Figure
2.4 the Auger process is depicted, where the initial K shell vacancy is filled by
an electron occupying a higher-energy orbital and the excess energy results
in the ejection of a third electron to the continuum. In the present work fo-
cusing on holes in the K shell of fairly light atoms, the main decay channel
is the KLL Auger decay (Figure 2.4) , where the first letter (K) refers to the
shell where the initial vacancy has been created, the second letter (L) to the
shell from which the electron that fills the vacancy departs and the third let-
ter (L) to the shell in which the ejected Auger electron was initially bound.
For an excited state, two possible processes have been observed. Either the
excited electron participates in the Auger decay, a process referred to as par-
ticipator Auger decay, or the excited electron remains in the valence orbital,
while another electron fills the vacancy and an Auger electron is ejected, a
process referred to as spectator Auger decay. In the right hand side of Figure
2.4, the alternative fluorescence process is shown, where an electron from a
higher-energy orbital fills the core hole and a photon having an energy equal
to the energy difference of the two shells is emitted. Usually for light elements
(Z < 20) ithas been found that Auger decay is the dominant decay path, after
the creation of a K-shell vacancy, while fluorescence becomes more and more
dominant for heavier elements (Z > 20).

Figure 2.4: The Auger process (left), where a K-shell hole is
filled by an L-shell electron, with the ejection of another L-shell
electron to the continuum and the fluorescence process (right)
where an L-shell electron fills the K-shell vacancy and a photon
with energy equal to the energy difference of the two levels is
emitted.

24 The Franck-Condon principle

Asmentioned above, for the case of molecules one has to consider not only
the electronic state in which the molecule can be, but also the nuclear motions
within this electronic state. A way to illustrate the vibrational levels, for the
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case of a diatomic molecule, is to plot a vibrational state as a straight line inter-
secting the potential energy curve in two points (classically considered as the
turning points of the oscillator), as shown in Figure 2.5, where in total three
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A Final (dissociative) electronic state

"""""""""""""" Franck-Condon region

/

Final (bound) electronic state

Binding energy

Vibrational levels

Initial (ground) electronic state

Ground vibrational state

>

>
Internuclear distance

Figure 2.5: According to the Franck-Condon principle (for a di-
atomic molecule here), transitions take place only within the re-
gion defined by the initial geometry of the molecule. The shapes
of the recorded photoelectron peaks reflect the nature of the final
electronic state (bound or dissociative), as well as the overlap of
the ground state vibrational wavefunction with the vibrational
wavefunctions of the bound excited electronic state.

electronic states can be seen, the initial ground state, a final bound state and
a final dissociative state. For the two first electronic states some vibrational
levels are shown, along with the vibrational wavefunctions. In contrast, if the
final electronic state of the molecule is dissociative, a continuum of levels with
similar wavefunctions (described by an Airy function [26]) will emerge. This
latter case will be further discussed in Section 4.7.

As the nuclei are much heavier than the electrons, the Franck-Condon
principle [27, 28] states that, in a schematic representation, a transition be-
tween two different electronic states occurs “vertically”, because electrons
re-adjust much faster than the nuclei. In other words, one can imagine that
during the electronic transition the initial separation of the nuclei remains un-
changed, forming what is referred to as the Franck-Condon region, the ver-
tical box shown in light green in Figure 2.5. Though the previous image is
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based on classical arguments, it is very intuitive and stresses the importance
of the Franck-Condon principle.

From a quantum mechanical point of view, this slow re-adjustment of the
nuclei will be reflected in the shape of the ground state vibrational wavefunc-
tion, which should remain unchanged (described by a Gaussian function). Ac-
cordingly, the most intense transitions will be the ones for which the shape of
the vibrational wavefunction of the electronically excited state resembles that
of the ground vibrational wavefunction, as in this way the overlap that can be
achieved is maximised [18, 19]. To illustrate this, we can consider transitions
of the form 2.6, with D given under the Born-Oppenheimer approximation
from:

2
D=—e) in+ey ZuRu, (2.8)
n m=1

with 7 running over all electrons and m over the nuclei (two in this case). Z;
and Z, are the atomic numbers of the two nuclei and 73, R, are the position
vectors of the electrons and nuclei, respectively. The final and initial state
wavefunctions will be the products of the electronic and vibrational wave-

functions, 4’£14’£ ib> and |¢. ¢!, ), respectively. Substituting into 2.6 one ob-
tains:
2 . .
Dyi = <(P£I(P£ib ( —e) e 21 ZmRm> ¢1el4’lvib>
n m=
. . 2 . _ .
=—e), <4’£1 i ¢ézl> <<P£ib ‘Plvib> +e 21 Zm <4’£1 4’.131> <¢£ib Rin 4’lvib>-
n m=
(2.9)

For electronic transitions the second term on the right-hand side of 2.9 is
equal to zero as the electronic states are orthogonal. The first term of 2.9 can
be recognized as a dipole transition between two electronic states multiplied
by the overlap integral of the vibrational states. Thus, larger overlaps of the
vibrational states will result in more intense transitions, as the intensity is
proportional to the Franck-Condon factors defined by:

<p§ib> ‘2. (2.10)

FC= ‘ <4)£ib

The different overlaps between the ground-state vibrational wavefunction
and the vibrational wavefunctions of the excited state will give rise to a vibra-
tional progression which might be manifested through an asymmetry in the
recorded photoelectron peak or some substructures as shown in Figure 2.5.
One aspect that should be mentioned here is that as anti-bonding orbitals are
occupied in excited states, the minimum of the potential energy curve will be
found towards larger internuclear distances. As a consequence, in most cases
a transition from the ground vibrational level of the ground electronic state
to an excited vibrational level of the excited electronic state will be the most
intense recorded experimentally. Note that these most intense transitions are
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called vertical, while the adiabatic ones correspond to a transition between
the ground vibrational levels of the two electronic states considered.

Finally, a transition from the electronic ground state to the final dissocia-
tive state, will manifest as a rather broad structure in the recorded electron
spectrum. The shape of the peak can be understood by projecting each point
of the ground vibrational wavefunction, in Figure 2.5, to the binding energy
axis on the left through the repulsive potential energy curve. In this way it can
be also shown that the broadening of the recorded peak will strongly depend
on the slope of the repulsive potential energy curve. This is known as the Con-
don reflection approximation [29] and will be further discussed in Chapter 4,
where the results of this thesis are presented.

2.5 Description of double-core-hole states

Double-core-hole (DCH) states are electronic states formed either by two
core-shell electrons being ejected into the continuum, or by a core-ionization
core-excitation process, or by a double core-excitation process. All processes
can be seen in Figure 2.6, leading to a fully unoccupied, or hollow K-shell. The
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Figure 2.6: Formation of a continuum (K~2) DCH state, with the
emission of both K-electrons to the continuum (left), formation
of a DCH pre-edge (K~2V) state (middle), with the ejection of
one K-electron to the continuum and excitation of the second
K-electron to an unoccupied valence orbital, and formation of a
neutrally excited DCH pre-edge (K~2V?2) state, with the excita-
tion of both K-electrons to an unoccupied valence orbital.

process depicted on the left-hand side of Figure 2.6 leads to what is known
as a DCH continuum state, as both K-shell electrons end up in the continuum
[30, 31], they are usually denoted as K2 or 1s~2 . The process in the middle
of Figure 2.6 leads to the formation of a DCH pre-edge state [32, 33, 34], of the
form K2V or 1s 2V, with V denoting the final-state orbital, where the excited
electron has been promoted to. Finally, the process on the right-hand side of
Figure 2.6 leads to the formation of a neutrally excited DCH pre-edge state,
denoted either K~2V?2 or 1s~2V?2. This latter type of DCH states has not been
experimentally observed yet.

As mentioned in Chapter 1, DCH continuum states were first discussed by
Cederbaum et al. [12] in a seminal work published in 1986, where some of their
unique properties were predicted. To begin with we mention that for the case
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of molecules, two possible types of DCH can be formed. Either both vacan-
cies will be created in the core shell of the same atom, or two different atoms
of the same molecule might possess one core-vacancy each. The first type
of DCH states is referred to as single-site (ss) DCH states while the latter as
two-site (ts) DCH states. We note here that ts-DCH continuum states [35, 36]
are usually denoted as K~'K~!, while ts-DCH pre-edge states as K- 1K~1V.
Both ss and ts DCH pre-edge states are shown in Figure 2.7, for the case of
a diatomic molecule. As shown in Ref. [12] and further investigated in sub-
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Figure 2.7: For the case of a (diatomic) molecule, both vacancies
can be created on the same atomic site, leading to the formation
of a ss-DCH state or on two different atomic sites, resulting in
a ts-DCH state. Both ss and ts DCH states depicted here are of
the pre-edge type.

sequent theoretical and experimental works [22, 23, 37], ss-DCH continuum
states will exhibit large orbital relaxation effects and will allow for a sepa-
ration between initial and final-state effects, while ts-DCH continuum states
will be characterized by enhanced chemical shifts [36], making in this way
DCH spectroscopy a potentially powerful tool for a detailed investigation of
complex molecular systems [23].

These aspects become clearer from the equations that give the double-
ionization potential (DIP) for ss and ts DCH continuum states. Before men-
tioning these equations, it should be noted, that for third-row or heavier ele-
ments not only the K shell is considered a core shell. As a consequence also
DCH states with vacancies in different inner shells exist, like K"!L~! in argon
[33]. In the following we shall restrict the discussion for reasons of simplicity
to two holes in the K shell, i.e. K=2 or K~'K~! states. Following Refs. [22, 23]
and in analogy with equation 2.4, we have:

DIP = —e4 —ep — RC(A™L, B™1) + RE(A™1,B7Y), (2.11)

with €4, ep the orbital energies of the core-shell electrons of atoms A, B respec-
tively, RE(A~!,B~1) the Coulomb repulsion energy between the two core
holes and RC(A~!, B1) the generalized relaxation-correlation energy, given
by:

RC(A™Y,B™1) =RC(A 1) + RC(B™1) + NRC(A™L, B, (2.12)
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with RC(A~1), RC(B~!) asin equation 2.4 and NRC(A~!, B~!) the non-addi-
tive contribution in the relaxation energy of a DCH state. For the case of a
ss-DCH continuum state i.e. A=B, NRC(A~!, B 1) is called the excess gen-
eralized energy, denoted as ERC(A~2) and we obtain from equations 2.11,
2.12:

DIP;; = —2e4 — 2RC(A™Y) — ERC(A™2) + RE(A7?). (2.13)

Subtracting equation 2.4 from equation 2.13 gives:
DIPg — IP = IP — ERC(A™2) + RE(A™?). (2.14)

As both DIP and IP can be measured experimentally, ERC(A~2) can be ob-
tained, given that the Coulomb integral for a K-shell is given by the formula
[22, 23]:

-2 25/2 -3/2
RE(A7?%) = (3—ﬂ>(z—2 ). (2.15)
Finally it holds that:
RC(A™%) = ERC(A™2)4+2RC(A™Y), (2.16)

and from second-order perturbation theory, by neglecting correlation [22, 23],
we have ERC(A~2) = 2RC(A™1), so that:

RC(A™2) =4RC(A™Y). (2.17)

Thus RC(A~1), which is a final-state effect can be estimated separately from
the orbital energy €4, an initial-state effect. It should be noted that this sep-
aration is not possible by conventional SCH spectroscopy, as pointed out in
Ref. [37].

For the case of ts-DCH continuum states, the non-additive term in equa-
tion 2.12 is called the inter-atomic generalized relaxation energy, denoted as
IRC(A~1,B~1) and from equation 2.11, it will be for the ts DIP:

DIPy = —e4 —ep — RC(A™1Y) — RC(B™Y)

(2.18)
—IRC(A™1, B +RE(A7L,B™).
Considering the IP formula 2.4, for a core hole at site A and a core hole at
site B, and subtracting both from equation 2.18, with RE(A~!,B~1) = 1/r, r
being the distance between the two core vacancies, we obtain:

DIP, — (IP(A~') +1P(B™')) = —IRC(A~1,B~Y) +1/r. (2.19)

With equation 2.19 in mind, let us now consider the C;Hp,, (n = 1,2, 3) series
studied theoretically in the initial DCH work by Cederbaum et al. [12]. As
the values of the C K-shell IP are almost the same for all three cases [22] one
can immediately see the influence of the environment in the measured ts DIP
value through the 1/r factor on the right-hand side of equation 2.19. The re-
pulsion energy will be the highest for the triply bonded C;H; as the distance
between the two C atoms is the shortest, while the value of IRC(A~!, B~1) has
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been found to be positive for all three cases [22]. All the information for the
relaxation process is contained in the value of IRC(A~!, B~!). More specifi-
cally, a positive value of IRC means that the vacancies are close to each other,
as a vacancy at the atomic site A will attract charge towards it, but at the
same time the relaxation of the vacancy at the atomic site B will be enhanced.
In contrast, a negative value of IRC will indicate an enhancement of the elec-
tron density on the vicinity of one vacancy and a lack of it on the vicinity of
the second, thus the two vacancies should be further apart in this case [22, 23].
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Figure 2.8: In the direct channel (left), absorption of a single pho-
ton leads to the dipolar ionization of the first K-electron accom-
panied by a simultaneous monopolar shake-up of the second
K-electron. In the conjugate channel (right) single-photon ab-
sorption leads to the dipolar excitation of the first K-electron,
accompanied by monopolar shake-off of the second K-electron.

So far, we have discussed what a DCH state is, as well as their differ-
ent types and we have considered their potential applications from the prop-
erties they possess. We shall now attempt a description of the mechanisms
leading to the formation of a DCH state. Let us start from the formation of
ss-DCH continuum states. In this case, the sudden approximation is mani-
fested though a super shake-off mechanism, and will cause the ejection of the
second K-electron to the continuum. As mentioned in Section 2.3, the man-
ifestation of the sudden approximation will strongly depend on the photon
energy used to trigger the formation of a DCH state. In most cases, shake
processes are fully developed when the excess energy of the photoelectron
is equal to the binding energy [38]. For lower photon energies, a knock-out
mechanism manifests, where the outgoing K-electron “knocks out” the sec-
ond K-electron.

In what concerns ss-DCH pre-edge states, things become a bit more com-
plicated as two mechanisms have to be considered according to Carniato et
al. [13, 14], namely the direct and the conjugate pathway. A shake-up (shake-
off) contribution is present for the direct (conjugate) channel in analogy with
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the valence shake processes described originally by Martin and Shirley [39].
In the case of the direct path, single-photon absorption leads to the dipolar
ionization of the first K-electron, with the second K-electron being excited by
a monopolar shake-up process. Alternatively, single-photon absorption can
lead to the dipolar excitation of the first K-electron, with the second K-electron
being ejected to the continuum by a monopolar shake-off process, which is
referred to as the conjugate path [32, 34]. Both the direct and the conjugate
pathways are illustrated in Figure 2.8. It should be noted here, that for the
case of argon in Ref. [33], knock contributions were theoretically predicted
by Yarzhemsky and Amusia [40], and thought they did not become evident
from the data analysis, nevertheless they can not be excluded.

Regarding the formation of ts-DCH states, according to recent works [35,
36], the main mechanism that has been suggested is knock-out/knock-up,
where after the absorption of a single photon, the K-electron departing from
one atomic site collides with the K-electron in a second atomic site leading in
this way to the formation of a ts-DCH continuum / pre-edge state.
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Chapter 3

Experimental techniques

In this chapter the experimental techniques and light sources used to ob-
tain the results presented in this thesis are described. All the results were
obtained by performing synchrotron radiation experiments, using primar-
ily high resolution single-electron spectroscopy. Additional results were ob-
tained by means of time-of-flight multi-electron coincidence spectroscopy.
The beamline where the main part of the experimental work was conducted,
the Great beAmLine for Adavanced X-ray Inelastic scattering and Electron
Spectroscopy (GALAXIES) of Source Optimisée de Lumiére d’ Energie Inter-
médiaire du LURE (SOLEIL), will also be briefly described. Finally an over-
view of time-of-flight electron spectroscopy using a magnetic bottle will be
given.

3.1 Synchrotron radiation

Synchrotron radiation is the electromagnetic radiation emitted by charged
relativistic particles when they are accelerated, such as is the case for an elec-
tron traversing a magnetic field perpendicular to its direction of motion. The
charged particles are usually electrons and to manipulate them in a controlled
fashion, three common magnetic structures are used: a bending magnet, a
wiggler or an undulator. Synchrotron radiation produced at bending magnets
was utilised in first generation synchrotron radiation facilities. Today, wig-
glers and more commonly undulators are used in modern third-generation
synchrotron radiation facilities. Though undulators and wigglers seem to be
quite similar in terms of their magnet arrangements, they emit light with quite
different characteristics [41]. We shall now briefly discuss an undulator and
mention what distinguishes it from a wiggler.

An undulator is a periodic magnetic structure, as shown in Fig. 3.1. It con-
sists of a series of magnets of alternating polarity (N-S, S-N) placed next to
each other, and it is characterized by a moderate magnetic field strength, re-
sulting in some highly desirable properties. The magnetic period of the un-
dulator is denoted A,. As electrons enter the undulator, they undergo small
excursions, also known as undulations, from their trajectory due to the pres-
ence of the magnetic field. In each of these undulations, the electrons are
centripetally accelerated, and thus emit synchrotron radiation. As shown in
Fig. 3.1, the emission of radiation is tangential to the electron’s trajectory.
The narrow-cone radiation pattern results from the relativistic transformation
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Figure 3.1: An electron traversing an undulator will emit light
at the turning points in a form of a narrow radiation cone, as
seen by an observer in the reference frame of the laboratory.

from the reference frame moving with the oscillating electron to the reference
frame of the laboratory [41].

The wavelength of the emitted radiation is given by the undulator equa-
tion [41]:

Au K oy
= —(14+ = 0 3.1

22 (14 5 +776°), 3.1)
where v = 1/ /1 —©v%/c? is the Lorentz factor, with v being the velocity of
the electrons, 6 standing for the emission angle of the observed radiation and
K, given by the formula:

A

= 2
27tmec’ (3.2)

being the deflection parameter and having a value K < 1 for the case of an
undulator and K > 1 for a wiggler. Here B is the strength of the magnetic
field, m, the electron mass and c the speed of light in vacuum. As a result
of the moderate magnetic field strength of an undulator, interference effects
take place resulting in narrow bandwidths and radiation cones.

From equation 3.1 it can be seen that the wavelength of the emitted light
is determined by the deflection parameter, as By can be changed by mov-
ing closer or bringing apart the magnetic arrays (jaws) of the undulator. To-
day’s synchrotron radiation facilities typically cover a wavelength range from
EUV to hard X-rays. The undulator supplying the GALAXIES beamline of the
French national synchrotron radiation facility SOLEIL, can deliver light in the
tender to hard X-ray (2.3 - 12 keV) range.

3.2 SOLEIL Synchrotron radiation facility and the
GALAXIES beamline

The main part of the experimental work of this thesis was conducted at the
GALAXIES beamline of the synchrotron radiation facility SOLEIL, located
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in Saint-Aubin, France. SOLEIL is a third-generation synchrotron radiation
facility, inaugurated in 2006 and delivers synchrotron radiation from far infra-
red to hard X-rays. A schematic representation can be seen in Fig. 3.2.

Booster

Storage ring
2.75 GeV
Undulator / wiggler

Beamlines

Figure 3.2: Schematic representation of a third-generation syn-
chrotron radiation facility like SOLEIL.

Electrons emitted from the surface of a metal cathode enter the linear ac-
celerator (LINAC), before moving to the booster where they are further ac-
celerated, reaching in the case of SOLEIL an energy of 2.75 GeV, which is
the energy they retain once transferred to the storage ring. As the electrons
orbit in the storage ring, they traverse the bending magnets and undula-
tors / wigglers, emitting radiation which serves the experimental purposes at
the different beamlines. In order to restore the electrons’ energy after the emis-
sion of light, a radiofrequency accelerating cavity (not shown in Figure 3.2) is
used.

The light emitted by the electrons traversing the undulator of the GALAX-
IES beamline [42] can be in tender to hard X-ray range, thus the beamline
is suited to study processes involving the K shells of comparatively heavy
atomic and molecular systems. The beamline comprises two experimental
end-stations, one for performing resonant inelastic X-ray scattering (RIXS)
measurements and the other dedicated to hard X-ray photoelectron spectrosc-
opy (HAXPES). The latter was used for obtaining the results of this thesis. A
schematic of the beamline, taken from Ref. [43], is displayed in Figure 3.3. The
beamline is equipped with an in-vacuum 20 mm period undulator U20, hav-
ing 98 periods [42]. A double Si(111) crystal monochromator (DCM) is used to
select the desired photon energy. Furthermore a four-bounce, non-dispersive,
high-resolution monochromator (HRM) can be employed, which will further
narrow the photon energy bandwidth to about ~100 meV. The DCM is fol-
lowed by a collimating spherical mirror (M1) the coating of which can be
either carbon for low photon energies (2.3 - 6 keV) or palladium for higher
photon energies (6 - 12 keV). A quarter wave plate (QWP) installed between
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Figure 3.3: An overview of the GALAXIES beamline located at
SOLEIL [43].

the source and M1 can be used in the case that vertically polarized light is
necessary for the experiment. Finally, the beam is focused into the HAXPES
end-station by using the M2A toroidal mirror, the coating of which is also
palladium. A description of the RIXS end-station is beyond the scope of the
thesis, but may be found in Ref. [42]. In the next section a detailed description
of the HAXPES setup is given.

3.3 HAXPES setup

High-resolution single-electron spectroscopy is an indispensable tool in
detecting the processes studied in this thesis. An overview of the setup used
for that purpose, installed in the HAXPES end-station [44] of the GALAXIES
beamline of SOLEIL is shown in Figure 3.4. In this setup, linearly polarized
X-rays are used to ionize the sample enclosed in a gas cell. The ejected pho-
toelectrons are then collected by the electrostatic lens of a VGScienta EW4000
hemispherical electron analyser, the axis of which is set parallel to the po-
larization direction of the incoming radiation. A special characteristic of the
analyser lens is its wide-angle opening, which can be chosen to be either 45°
or 60°. This feature is of special importance, as the wide opening of the lens
can compensate for the weak cross-sections of the processes studied here, by
allowing more electrons to be collected.

A key experimental parameter in the HAXPES setup is the pass energy E,
of the electron analyser. The kinetic energy of an electron is reduced to the
value of the selected pass energy, by the lens system, prior to entering the
analyser. This retardation is achieved by applying a potential, the value of
which is defined by the electron kinetic energy, at which the processes we are
interested in will manifest. For example, if we want to collect electrons with a
kinetic energy around 2500 eV and the selected pass energy is 500 eV, then a
retarding potential of 2000 eV will be applied. The value of the retarding po-
tential will increase in increments by a step size selected by the experimenter,
in order to scan a kinetic energy region.
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Figure 3.4: After the sample enclosed in a gas cell has been ir-
radiated with X-rays, electrons are collected by a hemispheri-
cal electron energy analyser. Only those electrons having a ki-
netic energy close to the set pass energy of the analyser will pass
through and be recorded. In this way a process can be studied
at high energy resolution.

After the electrons pass through and get focused by the lens they enter
into the region in between the two concentric hemispheres of the analyser,
the latter being kept at a constant voltage. Within the hemispherical shells
the electrons are dispersed according to their kinetic energies. In general, the
dispersion of an electron entering the analyser depends on its kinetic energy
and the angle it enters the analyser [45]. Assuming an electron enters the anal-
yser with kinetic energy equal to the set pass energy, and its velocity parallel
to the axis of the electrostatic lens. This electron will traverse the analyser at
a constant radius in-between the radii of the hemispheres, exit the analyser
and hit the detector. As the radius of an electron’s trajectory in the analyser
significantly depends on the pass energy, only electrons that have a kinetic
energy close to the set pass energy will exit the analyser. Electrons with ki-
netic energies much lower or higher than E, will hit the analyser hemispheres
and will not reach the detector. In this way, processes taking place in a certain
kinetic energy range can be probed with great accuracy.

The energy resolution of the analyser of the HAXPES end-station depends
on the selected pass energy, as well as on the width of the analyser slit. Based
on Ref. [46], the resolution can be approximated by:

(3.3)

with E, being the pass energy as before, S the width of the slit and R the
main radius of the analyser (the one exactly in-between the radii of the con-
centric shells). As can be seen from equation 3.3, decreasing the pass energy
and the slit width will result in an enhanced energy resolution. The drawback
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Figure 3.5: The HAXPES end-station of the GALAXIES beam-
line at SOLEIL [44]. The yellow arrow represents the incoming,
linearly polarized radiation, whilst the red curved arrow shows
the trajectory of the ejected electrons within the electron anal-
yser.

in such case will be reduction in signal, necessitating longer acquisition times
for a spectrum of desired statistics. The parameters are optimized to find a
compromise between a resolution which allows the observation of the de-
sired process and a relatively short acquisition time (~12h). The pass energy
of the EW4000 analyser can be in the range of 10 - 500 eV, with E, = 500 eV
being usually the pass energy chosen in order to record a sufficient number
of electrons, for unambiguously identifying DCH pre-edge states. The total
experimental resolution will be determined by the analyser conditions and
the photon bandwidth. Assuming a narrow photon bandwidth, the electron
analyser can detect electrons having a kinetic energy up to 10 keV, with a
resolution of 35 meV [44]. In order to obtain higher count rates, the present
work used mainly large pass energies (500 eV) and slits, resulting typically in
an overall resolution of 1 eV.

The electrons exit the analyser and hit a micro-channel plate (MCP) detec-
tor, which amplifies the electron signal, by several orders of magnitude com-
pared to the initial signal. The MCP is coupled to a charge-coupled device
(CCD) camera, the latter allowing one to obtain a spatially resolved image of
the photoelectron pattern. The HAXPES end-station is depicted in Figure 3.5,
taken from Ref. [44].

3.4 Energy calibration

The energy calibration of the experimental data has been performed in
two steps. First the kinetic energy scale of the electron spectrometer has to
be established and that can be achieved by measuring the well-known argon
LMM Auger spectrum, shown in Figure 3.6, and comparing the position of
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the measured L3M, 3M; 3(1Sy) peak with the literature value of 201.09 eV [47].
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Figure 3.6: The LMM Auger spectrum of argon. The very first
peak appearing at ~201 eV kinetic energy can be used in order
to perform a kinetic energy calibration of the acquired electron

spectra.
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Figure 3.7: The argon 2p photoelectron lines measured at a pho-
ton energy hv =2300 eV. The pass energy for this measurement
was set to 200 eV.

After the kinetic energy scale has been established, the value of the pho-
ton energy can be calibrated by measuring the kinetic energies of well-known
photoelectron lines. For the samples used within this thesis the lowest pho-
ton energy of the GALAXIES beamline (2300 eV) was usually sufficient in
order to observe the processes we were interested in. For this photon energy,
measuring the kinetic energy of the argon 2p photoelectron lines, as shown
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in Figure 3.7 is enough to estimate deviations in the photon energy. This can
be done by adding to the literature value of 248.63(4) eV [48] for the binding
energy of the argon 2p, /12 line, the measured kinetic energy of this transition,
thus estimating an accurate value for the photon energy.

If a higher photon energy has been used the same procedure can be re-
peated using instead e.g. the argon 1s photoelectron line and its binding en-
ergy literature value of 3206.3(3) eV [49]. Generally, during the calibration,
the experimental conditions (pass energy, width of slit) should be the same
as the ones used for the data acquisition. As the signal from the Auger lines
and the argon 2p lines is very strong, the undulator may need to be detuned
in order to avoid saturation of the detector.

3.5 Time-of-flight coincidence spectroscopy

In this section we shall describe the main idea and the setup of time-of-
flight (TOF) electron coincidence spectroscopy, using a magnetic bottle spec-
trometer of a type similar to that originally developed by J.H.D Eland [50]. In
contrast to high-resolution spectroscopy, where the kinetic energy of an elec-
tron can be measured by its deflection within an electrostatic field, the idea in
TOF spectroscopy is to obtain the kinetic energy of an electron by measuring
the time it takes to move a known distance. From this, the velocity and sub-
sequently the kinetic energy of the electron can be derived. For this purpose
a magnetic bottle spectrometer, shown in Figure 3.8, can be used.

Gas needle
Flight tube with solenoid
(2.2m)
Permanent —
ma net anny LTS e- ----- PRLLLL DS el
8 -‘ig,» ....... e & S E
X-ray — MCP

light

Figure 3.8: In a magnetic bottle spectrometer all the electrons
are guided towards the detector, after they are collimated by
the magnetic field of a strong (~1T) permanent magnet and a
weak (~1mT) solenoid. By measuring the travel times of the
electrons in the flight tube, one can estimate their velocity and
subsequently their kinetic energies can be obtained.

In the setup shown in Figure 3.8, the region where the field from the per-
manent magnet, the gas needle and the incoming light intersect is referred to
as the interaction region, which is where ionization of the sample takes place.
The sample is let into the system via the gas needle and the ejected electrons
are then captured by the magnetic field created by the strong permanent mag-
net and a weak solenoid wound around the flight tube, with the field lines’
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shape resembling that of a bottle. This field, which functions as a magnetic
mirror [51], can capture all the ejected electrons, independent of their ejec-
tion direction, thus essentially all the electrons can be collected and recorded.
The electrons are guided to an MCP detector at the other end of the, in our
setup, 2.2 m long flight tube. In order to protect the magnetic field in the flight
tube from any external fields, the tube is shielded by y-metal (not depicted in
Figure 3.8).

A key aspect for performing TOF measurements is timing, since what is
measured is the flight time of an electron until it is recorded by the detector.
Thus, there must be a well defined start in the measurement. Though there
are several timing schemes [52], the most straight forward one is to use a light
detector and the ionizing light itself. A crucial factor here is the repetition rate
between consequent light pulses. Due to the fact that we are interested in the
outcome after the absorption of a single photon, if the time period between
two pulses is shorter than the time it takes for the slower electrons to reach
the detector, then the signal from two different ionization events may mix,
as the fast electron from the second ionization event might reach the detector
faster. Because of this, when performing TOF spectroscopy at synchrotron ra-
diation facilities, like BESSY II in Berlin, it is important that the storage ring
is operated in single-bunch mode. Even in this case, it is still possible to mix
events coming from different ionizing pulses since the inter-pulse spacing is
only ~800 ns. For this reason, a mechanical chopper has been developed [53],
which has been designed to reduce the repetition rate of the storage ring. The
chopper is installed just before the experiment, in this way allowing the light
to reach the interaction region after every tenth pass of the electron bunch
for example. The reason that we want to record electrons coming from dif-
ferent ionization events separately is because in this way coincidence spec-
troscopy can be performed unambiguously and the correlations of several
recorded electrons can be retrieved more easily. For the purposes of this the-
sis, DCH continuum and pre-edge states have been identified by simultane-
ously recording three electrons, emerging from the same ionization event (one
photoelectron, two Auger electrons).

A final point before ending this brief description of the TOF coincidence
spectroscopy technique is to describe the process of converting from a TOF
scale to an energy scale. From classical mechanics we have:

_ mev® med?
== =7p

(v=d-t), (3.4)

with d being the length of the flight tube, ¢ the electron time of flight, v the
electron velocity and Ey the kinetic energy. Since the time delay between the
occurrence of an event and its registration should be taken into account, as
well as potential electrostatic fields in the interaction region, equation 3.4 can
be re-written in the form:

DZ

E=—
KT (t—1)2

+ Ey, (3.5)
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where D is related to the length of the electron path, ty to the electronic delay
time and Ej to the potential electrostatic fields in the interaction region. All
three parameters can be estimated as free fit parameters, by measuring the
TOF spectra of species with well-known energies.

3.6 The complementarity of the two experimental
techniques

From the descriptions of high-resolution electron spectroscopy using the
HAXPES setup and the TOF electron coincidence spectroscopy, the comple-
mentarity of the two techniques might have started to become obvious, none-
theless it will be further emphasized in this short section. A study of DCH
pre-edge states of CO, using both techniques can be found in Ref. [54].

Starting from TOF electron coincidence spectroscopy, we can see that col-
lecting all electrons results in high count rates and allows the selection of a
specific process, thus both DCH continuum and pre-edge states can be ob-
served, along with the decay paths of such states, all in a single measurement.
Moreover, TOF spectroscopy can give useful insight on the sharing of the ex-
cess energy by the ejected electrons. In contrast, the energy resolution offered
by magnetic bottle spectrometers is usually (AE/E) ~1/50 [52], which is less
ideal for HAXPES experiments, where the ejected photoelectrons have very
high kinetic energies.

The enhanced energy resolution offered by the HAXPES setup makes it
suitable for the detection of DCH pre-edge states and allows for a detailed fit
analysis of the acquired spectra, from which dynamical information can be
obtained, e.g. the lifetime broadening [34] of DCH states or the slope of a po-
tential energy curve [55]. Furthermore, high-resolution electron spectroscopy
can be proven to be an indispensable tool for studying vibrational excitations
of DCH states, as well as for measurements where the polarization of the in-
coming light can be varied allowing to obtain angular information, which is
not so easily retrieved in TOF spectroscopy, using a magnetic bottle spectrom-
eter. In this way, an experimental separation of the direct from the conjugate
path can be achieved, when they are both present in a transition. However,
the HAXPES technique runs into limitations if spectral features originating
from different ionization processes overlap in energy, which would require a
coincidence detection scheme to disentangle.
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Chapter 4

Results

In this chapter, a detailed presentation of the results obtained within the
framework of this thesis will be given. Most of the results concern the cre-
ation of DCH pre-edge states in molecules. The formation of DCH continuum
states is also reported. Finally, a discussion about the observation of nuclear
dynamics in water by Auger spectroscopy after the creation of several types
of DCH states is given.

4.1 Rydberg states in HCI

In the first paper included in this thesis (Paper I), two different types of
DCH pre-edge states in HCl have been observed, namely 1s~12p~1(}*P)o*,n¢
and 1s712s71(13S)o*, 4s. In this notation, the excited electron has occupied
either the lowest unoccupied molecular orbital (LUMO) of HCI, which is an
anti-bonding ¢* molecular orbital or an n¢ atomic-like Rydberg state, with
n, ¢ as defined in Chapter 2. Furthermore, double-shake-up transitions, of the
form 1s~12p~1V~1nlhn'¢')/, where the ionization of a core electron is accom-
panied by the simultaneous excitation of a core and a valence (V) electron, are
also present in the recorded photoelectron spectrum, shown in Figure 4.1.

As in this case we have partially filled shells, spin-orbit coupling will give
rise to singlet and triplet multiplicities, with the triplet being lower in energy,
in agreement with what has been found for the same type of DCH states for
argon [33]. The binding energy region from 3070 eV to 3100 eV corresponds
to the 1s712p~1(13P)o*,n¢ DCH region; it has been assigned based on a fit
model and the results of ab initio quantum chemical calculations. The relative
intensities in Figure 4.1 are given in units of 10~* of the intensity of the Cl
1s~! SCH peak. The region above 3130 eV corresponds to the formation of
1571257 1(12S)0*,4s DCH states and the binding energy region in-between the
two to the formation of double-shake-up states.

In the first binding energy region, two processes can take place. After
single-photon absorption, either the 1s electron will be ionized, with a simul-
taneous excitation of the 2p electron to a np unoccupied orbital or the op-
posite, where a 2p ionization accompanied by a 1s— ns excitation will take
place. As the 1s electrons significantly screen the 2p orbital, 1s ionization will
result in a strong shake effect due to the change in the 2p radial distribution,
thus np final states will appear as more intense peaks in Figure 4.1.
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Figure 4.1: Photoelectron spectrum of HCl, recorded at
a photon energy of 3900 eV, depicting the formation of
1s712p~1(13P)o*,nl and 15712571 (13S)0*,4s DCH states, as well
as the formation of 1s™12p~'V~1nlin'¢’}/ double shake-up
states.

In order to extract physical information like the lifetime and dissociative
broadening for these specific DCH states, a fit model was implemented, where
transitions to the LUMO have been fitted with a Gaussian function of ~ 4.13
eV full width at half maximum (FWHM) in order to account for the projection
of the ground-state vibrational wavefunction to the dissociative final state,
through the Franck-Condon region as shown in Figure 2.5. Moreover, be-
cause of the triplet multiplicity, three different Gaussian functions have been
used for the peak at ~ 3072 eV. The Rydberg states have been fitted using
a Lorentzian of ~ 630 meV FWHM to account for the lifetime broadening.
As the spacing between adjacent Rydberg states is proportional to 13, their
density will be proportional to 7%, and will significantly increase close to the
double-ionization threshold, resulting in the appearance of a background in
the spectrum, which can be described by an arctan function (this background
will be further discussed in Section 4.5) [56]. The inflection point of this arctan
function is expected at the energy position of the first unresolved Rydberg
state, which is in this case around 2 eV below threshold. For the 1s~12p~!
DCH region, four such functions have been used, as there will be four differ-
ent DIPs there. Finally, convolution with a Gaussian of 585 meV was done
in order to simulate the experimental resolution. The fit result, along with a
detailed peak assignment, can be seen in Figure 4.2.

Subsequently, equation 2.1, which gives the energy levels of a hydrogenic
atom has to be slightly modified, in order to give an estimate of how strongly
an electron feels the nuclear charge. If the nuclear charge is perfectly screened
for a specific electron by all the other electrons, it can be considered that this
electron will simply feel a +e nucleus, thus equation 2.1 can be applied. If the
wavefunction of an electron can have a significant value close to the nucleus,
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Figure 4.2: The blue line is a fit result for the 1s~'12p~! binding
energy region of the spectrum. Transitions to the LUMO have
been fitted using a Gaussian profile and the Rydberg states us-
ing a Lorentzian profile. The position of each transition, along
with the corresponding DIP for each spin-orbit term, are shown
with vertical bars. Finally, the dashed line represents the arctan
background.

thus the electron can feel the nuclear charge, equation 2.1 can be modified as
[57]:

72 . Ry
(n—00)%

where the quantity J; is called the quantum defect [57]. As the energy posi-
tion, E,, has been extracted from the fit analysis for ns and np Rydberg elec-
trons, the DIP and the quantum defects can be extrapolated, as free fitting
parameters in the formula:

E, = — (4.1)

72 . Ry

E,=DIP — —,
" (n—6y)?

(4.2)

with Z = 2 to account for the double core vacancy. It was found that the
quantum defect for ns electrons is é; = 1.76 and for np electrons 6, = 1.35,
while the obtained DIP for each spin-orbit term is given in Table 4.1.

Table 4.1: The extrapolated 1s~12p~! DIP for each spin-orbit
term, extrapolated from equation 4.2.

1s~12p~1 3P, 3p, 3Py Ip,
DIP (eV) 3087.99 3089.29 3090.34 3098.64
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4.2 DCH pre-edge structures of CH;CN

Paper II reports on the formation of K~2V states in CH3CN, which involve
both the K shells of N and C atoms, as displayed in Figures 4.3 and 4.4 respec-
tively, along with the results of ab initio quantum chemical calculations. The
experimentally recorded photoelectron spectra are in very good agreement
with the predictions obtained from the theoretical model described in detail
in Refs. [13, 14], interpreting the observed spectral structures in terms of direct
and conjugate transitions, as described at the end of Chapter 2. Also, as the
molecule possesses two non-equivalent C atoms, initial and final state effects
contributing to the chemical shift have been investigated and are discussed
with the help of a Wagner plot.
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Figure 4.3: Photoelectron spectrum of CH3CN recorded at a
photon energy hv = 2300 eV, showing the formation of N K2V
DCH states (black line), along with the theoretical spectrum.
The red (green) bars, in the theoretical spectrum, stand for the
direct (conjugate) character of each transition. The notations og
and oc in the double shake-up region (peak F) correspond to
transitions in the a; type orbitals of peaks B and C.

To begin with, it is mentioned that a K-shell excitation within the direct
path will be characterized by an overlap integral of the form (f|i), which will
be non-vanishing only if the final state orbital |f) and the initial state orbital
|i) are of the same symmetry. Given that the molecule belongs to the Cs, point
group, the possible final state orbitals can be a1, 4, and ¢, but as the symmetry
of the initial 1s orbital is a4, it should be the same for the final-state orbital. In
contrast, the dipole transition within the conjugate path will be described by
integrals of the form given in equation 2.6. The integral can be evaluated for
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Figure 4.4: Photoelectron spectrum recorded at a photon energy
of hv = 2300 eV, showing the formation of C K~2V DCH states
of CH3CN (black line), along with the theoretical spectrum. The
red (dark green) bars, reflect as in the case of Fig. 4.3, the di-
rect (conjugate) character of each transition. Transitions in blue
(light green) in the theoretical spectrum show the formation of
DCH pre-edge states involving the CH (CN) carbon atom.

each component of the dipole moment operator D separately and the charac-
ter table of the C3, point group can be used in order to identify which inte-
grals are vanishing (meaning that the transition is forbidden) and which are
non-vanishing. It can be proven that transitions of the form (a;| D |a;) and
(e| D |a;) can take place, while transitions of the form (a,| D |a;) are forbid-
den. In the photoelectron spectra of Figures 4.3 and 4.4, transitions reflecting
the direct path are shown in red, while those reflecting the conjugate path are
shown in green. It can be seen that there are transitions caused by both paths,
with the direct channel being the dominant one.

Another point that should be addressed regarding the photoelectron spec-
tra in Figures 4.3 and 4.4 is that while the observation of atomic-like Ryd-
berg states similar to the case of HCl (Paper 1) is expected, our theoretical
results nevertheless indicate a non-negligible valence character of the final
states reached, thus a definite assignment in terms of Rydberg states is not
possible. This is why the symmetries within the given point group have been
used to assign these peaks (Paper II).

4.2.1 Initial and final state effects

The purpose of this subsection is to apply the equations presented in Sec-
tion 2.5 in order to estimate the chemical shift between the two C atoms in
CH3CN. Before moving forward, it should be pointed out, that as ss-DCH
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exhibit large orbital relaxation effects, the relaxation-correlation energy given
by RC = R+ C will be RC = R for R > C.
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Figure 4.5: The C K~! photoelectron spectrum of CH3CN,
recorded at a photon energy hv=2300 eV. The blue solid line
through the experimental black data points is the convolution
of the theoretical spectrum with a Gaussian of 270 meV FWHM
accounting for the experimental resolution. The observed asym-
metry is a manifestation of the vibrational progression taking
place during core ionization.

Now equations 2.4 and 2.13, in combination with the measured and calcu-
lated ionization potentials, can be used to determine the contributions to the
chemical shift between the two carbon atoms, namely the relative differences
in orbital and relaxation energies. Furthermore, the validity of the results ob-
tained from equations 2.15 and 2.17 can be tested by comparing them with
the results obtained through quantum chemical calculations (Paper II). The
IPs of C in CH3CN have been measured, and are shown in black dots, along
with the result of ab initio calculations, in Figure 4.5. The blue line in Figure 4.5
shows the convolution of the theoretical results, namely the energy positions
and intensities of the vibrational levels, with the lifetime broadening and the
experimental resolution. The IP values for the CN and CH carbon atoms us-
ing density-functional-theory (DFT) and including vibrational corrections are
292.874 eV and 292.879 eV respectively, in agreement with our experimental
findings, calibrated according to the value of 292.98(7) eV given in Beach et
al. [58]. In addition, a splitting of 0.54(15) eV was found in Ref. [58], while the
results obtained here indicate a splitting of 5 meV for the two carbon atoms.

To build on these findings, the differences in the orbital energies and re-
laxation energies Ae and AR respectively can be estimated, from the values of
DIP and IP, calculated with different methods. The use of theoretical values
for the ionization potentials can be justified from the very good agreement
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between the experimental and theoretical results, demonstrating the high ac-
curacy of the calculations. From equations 2.4 and 2.13 and the approximation
ERC(A~?) = 2RC(A~') we will have:

(DIP — IP)cp = IPcp — 2 R(Cyy) + RE (Cc_:fl)} (4.3)

Subtracting by parts equations 4.3, defining AR = R(Cgj;) — R(Cgy) and
keeping in mind that the Coulomb repulsion is independent of the environ-
ment and depends only on the specific atom, thus RE(C:3) = RE(Cg) we
get for AR:

(DIP — IP)cyy — (DIP — IP)cn — (IPcy — IPen)
2

AR = — . (4.4)

With AR known, one can obtain the difference in orbital energies Ae = e~ —

€N in a similar way as before:
Pes=—¢ "~ R(C&)} @5)
PN = —eN — R(CqY)
and by subtracting by parts equations 4.5, we obtain:
Ae = —(IPcy — IPcn) — AR. (4.6)

The results obtained by applying equations 4.4 and 4.6 for the values of IP
and DIP calculated with different quantum chemicals methods, like Hartree-
Fock (HF) and DFT can be compared with the exact values if we use the results
for € and R obtained at the HF level of theory. Table 4.2 summarizes all the
values.

Table 4.2: Calculated values of IP and DIP using different levels
of theory, as well as the values of ¢, R(C™!), R(C™2) and RE
obtained at the HF level of theory. All values are given in eV.

IP DIP

HF DFT  DFT(vib. cor.) HF DFT  DFT(vib. cor.) € R(C™Y) R(C?) RE
CH 29288 29276 292.879 654.04 65237 - —307.11 14.23 5644  96.26
CN 29299 292.81 292.874 65490  653.03 - —306.87 1388 5510  96.26

From the values given in Table 4.2, the exact values for AR and Ae are 0.35
eV and —0.24 eV respectively. Furthermore the ratio R(C2)/R(C™!) ~ 3.97
is very close to the value of 4 predicted by equation 2.17. Also the calculated
values of RE are very close to those predicted by setting Z = 6 in equation
2.15. The estimated values of AR and Ae from equations 4.4 and 4.6 are men-
tioned in Table 4.3.

Before discussing the physical meaning of these results, it is worth men-
tioning that in order to estimate the values of AR and Ae from experimental
values, one has to account for the vibrational progression of the molecule. As
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Table 4.3: Estimated values for AR and Ae from equations 4.4
and 4.6, for the values of IP and DIP obtained at different levels
of theory. The exact values obtained at the HF level of theory are
also included.

AR (eV) Ae (eV)

HF 0.32 —0.21
DFT 0.28 —0.23
DFT(vib. cor.) 0.22-0.40 —0.22to —0.40
Exact 0.35 —0.24

it was not possible within the framework of Paper II to either measure the DIP
of the molecule or calculate it with the vibrational corrections included, the
same values as the ones obtained from DFT without any vibrational correc-
tions have been considered, with an error given by the difference of the DFT
value of the IP including vibrational corrections minus the DFT uncorrected
value, yielding £ 119 meV for CH and + 64 meV for CN. Within these error
bars, the values of AR and Ae given in Table 4.3 have been obtained. From this
we conclude that the measured values for DIP and IP can cause errors in the
determination of Ae and AR, which can be up to 0.2 eV due to the influence of
the vibrational degrees of freedom. The results of Table 4.3 can be presented
in the form of a Wagner plot, described in the following subsection.

4.2.2 Wagner plot representation

A way to present the results of Table 4.3 is in form of a Wagner plot, as
shown in Figure 4.6, first suggested by T.D. Thomas [59], and subsequently
used in the works of Ueda et al. [60] and Kryzhevoi et al. [61].

The main advantage of such a plot is that one needs to know only two
experimentally measurable quantities, the IP and the DIP, in order to display
in a relatively simple way the findings for Ae and AR. More specifically, from
equation 2.14 and by using once more the relation ER(A~2) = 2R(A~1), we
get:

DIP — IP = IP — 2R + RE. (4.7)

As one has now on the vertical axis of a Wagner plot the difference DIP—IP
and on the horizontal axis the value of IP, the slope « of a line connecting two
points A, B in such a plot will be:

(DIP — IP)g — (DIP —IP),  (IPg —IPA) — 2(Rg — Rp) 2AR

“= Py — IPA - (IP; — IP,) =1-ap @8

with AIP = IPg — IP5 and AR = Rp — Ra. Thus equation 4.8 can be written

as:
2AR
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Figure 4.6: Along the blue solid lines the orbital energy remains
constant and the same holds for the relaxation energy along the
black dashed lines. All points in green refer to the Ccn atom,
whilst all points in red refer to the Ccy atom. The different
points in the plot indicated by squares, triangles, crosses and
circles represent the values obtained with different methods (for
more details see text).

from which it can be seen that along the lines with « = 1 in Figure 4.6 (black
dashed lines), R = const. Alternatively equation 4.8 can be written as:

AR  a—1
AP 2
which for « = 3 gives AIP = —AR and because AIP = —Ae — AR, from
equation 2.4, we can see that along the lines having a slope equal to 3 in Figure
4.6 (blue solid lines) the orbital energy will have a constant value € = const.
The results given in Table 4.3 are presented in Figure 4.6. The crosses indi-
cate the values obtained from HF calculations, whilst the squares and circles
show the results of DFT calculations with and without vibrational corrections,
respectively. For the former case, the values of DIP used were the ones corre-
sponding to the lower limit, —119 meV for CH and —64 meV for CN. Further-
more, the triangles in Figure 4.6 correspond to the case where R(A~?2) is as
in equation 2.17 and the DIP value has been calculated according to equation
2.11.
A final point that should be addressed here is the use of the symbols Ae
and AR. Ae (AR) have been used to demonstrate that two core holes on a blue
solid (black dashed) line have the same orbital energy e (relaxation energy

(4.10)
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R). These lines form a new, non-orthogonal coordinate system which pro-
vides the relative values for the orbital energy, de, and the relaxation energy,
OR. The absolute values are given by ecpycn = €0 + dec,en and Repen =
Ro + dRcp cn, where €y and R are two constant values. The subscripts CH
and CN refer to the orbital or the relaxation energy of the corresponding car-
bon atom. By considering the differences in the orbital and relaxation energy
between the two carbons, (Ae and AR) one obtains Ae = decy — decn and
AR = 6Rcy — RN

Before moving on, the physical meaning of the obtained results shall be
discussed. The higher negative orbital energy € for the Ccyy atom reflects a
lower electron density on that atom, meaning that it is more difficult to re-
move an electron from it, though one would expect the opposite, thus a lower
electron density in the region of the Ccy atom. This is due to the high elec-
tronegativity of nitrogen causing a lack of electrons in the vicinity of its neigh-
bouring carbon atom. This latter effect is negated by the very short bond
length between the two of them due to the triple bond character. Finally,
the higher value of relaxation energy for the Ccyy should be expected as the
electron-donating hydrogen atoms can provide charge which screens the cre-
ated core hole.

4.3 K2V states of CS, and SF,

An advantage of K~2V spectroscopy, is that it provides for molecules with
sufficiently high symmetry, access to final-state orbitals, forbidden in conven-
tional NEXAFS spectroscopy. This can be illustrated by considering the obser-
vation of K~2V states for the cases of the CS, and SF¢ molecules, reported in
Paper III of the thesis. As the two molecules belong to different point groups,
similar symmetry arguments as for the case of CH3CN can be used, to identify
the symmetry of the final-state orbitals reached.

The simpler case of the linear CS, molecule can be considered first, and
more specifically the K=2V states involving the K shell of the C atom. As be-
fore, for the direct path, the (f|i) overlap integral will be non-vanishing only
if the initial and final state orbitals are of the same symmetry. Within the D,
point group, to which the molecule belongs, the initial 1s orbital will be de-
scribed by an a1 orbital, thus direct transitions will have the general form

K‘Znalg(nog). This is a textbook example of the advantages of K~2V spec-
troscopy as g—g transitions are forbidden in conventional NEXAFS spec-
troscopy according to Laporte’s selection rule for centro-symmetric molecules.

When considering the conjugate path, the angular momentum of the ab-
sorbed photon will result in a process which can be described as K(1s)—V(np
(0y, 7ty)), where the promoted K-shell electron will occupy a valence (V) or-
bital with a strong atomic p-orbital component. The latter can be manifested
through the formation of ¢ or a ¥ molecular orbital, having an ungerade par-
ity, for the same reasons as before. The symmetries of the final states reached
by conjugate transitions within the D, point group will be A1, (X)) and
E14(T1y), thus the conjugate path will result in K—2?nay, (n0})) and K~2ney, (na)
final states.
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The creation of a fully depleted K shell in one of the S atoms will lower
the symmetry from Do, to Ceoy, thus the inversion symmetry will be lifted. In
this case we will have, for direct transitions, K(1s)—V(nso*), where a strong
s-orbital character is expected. Similarly to the C case, conjugate transitions
will have the general form K(1s)—V(np(c*,7c*)). In this case, both final state
orbitals can be reached by NEXAFS spectroscopy as well.
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Figure 4.7: A theoretical (top) and an experimental (bottom)
electron spectrum of CSy, recorded at hv=2300 eV, showing the
formation of K2V states involving the K-edge of the C atom.
The red (green) bars stand for the direct (conjugate) nature of
each transition.
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Figure 4.8: An experimental spectrum reflecting the formation
of S K~2V states in CSy, recorded at a photon energy of hv=5900
eV.

Continuing with the case of SF4, one should consider the symmetries of
the K2V states involving the K shell of S and F separately, as it was found
that the creation of a double vacancy in the K shell of the F atoms lowers
the symmetry from O}, to Cyy. Starting from the K~2V states involving the
K-shell of the S atom, direct transitions within the Oy, point group will have
the general form K_Zna{g, leading to a final state orbital of g symmetry, non
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reachable by NEXAFS spectroscopy, for the same reasons as before. For the
conjugate path only integrals of the form (t;,| D |14 ) will be non-vanishing,
therefore conjugate transitions will have the general form K—2nt; , as in the
case of NEXAFS. For the creation of K2V final states, involving the K-shell of
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Figure 4.9: Experimental and theoretical spectra, showing the
K~2V DCH in SF¢. On the top the S K2V states have been
recorded using a photon energy, hv = 5900 eV and on the bot-
tom the F K~2V DCH states have been recorded at a photon en-
ergy hv=2300 eV. The red (green) bars indicate the direct (con-
jugate) character of each transition.

the F atoms, direct transitions can be shown leading to the occupation of an
naj valence unoccupied orbital upon the formation of a double K-vacancy,
while two alternative final-state orbital symmetries exist for the conjugate
path as both the (a1| D |a;) and (e| D |a;) integrals are non-vanishing.

The experimental and theoretical spectra, showing the formation of CK~2V
DCH states in CS; can be seen in Figure 4.7. The experimental photoelectron
spectrum recorded at the K-edge of S is shown in Figure 4.8. The positions
of the theoretically expected DIP are also indicated in both cases. Figure 4.9
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displays the formation of K~2V DCH states involving the K-edges of both S
and F of SF¢ along with the theoretical simulations of the spectra.

From the spectra shown in Figures 4.7 and 4.9, it can be seen that there is
a very good agreement between the experimental results and the theoretical
model described in Refs. [13, 14], especially for the energy position of each
spectral feature. Some small intensity deviations can be seen by comparing
the experimental and theoretical spectra. A very thorough theoretical sim-
ulation of these spectral features can become computationally expensive in
terms of memory, thus in certain cases the above mentioned deviations have
been observed.

4.4 Term values and shape-resonance shift under
the formation of K2V states

In this section a comparison of the peak positions corresponding to DCH
pre-edge states in a photoelectron spectrum, with the peaks corresponding
to the related transitions in the SCH case, recorded by means of inner-shell
electron energy loss spectra (ISEELS) or NEXAFS spectroscopy shall be at-
tempted. By considering the term value (TV) of each transition upon the for-
mation of a double and a single core vacancy, it can be seen for the relative
TVs that TVpcy > 2-TVscy (Papers 11, III). Furthermore, the position of the
transition which corresponds to what is referred to as shape resonance in the
SCH case, was found to exhibit a significant shift since it was identified below
the DIP (Papers II, III), contrary to the ISSELS and NEXAFS cases, where it
was found to be well above threshold.

Concerning shape resonances, we remind ourselves that they are above-
threshold, resonant processes [62]. It was suggested, more than thirty years
ago, that the bond length of a molecule could be estimated by observing the
recorded position of the shape resonance in a NEXAFS spectrum [63], an idea
which was proved insufficient after thorough investigations [62, 64]. The fi-
nal outcome was that although the position of a shape resonance should be
sensitive to the bond length, a direct estimation of the bond length from only
the position of the shape resonance can lead to ambiguous results.

A shape resonance is a one-electron process which can be viewed either
as the trapping of the outgoing photoelectron from the molecular potential,
from which it will tunnel, or as an unoccupied molecular orbital (MO) which
can exist in the continuum [62, 64]. To begin with, in the ISEELS spectra of
CH3CN [65] the shape resonance (6*) had a TV of —16.9 eV with respect to
nitrogen K~! threshold and —15.5 eV, with respect to the Ccyy K=! thresh-
old. In contrast, in Paper II it was found that the TV of Kyo% oy (a1) (peak
B in Figure 4.3) was ~ 9.0 eV, with the Ky? threshold at 886.61 eV binding

energy ,while the TV of the KEﬁN o&en(a1) (peak D in Figure 4.4) was ~ 8.53
eV, with the KE(%N threshold at 653.03 eV binding energy. An interesting case
is presented in Paper III for the case of CS,, where the K% (607,) transition has
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been observed = 10.0 eV below the K-? DIP, nevertheless no K~!(60};) tran-
sitions has been observed in the ISEELS measurements of Wight and Brion
[66].

Other interesting examples are the cases of N, and CO; studied by Carni-
ato et al. [14, 54]. In the first case the K—20* transition was observed at ~ 893.5
eV with the K=2 DIP at ~ 902.5 eV, thus a TV of ~ 9.0 eV was estimated.
For the same molecule, the K~16* transitions was found at =~ 416.0 eV in the
recorded ISEELS spectrum of Hitchcock et al. [67] and at ~ 417.5 eV in the
theoretical NEXAFS spectrum simulated by Carniato et al. [68]. As the K~!
IP has been found at 409.9 eV [67] a TV of ~ —8.0 eV is estimated for this
transition, thus a shift of ~ 17 eV seems to be the case under the double K
vacancy. For the case of CO; the K10}, transition has been recorded at 313.8
eV by means of NEXAFS spectroscopy in the work of Sham et al. [69], with
the threshold being at 297.5 eV [70], thus a TV of ~ —16.0 eV has been found.
The K20}, of CO, has been found at ~ 657.0 eV binding energy, with the K2
threshold at 666 eV binding energy [54], thus for the DCH case the TV is ~
9.0 eV, suggesting a TV-shift of ~ 25.0 eV for the fully depleted K shell.

From all these values a correlation between the position of what could
be called a shape resonance for the DCH case and the bond length of the
molecule becomes apparent, as upon the creation of a K~2V DCH state, two
effects competing with each other take place. On one hand the hollow K shell
will lead to the contraction of the orbitals towards the atom that possesses the
two K-vacancies, as the electrons occupying them will now feel a higher nu-
clear charge. On the other hand, the excited electron occupies an anti-bonding
MO which in turn will cause an elongation of the bond. The below-threshold
observation of the shape resonance is in line with the MO orbital picture of
the process and the orbital contraction mentioned above, rather than the back-
scattering picture of the ejected electron between the parent and a neighbour-
ing atom suggested in Ref. [63].

Table 4.4: A comparison of the TVs for different transitions in
different molecules, under the formation of a single and a dou-
ble K-vacancy.

TV(eV)

CH3;CN Kz K lo* K2x* K ?¢*
NK-edge 57  -169 150 9.0
CK-edge 55  —155 1603 853

CS,  Kc'3m Kcléor K23w: K260}
7.0 - 1609 100
N, K lo* K~2o*
—8.0 9.0
CO; Kclop K2o},

—16.0 9.0
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Finally, as was mentioned at the beginning of this section, increased TV
are characteristic of K=2V spectroscopy. Beyond the ¢* transitions discussed
in detail above, it was found for the case of CH3CN (Paper II) that the TV
of the Ky ?néy (e) transition was ~ 15.0 eV, while the TV of the correspond-

ing Kﬁlné‘:N transition in Ref. [65] was estimated to be 5.7 eV. Accordingly
the TV of the KEﬁan‘jN(e) transition was estimated to be 16.03 eV, with the

TV of KE&NJ'CéN transition at 5.5 eV [65]. Similarly, for the case of CS, (Paper

IIT) the TV of the K=2(3x) transition was estimated to be 16.09 eV, with the
TV of the corresponding K~1(3x}) transition, recorded by means of ISEELS
spectroscopy, estimated to be 7.0 eV [66]. All the above menioned values are
summarized in Table 4.4.

4.5 Background in the experimental spectra

Earlier it was mentioned that in order to reproduce the 1s~12p~1o*, n¢
DCH region in HCI (Paper I), we had to account for a background in the
recorded spectrum, which can be described by an arctan function (one for
each fine-structure term for both spin multiplicities). The same was found for
the iso-electronic case of argon in Ref. [33]. A reason for the appearance of
this background was given, which took into account the density of Rydberg
states close to the double-ionization threshold.

From the recorded photoelectron spectra of CH3CN (Paper II), in Figures
4.3 and 4.4 one can see that a background in the spectrum showing the K=2V
states in the N K-edge (Figure 4.3), resembling an arctan function is visible,
while no such background can be recognized for the spectrum recorded on the
carbon sites (Figure 4.4). This observation is probably in line with the afore-
mentioned argument about the nature of this background. Since CH3CN pos-
sesses two carbon atoms, the formation of molecular orbitals between them
should be favoured due to the energy pairing of the related atomic orbitals,
in this way suppressing the atomic-like Rydberg states. Although from our
calculations no atomic-like Rydberg states were found even for the case of N,
we expect a significant Rydberg character in the final states that are reached
through the transitions involving the K-shell of nitrogen, which in turn might
manifest through the appearance of a background.

In contrast, the experimental findings for CS, and SF¢ (Paper III) further
complicate things. For the case of CS,, according to the previous argumen-
tation, a background is expected for the S K~2V states as can be seen from
Figure 4.8. For SF¢, no background should appear in the experimental spec-
trum showing the formation of F K2V states and vice versa for the formation
of DCH pre-edge states involving the K shell of the S atom. However, from
Figure 4.9 it can be seen that exactly the opposite was observed, where the
appearance of a background has been recorded for the F case.

Additional factors which could contribute to the formation of such a back-
ground might be molecular geometry (whether or not the atom under consid-
eration has a terminal position in the molecule), as well as the fact that for all
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of the cases mentioned in this thesis, the photon energy used to trigger the for-
mation of the DCH pre-edge states was well above the associated DIPs. That
means that double photo-ionization (the simultaneous ejection of two photo-
electrons, that share the excess energy arbitrarily) was present while record-
ing the pre-edge spectra. That could account for an increase of the recorded
signal above the DIP, reflected in the formation of the background.

Beyond the above mentioned factors, the peak to background ratio can
also be considered. In Paper II, according to our simulations the intensity
of the main peaks appearing in the electron spectrum of N (Figure 4.3) is at
~ 0.35 barn/eV, whilst for the C atoms (Figure 4.4) the intensity is at ~ 2.5
barn/eV. For both cases though the experimental backgrounds appear at ~
0.2 barn/eV, suggesting that in the case of the N atom the background is dis-
cernible as the related spectral features are not as intense as in the C case. Nev-
ertheless, considering again the case of SF in Paper III, one can see that the
intensity of the main line for the case of S K2V states is at ~ 0.0075 barn/eV
(top panel of Figure 4.9), while from our experimental data the rescaled back-
ground appears at 0.002 barn/eV. On the bottom panel of Figure 4.9 it can
be seen that the main lines concerning the formation of K~2V DCH states in-
volving the F K-edge have an intensity of ~ 0.15 barn/eV. By rescaling the
experimental spectrum the background appears at =~ 0.05 barn/eV. The peak
to background ratio is 3.75 for the S and 3.0 for the F case, thus the two ratios
are very close together, still the background becomes significant only in the
latter case.

In summary, the nature of this background has not been fully understood
yet, as the reasons leading to its formation are still unclear and should be
further investigated, both experimentally and theoretically.

4.6 Nuclear dynamics upon the creation of a DCH
state: The case of H,O

Nuclear dynamics of singly /doubly core-ionized molecules, specifically
the response of the molecular geometry within the lifetime of the core hole(s),
is a topic that has been extensively discussed in the literature [71, 72, 73]. Nu-
clear dynamics can become particularly interesting when electron delocal-
ization occurs, as it may lead to ambiguous experimental observations [74].
DCH spectroscopy has been suggested as a solution to this problem, as the
very short lifetime of the highly excited DCH states will not allow for en-
hanced nuclear dynamics [75], though the strongly dissociative PES of DCH
states have been shown to exhibit significant nuclear dynamics [76], resulting
even in ultra-fast dissociation of the molecule [77, 78].

Nuclear dynamics in HO, upon the creation of a double K-shell vacancy
on the O atom has been observed and discussed in Paper IV. More specif-
ically the tail appearing in the high kinetic energy region (>500 eV) of the
KLL Auger spectrum, shown in Figure 4.10, where the hyper-satellite Auger
structures are expected (the Auger lines due to the decay of different types of
DCH states) has been shown to be a clear finger-print of nuclear dynamics.
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Figure 4.11: Left: The hyper-satellite Auger spectrum of H,O
(black dots), recorded at a photon energy hv = 2300 eV. The
red solid line stands for the calculated Auger spectrum, taking
nuclear dynamics into account. For its calculation the decay of
several types of DCH states was taken into account and shown
here. The K~2 contribution is in dashed-green, the K~2V in ma-
genta, the K 2L~ in dotted cyan and the K2L-1V in dashed-
blue. Right: A comparison of the theoretical Auger spectrum,
when nuclear dynamics has been taken into account (red) and
when it has been neglected (dashed-black), with the experimen-
tally recorded spectrum (black dots).

The recorded hyper-satellite Auger spectrum has been reproduced by a
theoretical model taking into account the contributions of nine different DCH

states, namely the K=2, K~24ay, K~22by, K~23a; '4a;, K~22a; '4a;, K=21b; 12b;,

K_23a1_ v K_22al_ L K_22b2_ 1 as shown in Figure 4.11. The contribution (rel-
ative weight) of each DCH state to the spectrum was the same as the one
identified for the iso-electronic case of Ne [79]. The major contribution in the
spectrum was found to be the one of the K2 DCH states.
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The ab initio calculations performed within the framework of Paper IV sug-
gest that the formation of a K=2 DCH will lead to a subsequent symmetric dis-
sociation of the molecule. The elongation of the OH bonds will be reflected in
the hyper-satellite Auger spectrum, by shifting the dominant 15, 2 structure
at ~ 555 eV kinetic energy, towards higher kinetic energies, as illustrated in
Figure 4.12. The reason for that shift can be found in the dissociative nature of

0.12

Auger electrons per eV

580 600
Electron kinetic energy (eV)

Figure 4.12: Time evolution of the hyper-satellite Auger spec-
trum of water. The shift of the main peak at ~ 555 eV towards
higher kinetic energies is a finger-print of nuclear dynamics (for
more details see text).

the K2 final state, leading to the elongation of the OH bonds with time and to
the subsequent dissociation of the molecule. In turn that will change the po-
sitions of the valence orbitals and the latter will be reflected in the different
kinetic energies that the Auger electrons will have.

4.7 The influence of the PEC slope in the broaden-
ing of the experimental peaks

As briefly mentioned in Section 2.4, the broadening of an experimental
peak corresponding to an electronic transition from an initial bound state to
a final dissociative state will strongly depend on the slope of the PEC. Let us
now discuss this aspect in more detail for the case of a diatomic molecule.
The nuclear part of the wavefunction of a dissociative electronic state will
have the form shown in Fig. 4.13. These wavefunctions can be described by
an oscillating function having a significant amplitude close to the potential
energy curve and decaying exponentially as one moves away from it.

The Condon reflection approximation [29] states that instead of using this
complicated mathematical form in order to account for the intensity profile
of the peak, according to the Franck-Condon factors 2.10, one can simply re-
place each eigenfunction of the nuclear motion of the dissociative state by a ¢
function at the turning point. Then, because of [ 6(x — ) f(x)dx = f(«), the
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Figure 4.13: According to the Condon reflection approximation,
the eigenfunctions of the nuclear motion at each ”vibrational”
level of the dissociative electronic state, can be approximated
by a delta function at the classical turning point. In this way the
intensity profile of the experimental peak can be obtained by re-
flecting each point of the squared ground vibrational wavefunc-
tion through the dissociative PEC (for more details see text). In
this figure we have considered a harmonic oscillator potential
for the PEC of the ground electronic state.

evaluation of the integrals 2.10 will result in the squared value of the vibra-
tional ground state wavefunction at the corresponding internuclear distance,
thus ¢2, (R), which according to Ref. [55] will be proportional to:

$% (R) oc e (RRe)”) (4.11)

R being the internuclear distance, Re the equilibrium bond length and a? in
case of a diatomic molecule given by:

2 _ KW
a2 = ES, (4.12)

i being the reduced mass of the molecule and w the vibrational frequency.
Following Ref. [55], the line shape of the dissociative electronic state can be
replaced by a straight line, making the intensity profile of the experimental
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peak proportional to:

L, ()
I(E /), 4.13
(B) « ——e @19
Ey being the peak position and ¢ the width of the peak. By comparing the
exponentials in the proportionality relations 4.11 and 4.13, the influence of
the PEC slope S on the width of the peak becomes apparent:

_E-Bo_ (4.14)

S_R_Re_

The validity of equation 4.14 has been tested in Paper I of this thesis. As
discussed in Section 4.1, the peaks corresponding to 1s~!2p~1c* transitions
have been fitted with a Gaussian having a FWHM of 4.13 eV. The reduced
mass of HCl is ¢ = 1.627 x 107%” kg and its vibrational frequency is w =
8.66 x 1013 Hz. From equations 4.12 and 4.14 we get a value for the slope,
Sexp = —15.1(1.3) eV-A~1, with the theoretically predicted value being Sy, =
—12.9 eV-A~1. We note that these values are in very good agreement with the
theoretical value of Sy, = —14.5eV-A~1, calculated in Ref. [77] for the 2p—20*
transitions in HCl.

4.8 Observation of DCH states by means of TOF
coincidence spectroscopy

Complementary results reporting on the observation of K~2 and K2V
DCH states in C4H;, by means of TOF multi-electron coincidence spectroscopy
were obtained (Paper V). This experimental work was performed at the BESSY
IT synchrotron radiation facility. The spectrometer setup shown in Fig. 3.8
was used and three electrons were recorded in coincidence. In contrast to
single electron spectroscopy, where different K=2V DCH states are detected
based on the kinetic energy of the ejected photoelectron, in coincidence spec-
troscopy the kinetic energies of the Auger electrons ejected due to the decay
of such states can be used in order to locate the desired process.

To go into more detail, the formation and decay of a K~2V DCH can be
described by the following scheme:

C4H10 +hv — C4H?b + eph
- CALI_I%(J)r + €Augerl
— C4H} + eauger2s (4.15)
where eph denotes the ejected photoelectron and esyger1 and eayger2 the two
Auger electrons emitted at each step of the decay of the double core-vacancy.

A similar scheme as the one shown above can be used in order to describe
the formation and decay of a K~2 DCH state, but this time we will have the
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Figure 4.14: Coincidence map showing the formation of a K~2V
DCH state in C4Hjg as anisland at ~ (320 eV, 180 eV). The kinetic
energies of two out of the three recorded electrons are shown,
when the kinetic energy of the third is in the range 200-260 eV,
which corresponds to the kinetic energy of eauger2. The photon
energy used was hv = 821 eV. For more details see text.

ejection of two photoelectrons:

CyHio + hv — C4Hi + ephr + eph
- C4H%CT / C4H‘11(—)i_ T €Augerl T €Auger2 (4.16)

Both processes 4.15 and 4.16 can be seen in Fig. 4.14, where the kinetic energy
of two out of the three recorded electrons is displayed, with the kinetic energy
of the third electron being in the range between 200-260 eV. This is the kinetic
energy range of eaygers, as it was found for the related case of the CoH,,,
(n =1,2,3) series studied in Ref. [32].

By looking at Fig. 4.14, one can see an island at (x,y)=(320 eV, 180 eV),
corresponding to the formation of a K=2V DCH state. Moreover, the stripe
at (x = 320 eV, y< 180 eV) is due to the higher unoccupied orbitals that the
core-excited electron reaches, up to the K2 limit, in agreement with what
has been observed in [32]. From Fig. 4.14, we also see that the kinetic energy
along the x-axis remains constant, while the kinetic energy along the y-axis
decreases, suggesting that the x-axis reflects the first emitted Auger electron
eAugerl, and the y-axis the ejected photoelectron. The photoelectron spectra
reflecting the K=2V and K~2 DCH states of C4Hjo can be seen in Fig. 4.15 and
Fig. 4.16, respectively.
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Figure 4.15: Photoelectron spectrum showing the formation of
K2V double-core-hole states in C4H;o, measured at a photon
energy hv = 821 eV.

Intensity (arbit. units)

625 630 635 640 645 650 655 660 665 670
Binding energy (eV)

Figure 4.16: Photoelectron spectrum showing the double-core-
hole continuum state in C4Hj at ~645.5 eV, measured at a pho-
ton energy hv = 821 eV.

Table 4.5: The experimentally measured and theoretically calcu-
lated energy positions of different DCH states in C4Hj.

Exp. (eV) Theory (eV)

K{2V 635 638
K,2V 635 638
K;? 645.5 648.29
K,? 645.5 648.38

The position of the K—2V DCH state was found at ~ 635 eV, while the
K~2 threshold was measured at ~ 645.5 eV. These values are in good agree-
ment with the results obtained from ab initio calculations. The experimental
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and theoretical results are summarized in Table 4.5. We note that the K; no-
tation refers to the terminal C atom, and the K; to the neighbouring C atom
of C4Hjp. Due to the symmetry of the molecule, the same theoretical results
were obtained for the two remaining C atoms of the molecule, thus they have
been omitted.
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Conclusions and outlook

The field of DCH spectroscopy is currently attracting a lot of scientific in-
terest, and several research groups around the world are performing experi-
ments focusing on the observation of DCH states using either SR or the radia-
tion produced by an FEL. This thesis focused on the experimental observation
of DCH states in molecules using SR.

The identification of atomic-like Rydberg states on the creation of a dou-
ble core vacancy, the separation of initial and final state effects upon core-
ionization, and their contributions to the chemical shift, as well as the dif-
ferent final-state symmetries of K=2V states and the fingerprints of nuclear
motion in the decay patterns of DCH states were demonstrated in the thesis.
In all these works, the formation of the double vacancy involved only one
atom in the molecule. In addition, the increased TV of the observed spectral
features, due to the strong attractive field of the double core-vacancy were
discussed, and were found to have a value more than two times greater than
the corresponding value in the SCH case. This aspect of K2V spectroscopy
can be used for a quick assessment of the recorded spectra when experimental
work is performed.

Furthermore, the appearance of a pronounced background in the experi-
mental spectra, which can be mathematically described by an arctan function
was reported. The actual nature of this background has yet to be understood.
Finally, the complementarity of HAXPES and TOF coincidence spectroscopy
was demonstrated. Additional results were obtained using the latter tech-
nique, where both K=2V and K~2 DCH states were recorded.

Experimental findings on the creation of ts-DCH pre-edge states were also
obtained, and while not covered by this thesis are the subject of current, on-
going analysis. Nevertheless, the experimental observation of either K~ 1K1
or K~1K~1V DCH still remains a challenging task, due to the comparatively
low cross-sections of these processes. The intense short pulses produced by an
XFEL have been shown to be a solution to this problem, by allowing for multi-
photon absorption, but the XFEL sources are significantly less common than
SR sources, which in combination with the high demand of the former for
other scientific purposes, has resulted in a very limited number of DCH works
[80, 81]. The development of an improved experimental setup which will
overcome the limitations associated with the observation of ts-DCH states,
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would lead us to a deeper understanding of the mechanisms causing the cre-
ation of such states, and would allow for ts-DCH spectroscopy to be estab-
lished as a standard technique augmenting conventional ESCA. The applica-
tion of this highly sensitive technique in small molecules and biomolecules is
expected to have a significant impact on the fields of chemistry and biology,
enhancing our understanding of chemical and biological processes.

Furthermore, new physical insight can be gained from the decay patterns
of DCH states. It is well known that the creation of an initial K-shell vacancy
can result in an Auger cascade, potentially leading to the Coulomb explosion
of the molecule. An antagonistic effect to the previous, in XFEL experiments,
is the removal of the second K-shell electron, as the duration of the light pulse
is comparable to the lifetime of the singly core-ionized state. X-ray coherent
diffraction imaging (CDI) is a field where these processes are evident, and so
a deeper understanding of both is crucial in order to correctly interpret the
outcomes of such experiments.

Additionally, in what concerns the decay channels of DCH states, despite
the fact that several works reporting on the hyper-satellite Auger structures
due to their decay have been published, not much is known to date about
the fluorescence decay of such states. X-ray emission spectroscopy (XES) is a
powerful tool for probing the changes in the valence shell of a sample after a
chemical reaction takes place, as demonstrated by M. Agdaker et al. [82, 83] for
the case of lithium halides. Conducting XES experiments after the creation of a
double inner-shell vacancy might reveal new, hitherto unknown information
on atoms and molecules.

Finally, performing DCH spectroscopy on surfaces and liquids is another
challenging future task worth conducting. The motivation to perform such
experiments, beyond the unravelling of the involved physical processes, is
the use of solutions in several industrial domains asking for a more detailed
understanding of their properties, as well as the vast number of chemical re-
actions taking place on surfaces and in aqueous solutions. An in depth un-
derstanding of the latter might have a crucial impact on our daily lives.
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