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«If we say ‘all animals’, that does not pass for zoology; for the same reason we 

see at once that the words absolute, divine, eternal, and so on do not express 

what is implied in them. » 

Preface to the Phenomenology of Spirit (1807). 

 

                                        
 
 
«La vita di un regista sono i suoi film. Non tutta la sua vita certo, ma quella 

parte di essa attraverso la quale ha espresso la sua relazione con il mondo, con 

le idee e con gli uomini » 

                                                                                                        
 
« … le leggi devono tener conto anche dei difetti e delle manchevolezze di un 

paese… Il sarto che ha da vestire un gobbo, se non tiene conto della gobba, non 

riesce. » 
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Modeling and exploring human IRE1 as a strategy to design novel inhibitors: a 
computational approach 
 

ANTONIO CARLESSO 
 

Department of Chemistry and Molecular Biology 
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ABSTRACT: Inositol Requiring Enzyme 1 (IRE1) is a bifunctional 
serine/threonine kinase and endoribonuclease that is the major mediator of 
the Unfolded Protein Response (UPR) during endoplasmic reticulum (ER) stress. 
The association of IRE1 dysregulation with a wide range of human diseases, 
stimulated research towards the discovery of small organic molecules able to 
modulate IRE1 signalling, and to potentially be used as novel therapeutics. 
In this thesis we performed in silico three-dimensional (3D) molecular modeling 
analysis encompassing: (i) the selection of suitable protocols for docking and 
virtual screening in the IRE1 serine/threonine kinase and endoribonuclease 
domains studies, (ii) the exploration of IRE1 and PERK ligand interaction 
networks, (iii) the study of IRE1-ligand recognition phenomena in order to 
understand the mechanism of action of IRE1 small organic modulators and (iv) 
offers important insights relevant to hit-discovery and lead optimization of 
novel IRE1 modulators.  
Our structure-based drug design approach provides useful information for 
designing improved IRE1 ligands, as confirmed by one soon-to-be-filed patents 
on new inhibitors targeting IRE1, developed during the PhD period. 
 
KEYWORDS: ER stress, unfolded protein response, cancer, inflammation, 
neurodegeneration, therapeutic targets, molecular docking, molecular 
dynamics. 
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1. Unfolded Protein Response (UPR) 

1.1 General overview 

The endoplasmic reticulum (ER) is a fundamental cellular compartment in protein folding1. 
The ER is involved in the synthesis of one third of the entire proteome2. A cellular condition 
known as ER stress could alter the functionality of this organelle, leading to accumulation of 
unfolded or misfolded proteins inside the ER1.  

The unfolded protein response (UPR) is a cellular response related to the endoplasmic 
reticulum3. It is triggered by the accumulation of proteins in the luminal domain of the ER. In 
this context, the UPR response has two purposes: restoring normal cell function by 
readjusting protein synthesis, and increasing the production of molecular chaperones 
involved in protein folding. If these goals are not achieved within a given time frame, the 
UPR programs for cell death (apoptosis)4.  

The UPR is involved in numerous physiological processes, ranging from cellular homeostasis, 
cellular differentiation, inflammation, lipid and cholesterol metabolism5,6. This wide range of 
activities suggests its important role in the progression of several diseases (i.e. cancer, 
neurodegenerative disorders and diabetes)7. On the basis of these pharmacological 
observations, several academic laboratories and pharmaceutical companies have made 
efforts in order to identify UPR modulators7. Promising and attractive indications highlight 
the possibility of modulating ER stress levels using small organic molecules8.  

In mammals, the major ER stress-sensing molecular machines are three ER transmembrane 
proteins2: PKR-like ER kinase (PERK), Inositol-requiring enzyme 1 (IRE1), and activating 
transcription factor 6 (ATF6) (Figure 1).  

1.2 IRE1 

IRE1 is a type I transmembrane ER-resident protein that contains a N-terminal luminal 
domain, a transmembrane domain, and a cytoplasmatic C-terminal kinase and 
endoribonuclease (RNase) effector domain1 (Figure 1). Mammalian IRE1 is present in two 
isoforms, α and β. IRE1α (hereafter referred to as IRE1) is ubiquitously expressed whereas 
IRE1β is sparsely expressed9. IRE1 activation is triggered by the accumulation of unfolded or 
misfolded proteins within the ER1.  
With an imbalance in ER homeostasis, IRE1 dimerizes, trans autophosphorylates and 
activates its own endoribonuclease domain on the cytosolic side1. RNase domain activation 
and oligomerisation (dimer of dimers) results in X-box-binding protein 1 (XBP1) mRNA 
splicing, which generates the transcription factor XBP1 with a length of 376 amino-acids2.  
XBP1s (s stands for the spliced form) translocates to the nucleus promoting the expression of 
genes that enhance protein degradation and UPR response2 (Figure 1). 
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Figure 1. The complexity of the UPR signalling and downstream pathways2.  

1.3 PERK 

Pancreatic ER kinase (PERK) is a type 1 transmembrane protein with a luminal domain and a 
cytosolic kinase domain1 (Figure 1). Upon ER stress PERK undergoes oligomerization and 
transautophosphorylation1. PERK activation prompts phosphorylation of the eukaryotic 
translation initiation factor-2 (eIF2α), that leads to translation reduction and inhibition of 
mRNA translation3.  
However, the short open reading frame of mRNA could translate, encoding for the 
transcription factor ATF41.  
C/EBP homologous protein (CHOP), and growth arrest and DNA damage–inducible 34 
(GADD34), are the two critical target genes induced by ATF41. CHOP is a pro-apoptotic 
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transcription factor, while GADD34, genes encoding the protein phosphatase PP1C, balances 
PERK activity by dephosphorylating eIF2α1.  
Hence, PERK has a dual behaviour, from protective to cell death response, played out at 
different signalling levels2. 

1.4 ATF6 

ATF6 is a type 2 transmembrane transcription factor constituted by a luminal and a cytosolic 
domain1. Under ER stress ATF6 is released, translocated to the Golgi organelle, and cleaved 
by site-1 and site-2 proteases removing the luminal domain and the transmembrane 
domain10. The cytosolic domain of ATF6 (ATF6c) is translocated into the cell nucleus, where 
it activates the transcription of UPR target genes involved in the transcription of ER 
chaperones, of folding enzymes, and of transcription factors such as XBP11. 

2. The Kinome World 
 
Protein kinases such as IRE1 and PERK are enzymes that phosphorylate specific amino acid 
residues (i.e. serine, threonine, and tyrosine) in substrate proteins11. Dysfunctional signalling 
by overexpressed or mutated protein kinases have been observed in many types of 
cancers12. Protein kinases can be divided into two main classes: tyrosine kinases and serine-
threonine kinases. Tyrosine kinases phosphorylate the phenolic group of tyrosine residues, 
while serine-threonine kinases phosphorylate the alcohol group of serine and threonine 
residues. All the kinases use adenosine triphosphate (ATP) as phosphorylating agent. The 
crystallographic structures of the protein kinases complexed with adenosine triphosphate 
(ATP) were studied, and the acquired knowledge was used for the design of selective kinase 
inhibitors13. Kinase inhibitors are classified as type I or type II inhibitors14. Type I inhibitors 
act on the active conformation of the enzyme by blocking substrate access14. Type II 
inhibitors bind to the enzyme in an inactive conformation, stabilizing this14. 

3. Targeting IRE1 signaling  

3.1. Pharmacological modulators of IRE1 

As reported in literature, UPR can be modulated by several small organic molecules2. 
Currently, several IRE1 structures co-crystallized with endogenous or exogenous ligands, are 
available15. This piece of information will allow structure-based drug design in order to 
identify new classes of IRE1 modulators15.   

3.2. Ligands that interact with IRE1 RNase domain 

Different chemical scaffolds have been classified as IRE1 RNase inhibitors8. The 
salicylaldehyde inhibitor (Figure 2) co-crystalized in the murine IRE1 highlights Lysine 907 as 
an important residue in establishing a Schiff Base with these series of compounds (PDB code: 
4PL316). This crystallographic structure has profoundly increased our interest in covalent 
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drug discovery, and in the understanding of these series of covalently bound hydroxyl aryl 
aldehyde (HAA) inhibitors. 

3.3. Ligands that interact with the IRE1 kinase domain 

Two chemical classes are known to inhibit the IRE1 Kinase active site:  

-ATP-competitive inhibitors that inhibit the kinase domain and activate the RNase17 18, 

-ATP-competitive inhibitors that inhibit the kinase and inactivate RNase domain, also known 
as “kinase inhibiting RNase attenuators” (hereafter referred to as KIRA) (Figure 2)19,20. 

The progress made in the field of IRE1 small organic modulators of the kinase domain 
prompted our scientific interest in the IRE1 kinase domain as well, with several different 
questions addressed, understood and clarified during the PhD period.  

 

Figure 2. Ligands co-crystallized in the IRE1 cytosolic domain investigated during the PhD 
period: (A) KIRA in the kinase active site and (B) MKC9989 in the RNase domain. 
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4. Methodology 

4.1 Molecular mechanics 
The description of the energy state of a molecular system, as a function of its atomic 
coordinates, requires the resolution of the Schrödinger equation21: 

 

Where Ĥ represents the Hamiltonian operator of the system, Ψ the wave function, E the 
energy, r the position of the vector and t the time, respectively.  

Despite the equation having general validity, its practical application is excessively complex 
to investigate biological molecules22. 

In molecular mechanics, the quantum-mechanical effects are therefore ignored23. The atoms 
of biological systems are treated, from a physical point of view, like macroscopic bodies 
described by potential functions.  

In computational chemistry, a mathematical function, given the coordinates and the nature 
of the atoms of a molecular system, is able to provide a numerical value that quantifies the 
energy of the molecular system of interest. The energy of a system is characterized by two 
components: potential and kinetic energy (fundamental aspects in both Newtonian 
deterministic physics and quantum physics). Potential energy defines the ability of an object 
to carry out work; such contribution differs from the energy acquired by the molecular 
object during its motion (i.e. kinetic energy). Molecular mechanics calculates the molecular 
system's potential energy U, while classical molecular dynamics24 uses molecular mechanics 
to study the physical movements of atoms and molecules. Thanks to molecular mechanics 
and the application of force fields, it is possible to calculate the potential energy of 
molecules containing several hundred thousand atoms (i.e. proteins and protein complexes, 
membrane models, DNA molecules). 

4.1.1 Force Fields 
The potential energy U of a molecule is described as the sum of several variables (i.e. terms 
for bonded and non-bonded interactions) and constants, parameterized as a function of the 
atom-types considered in the calculation.  
If we need to apply energy to break a chemical bond, it is according to the law of 
conservation of energy possible to consider the chemical bond as the main descriptor of the 
potential energy of a molecule. Through this deduction, defining the fundamental equation 
of molecular mechanics (i.e. force field) is relatively straightforward:  
 

 (2) 
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Figure 3. Representation of energy contributions to the force field of a molecule. 
 
In order to calculate the position and motion of a molecular system, it is necessary to 
develop the functional form of the potential energy U (i.e. force fields25–27). This functional 
form depends on the number and type of atoms, and on the forces that each atom exerts on 
all other atoms (i.e. the set of possible atomic interactions25,26).  

These interactions can be divided into two main classes: the first, regarding covalent bond 
interaction between the atoms, and the second describing non-covalent interactions, such 
as electrostatic24 and Van der Waals interactions24. Usually, these energy terms are added 
together to derive the total potential energy of the system: 
 

 
 
where each term is subdivided in covalent and non-covalent terms, as shown in (4) and (5):  
 

 
 

 
The analytical form of a force field is represented below: 
 

 

i =1…..N (number of atoms in the systems) 
i,j=1…..N (numbers of atoms in the systems) 
r, k, and Ѳ represents the stretching of bonds, angles and dihedral angles with re  and 
τe the equilibrium value for bond length and angle 
kstr,kben constitute the two force constants for deviate the bonding, and angle  
from the equilibrium one 
A is the amplitude of each cosinusoid, n is the periodicity and Ѳ the phase 
Aij and Bij  are constants specific to atom i and j 
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rij  is the distance between atom i and atom j 
qi qj are the partial atomic charge of atom i and j 
ε0  is the vacuum permittivity and εr the relative permittivity 

 
The first term of the force field expressed in equation (6) is defined by the harmonic 
potential, which quantifies the energy associated with vibration of the equilibrium bond 
length of a chemical bond (equation 7). It differs in every molecular system, depending on its 
minimum, corresponding to the distance in which the diatomic system reaches the minimum 
of energy.  
By summing up this function for all bonds, the contribution from bond stretching to the 
potential energy is obtained for a given molecule. 
Using both experimental and quantum-mechanics computational techniques, it is possible to 
calculate the value of the force constants (kstr), and the equilibrium length of the bond re

27. 
The greater the force constant, the greater the energy needed to displace the bonding 
distance from the equilibrium.  
 

 

 
For molecules with a number of atoms greater than two, the bending energy (equation 8) 
estimates the energy associated with the bending of the equilibrium bond angle. By varying 
the angle formed by three atoms, the potential energy of the system is varied. Again, the 
function is approximated as quadratic.  
 

 

 
If the molecular system presents torsional energy, it is necessary to define a trigonometric 
mathematical function, such as an expansion of periodic functions (equation 9), that 
quantifies the energy associated with each of the dihedral angles. Since the torsion angle is 
periodic, a typical form used in force fields is:  
 

 

A is the amplitude of each cosinusoid, n is the periodicity and Ѳ the phase 
 

The last component defining the force field is the energy associated with non-bonded 
interactions (equation 10). Non-bonded interactions can be classified as electrostatic 
interactions and dipolar interactions (i.e. Van der Waals interactions). For the calculation of 
electrostatic interactions, the Coulomb equation is applied, whereas to date, Lennard Jones's 
potential is a simple mathematical model that approximates the dipolar contributions.  
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Starting from a pair of neutral atoms, the Lennard–Jones 12-6 potential describes dipole 
behaviour in the gaseous state. When the two atoms are in close proximity, the dipole 
orientation takes place reaching the most stable geometric conformation (i.e. the lower 
one). The functional form of this potential derives from the combination of two terms: the 
first describes the attractive contribution of the Van der Waals forces, which varies with the 
sixth power of the distance between the centres of two atoms24; the second describes the 
contribution of the repulsive forces that are established at short distances between nuclei 
(<4Å). The repulsive force varies with the twelfth power of the distance between the centres 
of the two atoms, with a sign opposite to the first term of the Lennard-Jones 12-6 potential. 
Electrostatic interactions are instead described by the Coulomb potential, with the 
application of a relative dielectric constant value24 (i.e. εr), depending on the surrounding 
medium. This will take into account the presence of a solvent in the simulation (i.e. the 
solvent shields the charges by interacting with ions and polar molecules, damping the 
intensity of the attractive or repulsive force).  
 

 

 
i,j=1…..N (numbers of atoms in the systems) 

 
The presence of expressions representing the non-bonding energies places heavy limitations 
on the computational capacity for molecular systems consisting of many atoms (such as 
biological macromolecules). In these cases, to make the calculation method more efficient, 
the interactions between atoms placed at a distance greater than a certain threshold (cut-
off) are neglected. Completely neglecting the interactions that occur at a greater cut-off 
distance is a simplistic approach that can generate artefacts in the simulation.  
To overcome this problem, alternative methods have been developed over the years. Among 
them, two of the most used are the Shifted force method, and the exchange of potential at 
the cut-off24.  
In the case of Shifted force method, the expression describing the interaction is translated 
(i.e. it is null at the cut-off distance). This approach has the disadvantage of generating 
smaller equilibrium distances between the atoms compared with observed experimental 
value.  
In the potential exchange, the function that describes the potential is modified only in a 
small interval, through the introduction of a switch function. This function has two important 
parameters: (a) the cut-off value at which the potential approaches zero and (b) the distance 
interval in which the switch function influences the potential. The application of a cut-off is 
partly justified by the observation that the Van der Waals interactions decrease with the 
sixth power of the distance between the centres of two atoms when considering the 
Lennard-Jones 12-6 potential. In this case, 8-10 Å cut-off may be sufficient.  
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A separate discussion would be needed to calculate the electrostatic interactions, which 
manifest their effects even at long range, decreasing in a linear manner with distance. In 
these cases, more complex computational approaches are adopted28,29, such as the Ewald 
summation technique24.  
Finally, it is worth noting the term force field has a dual meaning: (a) a library of parameters 
applied to characterize the energy function of a systems of atoms or (b) the specifics of the 
potential energy function to describes a molecular system24. 

4.2 Energy Minimization 

Force field represents an empirical approximation of the potential energy surface of a 
molecular system. By using a function that describes the potential energy of the system as a 
function of its atomic coordinates, it would be possible, theoretically, to calculate the 
potential energy at each point in this hypersurface of 3N-6 dimensions (where N represents 
the number of atoms present in the system). For example, the energetic potential associated 
with Formaldehyde (H2CO) would be described by a 6-dimensional hyperspace. This 
hypersurface is obviously not representable. Nevertheless, this representation is extremely 
useful in the description of several molecular properties. In fact, molecular modelling, 
including molecular mechanics and molecular dynamics, is often interested in the analysis of 
equilibrium (minimum) points of the potential energy surface, corresponding to 
energetically stable molecular conformations. Energy minimization is the process to reach 
the closest energy minimum, starting from a molecular conformation30. Energy minimization 
occurs in two steps: (a) identifying a set of atomic coordinates xk and a function f that 
describes the potential energy associated with each conformation k and (b) adjusting the 
conformation k to lower the value of the potential energy. These two conditions are satisfied 
when: 
(a) the first partial derivative of f with respect to each variable xk is equal to zero, (b) the 
second partial derivative is positive and (c) the determinant and the trace of the Hessian 
matrix is positive : 
 

 

 

 

where xi  and xj are any of the  atomic coordinates of the molecule 
 

Two approaches used in geometry minimization in molecular mechanics are Steepest 
Descents and Conjugate Gradients30.  
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4.3 Molecular Docking 
Molecular Docking is one of the most important tools in the computational-pharmaceutical 
field, from which it is possible to obtain valid information for the discovery and optimization 
of drug candidates. 
With the availability of the three-dimensional structure of the molecular target, molecular 
docking is a method to predict the interactive profile of ligand(s) in a receptor(s) binding site. 
The prerequisite for the usage and exploitation of this powerful tool is the availability of the 
three-dimensional structure of the target.  
The exponential growth of resolved three-dimensional structures of biological 
macromolecules31 has revolutionized Computer-aided drug design (CADD). Many of the 
three-dimensional structures available belong to proteins that play a primary role in cellular 
physiology and offer opportunities in the field of structure based drug design. 
If the three-dimensional structure of the receptor is known, in silico exploration of the 
energetically favourable conformations of the ligand within the target could provide insights 
on the placement, orientation, and conformation of the ligand in the receptor. This 
computational methodology is called molecular docking32. Molecular docking performs both 
roto-translation and variation of the internal coordinates of the molecular objects, 
generating conformations through various conformational analysis methods. By converting 
these operations into algorithms, docking analysis provide useful information to predict the 
orientation of ligand(s) to target(s). 
From the geometric arrangement of the molecular object into the recognition pocket, the 
concept of "pose" is defined as the position and conformation adopted in space.  
A historical approach, within the molecular docking methodologies, is rigid docking32. 
Nowadays, few docking programs work with this method because the conformation of the 
ligand subjected to docking analysis is determined a priori. From the conformational analysis 
of the ligand, the lowest potential energy conformation will be chosen, without being able to 
determine whether the selected conformer is the one that maximizes complementarity with 
the target. When computing powers were limited, and conformational analysis algorithms 
were not so powerful, the first docking programs worked as follows: they selected the more 
stable conformer, docked into the cavity (where the amino acid residues were fixed), and 
performed roto-translation operations. A mathematical function, called the scoring function, 
determines which of the final predictions is the most stable. 
The problem with this obsolete methodology comes from the ligand conformation used. It is 
not possible to establish a priori the lower ligand energy conformation as the one that 
maximizes the minimum potential energy in the ligand-protein binding mode. In the simplest 
case where the ligand is kept rigid (i.e. we do not consider the torsion angles of the rotatable 
bonds in the ligand), solving a docking-ligand receptor problem is equivalent to identifying 
an appropriate translation vector and rotation matrix to be applied to the initial coordinates 
of the ligand. To understand this concept, we consider the elementary case of an atom 
projected into a two-dimensional surface (i.e. a point in a two-dimensional space). The 
position of the point is described by a vector of dimensions (x, y), which starts from the 
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origin of the Cartesian axes. To translate the point into translated coordinates (x´, y´) it will 
be necessary to apply to the first vector, through vector addition, a second vector of 
components (a, b): 
 

 

 
In three dimensions, the translation vector will consist of three values. Also in this case, 
therefore, the rotation is given by specifying three values, corresponding to the rotation with 
respect to the X, Y and Z axis. In two dimensions, to rotate an atom, it will be necessary to 
make the product of the vector for the rotation matrix: 
 

 

 
For example, in the case of an atom of coordinates (1, 0) and a rotation of 90ο, we will have: 
 

 

 
In summary, if the ligand is considered rigid, transforming the initial coordinates equals to 
defining six values: three for translation (translation along the X, Y and Z axis) and three for 
rotation (rotation along the X, Y and Z axis). 
These six variables constitute the degrees of freedom (i.e. the number of independent 
variables that define the position and orientation of the ligand). 
The ligand can also be considered (completely or partially) flexible: in this case, the number 
of degrees of freedom increases with the number of torsional angles. When the ligand is 
considered flexible, the exponential increase in the number of possible ligand conformations 
makes the problem rapidly intractable. To circumvent the exponential increase, any docking 
approach must implement an efficient algorithm. Based on the algorithm implemented, the 
approaches are divided into systematic and stochastic.  
In systematic conformational research, molecular docking explores the largest number of 
conformations that can be adopted by the ligand in the target-binding site. The advantage of 
this approach is the exhaustiveness of the investigation (i.e. all or almost all the possible 
solutions are considered) and the reproducibility (i.e. we always obtain the same results by 
repeating the molecular docking with the same settings parameters). In order to deal with 
very flexible ligands, docking programs that make use of a systematic approach (among the 
most important, we can mention Glide33), use divide et impera philosophy: the ligand is 
initially divided into fragments; among the generated fragments, one is considered to be the 
core fragment; conformational search within the target-binding site is exhaustively 
performed for the core fragment. At the end of this phase, the flexible fragments are 
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progressively added to the core fragment, one at the time, and the rotatable torsional angles 
are systematically explored. 
On the other hand, the algorithms used in stochastic docking apply random geometric 
transformations on the ligand conformations.  
In genetic algorithms (for example used in GOLD34 docking program), the conformational 
analysis are performed based on the principles of biological evolution.  
In addition to genetic algorithms, other stochastic approaches have been adopted in 
docking. PRO_LEADS35, for example, adopts a method for ligand conformational space 
analysis called tabu search. At each iteration the conformations discarded (i.e. tabu 
conformations) become part of a tabu list. In each new iteration, ligand conformations are 
compared with the tabu conformations, and discarded if too similar. In this way, the 
algorithm avoids re-exploring the same conformation region.  
The methodologies described, both systematic and stochastic, can be accompanied by one 
or more steps of energy minimization of the final conformations. 

4.3.1 Scoring functions 
 
An ideal scoring function should be able to accurately determine the binding-free energy 
given by the Gibbs-Helmholtz equation36,37.  
One might think that even docking studies, like any experimental procedure, could give a 
binding value constant. This is absolutely false. In fact, the final state of a system cannot be 
compared with the initial one. 
When performing binding experiments, or determining the association constant, the 
obtained numerical value is an average value, not an absolute one. Each experimental 
measure is the result of an Avogadro number of events (i.e. macroscopic system consisting 
of 1023 particles or more24). Once clarified this aspect, it is trivial to understand how a 
docking result cannot be a thermodynamic measure: the ligand-target complex describes a 
single event. Hence, results obtained from a molecular docking experiment are not the 
binding constants of the ligand-receptor complex, but rather the differences in stability 
between different compounds/conformers. 
Molecular docking takes into account the non-covalent interactions that play a crucial role 
between the receptor and the ligand, in particular the electrostatic interactions and Van der 
Waals interactions. Moreover, to take into account the entropic and desolvation effects, 
empirical terms could be introduced in the force field. These effects are relevant in the 
receptor-ligand interaction, but they are usually neglected in classical force fields.  
In addition to the molecular mechanics force field, empirical energy functions38,39 are often 
used, based on the analysis of Gibbs free energy of interaction (ΔGbinding) which is 
experimentally measured in numerous receptor-ligand complexes.  
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These functions approximate the ΔGbinding value as a sum of uncorrelated energy terms: 
 

 
 

 
 

 
 

 
where k0, k1, k2, k3  an d k4  are coefficients derived from a multiple linear regression analysis 
on a training set of protein–ligand complexes and Xidr, Xmet, Xhyd  and Xrot are scores for 
hydrogen bonding, acceptor-metal, lipophilic interactions and loss of conformational 
entropy of the ligand upon binding to the protein. 

 
In equation 17, the ChemScore energy function40,41 implemented in some docking programs 
(including Gold) is shown. The construction of these functions involves a linear regression 
analysis of the ΔGbinding values as a function of a large number of ligands related to their 
structure (Xidr, Xmet, Xhyd, etc etc) by using the linear relationship between two variables and 
derive the coefficients k0, k1 .... kn that appear in the various terms of the energy function. 
Despite the progress made, the binding affinity predictions are far from being perfect. The 
reasons of the discrepancy with the experimental values can be several. Firstly, the scoring 
functions present many simplifications, necessary to increase the efficiency of the 
computational calculation. In particular, entropic effects estimations are one of the main 
limiting factors. A second molecular docking limitation is the solvent treatment: the 
solvation/desolvation effects of the receptor-ligand complex are often neglected or 
considerably simplified in the scoring function; moreover, water molecules often mediate 
the interaction between receptor and ligand. Finally, the representation of the receptor in 
molecular docking could be unrealistic. Even without considering the errors present in a 
structure42–46, a 3D structure obtained by X-ray crystallography represents an average in 
space and time of a set of conformational states of the receptor. The most populated among 
these states, may not correspond with the most populated state in the presence of a ligand. 
If this happens, considering the rigid receptor during docking constitutes an excessive 
simplification of the system.  
In addition, the complexity of computational calculations required for the evaluation of the 
interaction energies of the ligand atoms with each single atom of the receptor, imposes a 
limitation on the dimensions of the space explored from the ligand. In many docking 
programs (like Glide), the energy contribution of the receptor in the interaction with the 
ligand is approximated by means of a grid map33.  
In conclusion, although molecular docking has not yet reached full maturity, the increasing 
number of promising ligands developed using docking methods (a datum confirmed in my 
doctoral work as well), fully justifies its use and the efforts being made in refining it. 
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4.4 Classical Molecular Dynamics (MD) 
Molecular Dynamics (MD) is a computational approach useful in investigating the dynamic 
properties of molecules32. MD simulates the evolution of a system in time, based on the 
force field used. MD uses equations 18 and 19, which can be reformulated as equation 20: 
 

 
 

 

 

 

 
where U is the potential energy with respect to the coordinates of the atom i at time t 
(described by the vector ri), m is the mass of the atom i, and vi and ai represents the velocity 
and acceleration of the atom i at time t. This equation is deterministic: once the initial 
coordinates and velocities of the system are known, it is possible to study the evolution of 
coordinates and velocities in time. The initial coordinates of the system, especially for 
biological macromolecules, are represented by experimentally resolved three-dimensional 
structures (X-ray crystallography or NMR), usually deposited in the Protein Data Bank 
database, or obtained through molecular modelling techniques (i.e. homology modelling47). 
In both cases, to ensure appropriate geometry in the initial configurations, energy 
minimization is performed. The initial velocities of the atoms are randomly selected from the 
Maxwell-Boltzmann distribution, which describes the distribution of velocities as a function 
of temperature: 
 

 

 
where p represents the probability distribution function of the velocity along the x axis for 
the particle i, kb the Boltzmann constant, mi the mass of the particle i and T the temperature 
of the system. Once the initial coordinates and velocities of the system are known, and a 
force field has been defined, it is possible to solve equation (20) through numerical methods 
because the equations of motion in molecular dynamics are too complex to be solved 
analytically.  
The analytical solution of the motion equation is possible in very simple cases (i.e. the 
harmonic oscillator). Consider for example a diatomic molecule: based on molecular 
mechanics, the potential energy of the system can be approximated to a single term (i.e. the 
stretching of the bond): 
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where r0ij represents the equilibrium position. By placing this value at the origin of the 
coordinates, and by considering the one-dimensional case, it is possible to simplify (22) as 
follows: 
 

 

 
The gradient (first derivative) of (23) can be solved analytically, obtaining the force acting on 
the system (anti-gradient): 
 

 

 
equation (24) describes the force acting on the bond stretching in the same manner as an 
elastic body, for example a spring (Hooke's law). Starting from an initial velocity and an initial 
time t0, by replacing the (24) in (20) and integrating the resulting equation, we get: 
 

 

 
The solution of (25) gives the value of the velocity vi when v0 is known: 
 

  

 
In the same way, the xi position of the system can be obtained from the initial position x0 by 
integrating the equation with the velocity vi: 
 

   
 
As previously mentioned, the systems investigated by molecular dynamics are far too 
complex to be solved in an analytical form. By calculating the evolution of positions and 
velocities on small discrete intervals of Δt time (timestep) we replace the derivatives with 
the respective incremental ratios (i.e. the limit for Δt tending to zero is the derivative itself): 
 

 

 
The substitution of the derivatives with the incremental ratios allows to divide the whole MD 
process in small intervals Δt, and to reiterate the integration of equations of the motion. If 
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the positions and the initial velocities of the system (time t = 0), and the force acting on each 
atom (given by the force field) are known, the acceleration of each atom can be obtained, 
and then (through the algorithms illustrated below) the positions and the velocities in the 
instant t + Δt can be derived, by assuming the force as constant during Δt.  
There are several algorithms for integrating the equations of motion using finite difference 
methods. One of the most used in molecular dynamics is called the Störmer-Verlet 
method24. After dividing the time interval into smaller Δt, Taylor series is used to expand x(t) 
or, more generally, r(t) (i.e. the vector based on the Cartesian coordinates of the system) in 
the interval t+Δt and t–Δt:  
 

 

 

For simplicity, the Taylor series expansion is truncated at the third derivative, excluding 
position uncertainty of higher order derivatives. 
Next, by adding (29) to (30) we get: 
 

 
 
and by using Newton's second law we get : 

 

 
Therefore, with this equation, we obtain the position of the system at time t + Δt once the 
system positions at the time t–Δt and the gradient of the field is known.  
A more correct and more used method is a variation of the Verlet algorithm47, called leap-
frog47. This method calculates the speed at Δt / 2 as described below: 
 

 

 
Starting from this value, the position t + Δt is calculated using the relation: 
 

 

 
One of the basic assumptions of the Störmer-Verlet algorithm, as well as of alternative 
integration algorithms, is that the velocities and accelerations of each atom in the 
considered system remain constant in the Δt time interval (timestep) considered. Otherwise, 
the integration process is inaccurate, resulting in system artefacts (i.e. instability during 
simulation). Since molecular vibrations have times scale between 10-13 - 10-14 s, an efficient 
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simulation requires that each movement is sampled at least 10 times, which implies values 
of Δt between 0.1 and 1 fs (femtoseconds, 10-15 s). To enable larger integrating time steps 
constraint on the fastest modes of bonds vibrations are normally applied24. The duration of a 
molecular dynamics simulation is therefore strongly limited from the high number of frames. 
Finally, in molecular dynamics the ensemble needs to be chosen. The simplest ensemble is 
the NVE, for which number of atoms, volume, and energy are kept constant24. An ensemble 
that is usually more coherent with chemical processes is the NPT, in which number of atoms, 
pressure, and temperature are kept constant24.  

4.5. Experimental Methods used for IRE1 drug design 
 
Although my PhD work follows a predominantly computer-driven drug discovery path, 
focusing primarily on developing inhibitors towards IRE1 and PERK, respectively, our 
computational efforts have been extended by assay development and testing of the 
identified compounds, and by further compound optimization.  
These subsequent phases of the work were carried out within Afshin Samali’s group (NUI 
Galway), Eric Chevet’s team (INSERM, France), 2bind (Regensburg), and Reaction Biology 
Corporation.  

4.5.1. Micro-scale thermophoresis (MST) 

 
Experimental methods have been developed to aid studies on protein-ligand interactions. 
Each sort of approach has its own strengths and limitations in terms of sensitivity and 
specificity. 
Microscale thermophoresis (MST) is a technique useful for quantitative analysis of protein-
ligand/protein-protein interactions in free solutions: it has been applied extensively in 
academia and in industry48. This technique detects the motion of molecules (i.e. relative 
distribution of molecules) using an infrared (IR) laser inside a capillary, in a microscopic 
temperature gradient, given by the following formula: 
 

 

 
Chot: molecule concentration in the hot area of the capillary; Ccold: molecule concentration in 
the cold area of the capillary; ST: Soret coefficient. 
  
This relative distribution of molecules in a microscopic temperature gradient is a 
phenomenon called thermophoresis, which can be analysed by fluorescence using the 
intrinsic fluorescence of tryptophans in proteins, or by applying an extrinsic fluorophore 
coupled to one of the molecular partners. This effect is highly sensitive to binding-induced 
changes in various molecular properties, such as size, charge, and conformation or hydration 
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shell, hence offering a powerful technique for quantitative measurement of interactions 
between protein-ligands. 

4.5.2. Fluorescence resonance energy transfer (FRET) 
FRET is a phenomenon of energy transfer between fluorophores. The mechanism exploits 
the presence of two fluorescent molecules, called donor and acceptor. The donor can be 
excited at a specific wavelength. This molecule transfers energy to the acceptor, which can 
consequently emit fluorescence. This process occurs only if the two molecules are at a 
reasonable distance (i.e. 1–10 nm). 
The fluorescence signal generated could therefore be useful in investigating changes in 
molecular complex associations and/or dissociations20.  

4.5.3. Protein kinases assay using radiolabeled ATP 
Protein kinases catalyse the phosphorylation of serine, threonine, tyrosine residues on their 
substrate proteins, according to the following equation: 
 

 
 
Based on this molecular evidence, protein kinase activity could be evaluated using 
radiolabeled [γ-32P] ATP with an appropriate protein substrate49: 

 
 
To capture the resulting phosphorylated proteins phosphocellulose paper immersed in 
phosphoric acid is used. This will remove the radiolabeled [γ-32P] ATP and leave 
radiolabeled product bound to the paper, respectively. This method is the ‘gold standard’ to 
investigate the phosphorylation level of all protein being positively charged at a pH of 1.849. 



5. RESULTS 
In this chapter, the main results and conclusions achieved in Paper I-VI are presented. 
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PAPER I. Binding analysis of the Inositol-requiring enzyme 1 (IRE1) kinase domain 

IRE1 is a key protein in UPR signalling, and its kinase domain has been targeted with small 
organic molecules. The availability of IRE1 entries in the Protein Data Bank (PDB), co-
crystallized with small organic molecules in the kinase active site (exogenous or endogenous 
compounds) have triggered the usage of Structure-based drug design (SBDD) approach for 
the identification of novel, potent and selective IRE1 ligands.  

In this study we investigated the plethora of IRE1 structures available, and identified the 
most suitable one for a Virtual Screening campaign in the IRE1 kinase domain, as an 
important piece of information for the development of novel KIRA-like compounds capable 
of allosterically inhibit RNase activity.  

Firstly, we selected the docking protocols able to reproduce the ligand-protein complexes in 
the self-docking procedure and, secondly, we ranked the series of co-crystallized ligands 
towards the full pool of IRE1 crystal structures by using MASC score50 (i.e. the Normalized 
values of docking score). Thirdly, we tested the IRE1 structures by fitting in them the 
available KIRA allosteric inactivators, 25 KIRA compounds51 for which IRE1 kinase and RNase 
activity were available51. By using molecular docking, coupled with MASC score evaluation 
(Figure 4), we were able to identify the holo IRE1 conformation (PDB code: 4U6R) as highly 
suitable for docking-based VS, and hence also for identifying novel KIRA-like compounds.  

This study has facilitated the process of selection of novel potential IRE1 ligands from the 
application of Virtual Screening. This work resulted in one patent on new inhibitors targeting 
IRE1, currently about to be filed. 

 

Figure 4. MASC score values, represented by a colorimetric scale, going from red (-2.5) to 
yellow (1), of KIRA analogues (1-25) for each IRE1 PDB structure. *KIRA co-crystallized in PDB 
structure 4U6R. Reproduced with permission of copyright owner15. Further permissions 
related to the material excerpted should be directed to the ACS                           
( https://pubs.acs.org/doi/10.1021/acsomega.8b01404 ). 
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PAPER II. Merits and pitfalls of conventional and covalent docking in identifying new 
hydroxyl aryl aldehyde like compounds as human IRE1 inhibitors 

Crystal structures of murine IRE1 covalently bound with hydroxyl aryl aldehyde (HAA) 
inhibitors in the RNase domain prompted our interest in the development of improved HAA 
inhibitors. In order to understand the suitability of the RNase pocket as a candidate target 
site for virtual screening, a conventional molecular docking study was first performed. 

The poor docking scores obtained for the HAA pre-reactive species in the RNase active site 
during the conventional non-covalent docking procedures highlights relevant issues for the 
docking and virtual screening of novel HAA inhibitors. These results should dissuade any 
users from choosing this pocket site as a suitable target for conventional virtual screening 
studies. 

To select the right docking algorithm, we investigated the performance of Covalent docking 
analysis as a possible tool for the development of improved HAA inhibitors. Reproducing the 
covalently bound conformations of the co-crystallized ligands (Figure 5) and correctly 
ranking the experimental binding data of the three co-crystallized structures by using the 
docking score generated by the CovDock-LO and CovDock-VS modules52,53 in Schrödinger, 
unexpectedly turned out to be a challenging task.  

This study oriented our focus on understanding important information regarding HAA 
reaction mechanisms, activation energies, and covalent binding energies for the rational 
design of novel HAA covalent inhibitors. This further research is currently ongoing. 

 

Figure 5. Superposition of the best-scoring docked poses from covalent docking (grey) onto 
the native crystal one (green). Lys907 and key residues in the RNase binding site are 
highlighted :(A) MKC9989 (PDB code: 4PL3) (B) OICR464 (PDB code: 4PL4) (C) OICR573 (PDB 
code: 4PL5). Reproduced with permission ( http://creativecommons.org/licenses/by/4.0/ ).  
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PAPER III. Selective Inhibition of IRE1 Signalling mediated by MKC9989: New Insights from 
Molecular Docking and Molecular Dynamics Simulations 

The characterization of the binding properties of MKC9989 to IRE1 is an important 
component of the IRE1 drug discovery program. To understand its selectivity towards two 
critical lysines, Lys907 and Lys599, located in the RNase and kinase domains of IRE1, 
respectively (Figure 6), we performed Molecular Docking and MD simulations, providing a 
computational approach to characterize MKC9989 selectivity towards Lys907 that triggers 
IRE1 inhibition. Although murine IRE1 crystal structures provided snapshots of the covalent 
MKC9989 binding mode with lysine, the structure of the non-covalent MKC9989 binding 
mode remains currently undetermined. By capturing reliable15 non-covalent MKC9989 
binding poses within two representatives buried (i.e. the reactive Lys90754 and the in vitro 
reactive Lys59954 located in the RNase and kinase domain, respectively) and two solvent-
exposed lysines in the IRE1 cytosolic domain (Figure 6), we performed 500 ns MD 
simulations in triplicate to observe the different recognition processes towards each 
representative lysine.  

 

Figure 6. (A) Structure of IRE1 (PDB ID 4PL3) showing the four targeted lysine residues in 
space-filling model. (B) 2D chemical representation of MKC9989. Reproduced with 
permission of copyright owner55. 

 

In accordance with experimental findings, analysis of the recognition mode of MKC9989 
illustrates that only the two in vitro reactive lysines54 defining the kinase and RNase pockets 
are accompanied by stabilization of the ligand within the binding sites (Figure 7). Conversely, 
MKC9989 placed near Lys656 and Lys799, as two representative solvent exposed lysines, is 
unable to reach a sufficient energetic stabilization (Figure 7), resulting in rapid unbinding and 
delocalization from the putative binding sites.  
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This work sheds light on the understanding of the molecular mechanism of IRE1-MKC9989 
recognition process, with important insights for the development of novel and possibly 
improved MKC9989-like compounds.  

Figure 7. MKC9989 energetic stabilization towards (A) Lys599, (B) Lys656, (C) Lys799 and (D) 
Lys907, during the 500 ns classical MD simulation (Replica 1). Reproduced with permission of 
copyright owner55. 
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PAPER IV. Effect of Kinase Inhibiting RNase Attenuator (KIRA) Compounds on the 
Formation of Face-to-Face Dimers of Inositol-Requiring Enzyme 1: Insights from 
Computational Modeling 

IRE1 is a critical transmembrane protein for the UPR activation, and the development of IRE1 
inhibitors is a strategy for the treatment of various human malignancies. A detailed and 
complete mechanistic understanding of IRE1 inhibition through a subset of IRE1 kinase 
inhibitors (known as “KIRA” compounds) that bind to the ATP-binding site and allosterically 
impede the RNase activity, has, however, been lacking.  

Here, inspired by a previous model suggesting that KIRAs should stabilize both the DFG-out 
kinase domain conformation and the helix-αC displacement that make IRE1 incompatible 
with back-to-back dimer (Figure 8) formation, thereby leading to kinase and RNase 
inhibition20, we performed computational analysis, protein-protein and protein-ligand 
docking studies, and molecular dynamics simulations, and observed that KIRA inhibitors act 
at an early stage of IRE1 activation by interfering with IRE1 face-to-face dimer formation. 

 

Figure 8. Dimeric structures of the IRE1 cytosolic regions. (A) Face-to-face dimer (PDB 3P23). 
(B) Back-to-back arrangement (PDB 4YZC). The kinase domain is shown in green (residues 
571-832), the helix-αC in red (residues 603-623), the activation segment in blue (residues: 
711-741) and the RNase domain in orange (residues 837-963). ADP (A) and staurosporine (B) 
are highlighted in space-filling models. (C) 2D molecular representation of KIRA. Reproduced 
with permission of copyright owner56. 
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Using molecular dynamics simulations of the native crystal dimer structures (i.e. face-to-face 
and back-to-back), protein-protein docked pose of PDB 4U6R (i.e. KIRA-bound monomer) 
and the KIRA-docked dimers, we found that KIRA reduce energetic stabilization of face-to-
face dimer (Figure 9), suggesting that the binding of KIRA is affecting the system already at 
an early stage of UPR activation. 

This interesting result related with KIRA mode of action and its role in early stages of IRE1 
activation is currently being exploited by our research group as novel information to design 
IRE1 allosteric modulators that could destabilize the formation of the face-to-face dimer.  

 

Figure 9. IRE1 face-to-face dimer MD simulations. Time-dependent interaction energy 
profiles for monomer A with monomer B during the three MD simulation replicas of (A) 
Native face-to-face crystal dimer (PDB code: 3P23), (B) KIRA-docked face-to-face dimer (PDB 
code: 3P23), (C) protein-protein docked pose of PDB 4U6R in face-to-face dimer form. 
Hydrogen bond analysis between monomers A and B during three MD replicas for (D) Native 
face-to-face crystal dimer (PDB code: 3P23), (E) KIRA-docked face-to-face dimer (PDB code: 
3P23), (F) protein-protein docked pose of PDB 4U6R in face-to-face dimer form. Reproduced 
with permission of copyright owner56.  
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PAPER V. Molecular modeling provides structural basis for PERK inhibitor selectivity 
towards RIPK1 

GSK2606414, GSK2656157 and AMG44 are inhibitors of the PERK tyrosine kinase domain. 
While GSK2606414 and GSK2656157 target RIPK157 as well, a protein with high structure and 
sequence similarities with the PERK kinase binding site (Figure 10), AMG44 binds specifically 
to PERK. 

 

Figure 10. (A) Superposition of binding sites of RIPK1 (PDB 4NEU) and PERK (PDB 4G31) 
shown in cyan and green, respectively. (B). Structure-based sequence alignment of the active 
sites, the sequence numbering (above/below) is based on the PDB codes 4NEU and 4G31 for 
RIPK1 and PERK, respectively. (C) Binding sites similar to RIPK1 was calculated using ProBiS 
server58. PDB code: 4NEU (Chain: A) was used as a query. Selected kinase hits are labelled. 
(D) 2D chemical structures of the small molecule inhibitors of RIPK1 (Cmpd8) and PERK 
(GSK414, GSK157 and AMG44).  

 

Here we investigate the selectivity profiles of the compounds, by combining molecular 
docking followed by molecular dynamics simulations.  

The origin of the high selectivity of AMG44 is suggested by the fact that AMG44 had a 
strikingly different predicted binding profile compared to its cognate ligand (i.e. Cmpd8) in 
the RIPK1 binding site with both rigid docking and induced fit docking settings, while 
GSK2606414 and GSK2656157 revealed a common binding mode in the RIPK1 binding site 
(Figure 11). 
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This novel piece of information had facilitated the process of selection of novel potential 
PERK ligands from the application of Virtual Screening.  

 

 

Figure 11. Glide Docking. Predicted binding mode of PERK inhibitors GSK414, GSK517 and 
AMG44 in RIPK1 active site. Close-up view of the RIPK1 active site (PDB code: 4NEU). (A) 
Superposition of docked pose (green) on the co-crystal structure of Cmpd8 (white). The 
docked pose of (B) GSK414 (orange), (C) GSK157 (yellow). (D) AMG44 did not dock in the 
RIPK1. Superposition of the AMG44 PERK bound pose into the RIPK1 active site (blue) shows 
steric clashes (orange).  
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Paper VI. Peptidomimetic-based identification of FDA approved compounds inhibiting IRE1 
activity 

In this study we applied both structure and peptide-based design approaches59 to discover 
FDA approved compounds methotrexate, cefoperazone, folinic acid and fludarabine 
phosphate as novel IRE1 inhibitors (Figure 12). Our in-silico hypothesis has been validated by 
using a series of in vitro and in cell-based models (Figure 12).  Lastly, MD simulations have 
been performed to investigate the possibility of the current FDA approved drugs to interact 
or not with the same sites of MKC9989. 

 

Figure 12. Schematic representation of the approaches used for the identification of novel 
and FDA approved drugs as IRE1 inhibitors. 
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6. Concluding remarks 
We believe that this thesis offers important insights relevant to hit-discovery and lead 
optimization of novel IRE1 modulators. As the amount of information regarding IRE1 
signalling and modulation increases, the preliminary results presented here could be 
updated and used to develop novel approaches for IRE1 structure-based drug design. 

Our analysis emphasizes the importance of structural information and the role played by 
crystallographers in this IRE1 drug discovery project. Using a combination of protein-ligand 
docking, protein-protein docking and MD simulations, we provide additional evidence that 
small organic molecules can allosterically and ortosterically modulate IRE1 activity. 

While the basic IRE1 pathway has been thoroughly investigated2,60, there is a major gap in 
our understanding of the molecular recognition process between IRE1 and currently 
available small organic molecules modulators of this pathway8,61. This lack of knowledge 
hinders access to important information for speeding up the IRE1 drug discovery process. 
Further investigations are needed for a comprehensive understanding of important 
information regarding the IRE1-small organic molecules binding process, providing useful 
insights for IRE1 molecular pharmacology and drug discovery. Specifically, further studies 
will be required for the characterization of possible multiple binding events62 and the 
discovery of new potential meta-binding and allosteric sites to modulate IRE1 activity and 
the prediction of the associated rate constants63 (i.e. unbinding rate koff and binding rate kon) 
of IRE1–ligands, a crucial piece of information in the IRE1 drug discovery process.  
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