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Abstract

This thesis describes work in three areas: grammar engineering, computer-
assisted language learning and grammar learning. These three parts are
connected by the concept of a grammar-based language learning application.
Two types of grammars are of concern. The first we call resource grammars,
extensive descriptions a natural languages. Part I focuses on this kind of
grammars. The other are domain-specific or application-specific grammars.
These grammars only describe a fragment of natural language that is determined
by the domain of a certain application. Domain-specific grammars are relevant
for Part II and Part III. Another important distinction is between humans
learning a new natural language using computational grammars (Part II) and
computers learning grammars from example sentences (Part III).

Part I of this thesis focuses on grammar engineering and grammar testing. It
describes the development and evaluation of a computational resource grammar
for Latin. Latin is known for its rich morphology and free word order, both
have to be handled in a computationally efficient way. A special focus is on
methods how computational grammars can be evaluated using corpus data.
Such an evaluation is presented for the Latin resource grammar.

Part II, the central part, describes a computer-assisted language learning
application based on domain-specific grammars. The language learning appli-
cation demonstrates how computational grammars can be used to guide the
user input and how language learning exercises can be modeled as grammars.
This allows us to put computational grammars in the center of the design of
language learning exercises used to help humans learn new languages.

Part III, the final part, is dedicated to a method to learn domain- or
application-specific grammars based on a wide-coverage grammar and small
sets of example sentences. Here a computer is learning a grammar for a
fragment of a natural language from example sentences, potentially without
any additional human intervention. These learned grammars can be based e.g.
on the Latin resource grammar described in Part II and used as domain-specific
lesson grammars in the language learning application described Part II.
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