
Effective quasiparallelogram laws on
elliptic curves over number fields
Master’s thesis in Mathematics

DOUGLAS MOLIN

Department of Mathematical Sciences
UNIVERSITY OF GOTHENBURG
Gothenburg, Sweden 2021





Master’s thesis 2021

Effective quasiparallelogram laws on elliptic curves
over number fields

DOUGLAS MOLIN

Department of Mathematical Sciences
Division of Algebra and Geometry
University of Gothenburg

Gothenburg, Sweden 2021



Effective quasiparallelogram laws on elliptic curves over number fields

DOUGLAS MOLIN

© DOUGLAS MOLIN, 2021.

Supervisor: Per Salberger, Department of Mathematical Sciences
Examiner: Jan Stevens, Department of Mathematical Sciences

Master’s Thesis 2021
Department of Mathematical Sciences
Division of Algebra and Geometry
University of Gothenburg
SE-412 96 Gothenburg

iv



Effective quasiparallelogram laws on elliptic curves over number fields

DOUGLAS MOLIN
Department of Mathematical Sciences
University of Gothenburg

Abstract

We introduce the classical theory of heights on projective space and prove explicit
quasiparallelogram laws for the ordinary height and the naive height on elliptic
curves over number fields with short Weierstrass equations. As corollaries, we obtain
bounds for the differences between the classical heights and the canonical height,
similar to the well-known Silverman bounds. The results are analyzed through a
number of examples.
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1
Introduction

Elliptic curves over number fields have played a central role in modern number
theory and arithmetic geometry. They are curves defined by equations of the form

y2 = x3 + Ax+B, (?)

where A,B lie in some number field K. On such a curve, there is an addition law
on the set of solutions E(K) defined by a chord-and-tangent construction. The ul-
timate goal is to determine all points (x, y) ∈ K2 satisfying the equation, and one
hopes to use the group structure on E(K) to get there. The celebrated Mordell-Weil
theorem marks a crucial step in the process of accomplishing this.

Mordell-Weil Theorem. E(K) is a finitely generated abelian group.

In essence, what the theorem says is that the data of some finite set of points deter-
mines E(K). In other words, these generators of the Mordell-Weil group E(K) form
building blocks, and any point on the curve can be described by arithmetic formulas
involving only them. The natural question to ask is how to determine these gener-
ators, and a complete answer is still to be found. Perhaps the most famous open
problem in number theory aside from the Riemann Hypothesis is the conjecture due
to Birch and Swinnerton-Dyer about generators of E(K).

In order to derive the Mordell-Weil theorem from its weak form, André Weil con-
ceived of the notion of heights, or height functions. These are real-valued functions
defined on the curve that are thought of as measuring the arithmetic complexity of
points. As an example, the numbers

1

2
and

1000001

2000000

lie close on the number line, but the latter is certainly more complicated in terms of
arithmetic because of its large numerator and denominator, so its height should be
larger. This basic idea of comparing fractions leads to a naive definition of heights
on varieties. When working with general number fields, ambiguities arise due to the
lack of unique factorization, whence one is obliged to use the theory of valuations
to generalize the naive definition.

The conception of height functions marks the beginning of the study of quantitative
questions in diophantine geometry. In this thesis, two quantitative diophantine
aspects of elliptic curves are investigated, and they both relate to the group law
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1. Introduction

mentioned above. The first of these is the quasiparallelogram law satisfied by height
functions on elliptic curves. The name comes from an ancient theorem of geometry;
the sum of the squares of the lengths of the four sides of a parallelogram equals
the sum of the squares of the lengths of the diagonals. The quasiparallelogram is
instead an inequality, and it reads as follows. Let E be the curve given in (?) above,
and h : E → R a height function. Then there is a constant CA,B such that for any
P,Q ∈ E(K) ∣∣h(P +Q) + h(P −Q)− 2h(P )− 2h(Q)

∣∣ ≤ CA,B

Here P ± Q denotes the (chord-and-tangent) addition (subtraction) on E. Hence,
the quasiparallelogram law rules that on an elliptic curve, the height function h
satisfies the parallelogram law with respect to the group law, up to some bounded
amount. There are at least two distinct interpretations. On the one hand, one may
interpret the law to be essentially a statement about dynamics, encoding informa-
tion about cancellation occurring in the formulas for addition. Another perspective,
more abstract perhaps, is to regard the law as a statement about some form of arith-
metic near-symmetry. This sounds vague at first, but becomes clear in light of the
existence of the canonical height. This additional height function was discovered by
John Tate and independently by André Néron, and it satisfies the parallelogram law
exactly. Moreover, it differs from the classical height of Weil by a bounded amount.
Consequently, we may perceive the quasiparallelogram law as an almost symmetric
shadow cast by the perfectly regular canonical height.

The second aim of this thesis is to introduce the canonical height. Explicit bounds
for the difference between the canonical height and the usual heights are of great
interest as they are needed to compute generators of the Mordell-Weil group. The
canonical height decomposes into a sum of so called local height functions, and one
can find height difference bounds by working with this decomposition, which has
been done by Silverman and others. The estimates in this thesis do not rely on the
local decomposition; instead, we follow Zimmer who wrote extensively on the topic.
Interestingly, the results of this thesis do not require any sophisticated techniques
or results, yet are comparable to those found by Silverman.

The thesis is structured as follows. In chapter 2, we recall some basic concepts and
theorems from the theories of number fields and elliptic curves. In the subsequent
chapter, we construct and describe the naive height h on projective space and the
ordinary height hx on elliptic curves. Chapter 4 is devoted entirely to the proof of
the quasiparallelogram laws of h and hx. Completely explicit estimates are given
for both and lastly, a number of examples are discussed. In the final chapter, we
construct the canonical height ĥ and derive bounds for the differences hx− ĥ, h− 3

2
ĥ.
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2
Preliminaries

In this chapter, we recall some basic facts and definitions from the theory of valua-
tions on number fields and that of elliptic curves. Our exposition is brief, containing
only the bare minimum of what we shall need. For a detailed account of the topics
below, see [2] and [6].

2.1 Valuations on number fields

Throughout this thesis, K will be a number field of degree n = [K : Q] with fixed
algebraic closure K̄. We write MK for the standard set of valuations on K, normal-
ized so that every v ∈ MK restricts to some − log | · |p on Q, where p is a prime or
∞. There are exactly n archimedean valuations, each arising from an embedding
τv : K ↪→ C via the formula v(x) = − log |τv(x)|, where | · | denotes the usual ab-
solute value on C. We denote the set of archimedean valuations by M∞

K . The set
M0

K of nonarchimedean valuations is in bijection with the prime ideals of the ring
of integers OK .

If L/K is a finite extension, we will write w|v if w extends v. In other words, τw re-
stricts to τv on K in the archimedean case, or the corresponding prime ideals satisfy
pwOL ⊆ pvOL in the nonarchimedean case. The local degree at a place v is denoted
by nv = [Kv : Qv], and satisfies the following extension formula.

Proposition 2.1.1. Let L/K be a finite extension, and let v ∈MK. Then

1

[L : K]

∑
w∈ML
w|v

nw = nv

Local degrees occur as multiplicities in the sum formula (or equivalently, the prod-
uct formula).

Proposition 2.1.2. Let x ∈ K \ {0}. Then∑
v∈MK

−nvv(x) = 0.

Equivalently, ∏
v∈MK

|x|nv
v = 1.

3



2. Preliminaries

Lastly, we recall the indispensable triangle inequality. In terms of valuations, it
reads

v(x1 + · · ·+ xk) ≥ min{v(x1), . . . , v(xk)}+ εv log k

where εv = 0 if v is nonarchimedean, and −1 otherwise.

2.2 Elliptic curves

Throughout this thesis, we will work with elliptic curves defined by (short) Weier-
straß equations

E : y2 = x3 + Ax+B,

with coefficients A,B ∈ K satisfying 4A3 + 27B2 6= 0 to ensure smoothness. By
setting x = X

Z
, y = Y

Z
we pass to the projective closure of E, defined by the homo-

geneous Weierstraß equation

Y 2Z = X3 + AXZ2 +BZ3.

Clearly, E has a single point at infinity O := [0, 1, 0].

Proposition 2.2.1. Short Weierstraß equations are unique up to isomorphisms of
the form

E : y2 = x3 + Ax+B → E ′ : y2 = x3 + ρ4Ax+ ρ6B

(x, y) 7→ (ρ2x, ρ3y)

where ρ ∈ K∗.

The discriminant and j-invariant of E are defined as

∆ = −16(4A3 + 27B2), j = −1728
(4A)3

∆
.

The j-invariant is preserved under the isomorphisms described in Proposition 2.2.1,
while the discriminant is multiplied by ρ12.

Every elliptic curve carries the structure of an abelian group with O as its neutral
element, and furthermore the addition law on E is defined in terms of regular func-
tions on E with coefficients in K. In other words, the set of K-rational points E(K)
is closed under addition. In Chapter 4 we will analyze the group law and accordingly
we will need a number of formulas and identities, which we record here.

Assume P 6= ±Q. Then

xP±Q =
x2PxQ + xPx

2
Q + A(xP + xQ)∓ 2yPyQ + 2B

(xP − xQ)2
(2.1)

xP+QxP−Q =
(xPxQ − A)2 − 4B(xP + xQ)

(xP − xQ)2
(2.2)

xP+Q − xP−Q =
4yPyQ

(xP − xQ)2
. (2.3)

4



2. Preliminaries

If 2P := P + P 6= O, we have

x2P =
x4P − 2Ax2P − 8BxP + A2

4y2P
. (2.4)

Furthermore
P = (x, y) ⇐⇒ −P = (x,−y), (2.5)

and in particular,
2P = O ⇐⇒ y = 0. (2.6)

Remark 2.2.2. It should be noted that practically everything we will do can be
done over general global fields (at least of characteristic not 2 or 3). In other words,
K could be replaced by the function field of a curve over a finite field k. In this
case, an elliptic curve over K is a certain kind of surface over k. This allows for a
more geometric approach to some of the topics we shall be discussing in the sequel.
For this reason, together with the fact that the cases charK = 2, 3 require special
treatment and finally, since the primary case of interest is K = Q anyway, we re-
strict our attention to number fields.

Remark 2.2.3. Even though any elliptic curve over a number field is isomorphic
to a curve with short Weierstraß equation, there are important parts of the general
theory that necessitate the consideration of long Weierstraß equations

y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6.

We discuss long Weierstraß equations briefly in Remark 5.2.8.
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3
Heights

In this chapter, we introduce the classical height functions. These real-valued func-
tions are thought of as measuring the arithmetic complexity or size of a point in
some space defined by polynomial equations. Such a function yields a language for
quantitative aspects of diophantine equations, in particular asymptotics. There is
no all-encompassing formal definition of the term height. Instead, the term is used
for a number of different functions that in some way fit the description given above.
In this sense, the concept of height is defined in terms of what it does, not what it
is.

3.1 Heights on projective space

Let P ∈ Pn(Q). Then we can find homogeneous coordinates [x0, . . . , xn] = P such
that xj ∈ Z and gcd(x0, . . . , xn) = 1. These coordinates are unique up to a sign,
and a natural measure of the size of P is

HQ(P ) = max{|x0|, . . . , |xn|}.

Now, we run into trouble when we want to extend this naive definition to number
fields with class number different from 1, meaning their rings of integers are not
unique factorization domains. Indeed, in this case there is no non-arbitrary choice
of homogeneous coordinates as above. To accommodate this ambiguity, we need to
take into account all embeddings into C, or rather all valuations on K. Additionally,
it will be convenient in the sequel to have a height that behaves additively instead
of multiplicatively.

Definition 3.1.1. Let P = [x0, . . . , xn] ∈ Pn(K). The (logarithmic) height of P
relative to K is

hK(P ) =
∑
v∈MK

−nv min{v(x0), . . . , v(xn)}.

To see that this is a reasonable definition, a few things have to be verified.

Proposition 3.1.2.
(a) hK is a well-defined function Pn(K)→ R≥0.
(b) Let L/K be a finite extension. Then hL = [L : K]hK .
(c) In the case K = Q, the definition of hQ agrees with logHQ where HQ is defined

as above.
(d) For any c ∈ R, the set {P ∈ Pn(K) | hK(P ) ≤ C} is finite.

7



3. Heights

Proof. Let P = [x0, . . . , xn] ∈ P n(K).
(a) Any other choice of homogeneous coordinates is of the form [λx0, . . . , λxn] where
λ 6= 0. By the sum formula,∑

v∈MK

−nv min{v(λx0), . . . , v(λxn)} =
∑
v∈MK

−nv
(
v(λ)−min{v(x0), . . . , v(xn)}

)
=
∑
v∈MK

−nv min{v(x0), . . . , v(xn)}.

To prove nonnegativitity, note that since at least one of x0, . . . , xn is non-zero, by
scaling we may assume one of them to be 1. It follows that min{v(x0), . . . , v(xn)} ≤ 0
for every v ∈MK , which proves the claim.
(b) The claim follows from the extension formula 2.1.1. Indeed,

hL(P ) =
∑
w∈ML

−nw min{w(x0), . . . , w(xn)}

=
∑
v∈MK

∑
w∈ML
w|v

−nw min{v(x0), . . . , v(xn)}

=
∑
v∈MK

−[L : K]nv{v(x0), . . . , v(xn)} = [L : K]hK(P ).

(c) If P ∈ Pn(Q) we can assume x0, . . . , xn ∈ Z and furthermore gcd(x0, . . . , xn) = 1.
Hence for every discrete v, we have v(xj) = 0 for at least one j. Thus, only the
archimedean valuation v contributes a non-zero amount in the sum, whereby

hQ(P ) = −min{− log |x0|, . . . ,− log |xn|}
= max{log |x0|, . . . , log |xn|} = logHQ(P ).

(d) See [6, Theorem VIII.5.11].

Often, it is convenient to have a height function that is independent of the underly-
ing field. In light of Proposition 3.1.2(c), the following definition makes sense.

Definition 3.1.3. Let P ∈ Pn(K̄). The (absolute logarithmic) height of P is

h(P ) =
1

[L : Q]
hL(P ),

where L is any field such that P ∈ Pn(L).

When α ∈ K, we write h(α) = h([α, 1]).

Theorem 3.1.4. [6, Theorem VIII.5.9] Let

f =
d∑

k=0

akT
k = ad

d∏
`=1

(T − α`) ∈ K̄[T ]

be a polynomial of degree d. Then
d∑
j=1

h(αj)− d log 2 ≤ h([a0, . . . , ad]) ≤
d∑
j=1

h(αj) + (d− 1) log 2.

8



3. Heights

To conclude this section, we relate heights to maps. Recall that a morphism g :
Pm → Pn is defined by

g
(
[x0, . . . , xm]

)
=
[
g0([x0, . . . , xm]), . . . , gn([x0, . . . , xm])

]
where g0, . . . , gn ∈ K̄[X0, . . . , Xm] are homogeneous polynomials of the same degree
d, with no common zero. We say that g has degree d.

Theorem 3.1.5. [6, Theorem VIII.5.6] Let g : Pm → Pn be a morphism of degree
d. Then for all P ∈ Pm(K̄),

h(g(P )) = dh(P ) +Og(1).

Remark 3.1.6. Bounding h(g(P )) from above is straightforward since if the coor-
dinates of P are small, gj(P ) must be too and this is so regardless of whether g is a
morphism or not. On the other hand, the lower bound is more subtle; of course, the
value of a polynomial at a point P can be small even if the coordinates are large.
Here the assumption that g is a morphism comes in, allowing us to use Hilbert’s
Nullstellensatz to express the coordinates xj in terms of the gj.

3.2 Heights on elliptic curves

The homogeneous Weierstraß equation defines an embedding E ↪→ P2 and by simply
restricting the P2-height h we obtain the naive height on E, also denoted by h.

The projection map

E(K̄) \ {O} → K̄

[x, y, 1] 7→ x

is regular, and induces a morphism x : E → P1 by setting x(O) = [0, 1]. We define
the ordinary height of a point P ∈ E(K̄) as

hx(P ) = h(x(P ))

where h denotes the height on P1. In particular, when K = Q and P ∈ E(Q) \ {O}
we have x(P ) = [ r

s
, 1] = [r, s] for some coprime r, s ∈ Z, so hx(P ) = h( r

s
) =

log max{|r|, |s|}.

It follows from (2.5) that h and hx are even functions, i.e. h(−P ) = h(P ) and
hx(−P ) = hx(P ).

The duplication formula (2.4) and Theorem 3.1.5 together imply that hx(2P ) −
4hx(P ) is bounded from above. In fact, this is a consequence of a much more gen-
eral fact called the quasiparallelogram law, the proof of which will occupy us for
the entire next chapter. In noneffective form, it reads as follows (for the effective
versions, see Theorems 4.2.4 and 4.3.3).

9



3. Heights

Theorem 3.2.1. For every P,Q ∈ E(K̄),

hx(P +Q) + hx(P −Q)− 2hx(P )− 2hx(Q) = OE(1),

h(P +Q) + h(P −Q)− 2h(P )− 2h(Q) = OE(1).

The quasiparallelogram law states that for a given curve E, the left-hand expressions
are uniformly bounded from above and below. Setting P = Q we see that hx(2P ) ≈
4hx(P ). Note that the duplication map does not extend to a morphism P2 → P1,
but the conclusion of Theorem 3.1.5 still holds.

10



4
The Quasiparallelogram Law

In this chapter, we prove the quasiparallelogram law for both h and hx. Our main
tool will be the function d introduced by Zimmer (with a different normalization).
We first show that this modified height satisfies the quasiparallelogram law and
having done so, we estimate the differences hx − d and h− 3

2
d to obtain the quasi-

parallelogram laws. All bounds are completely explicit, and when practical we keep
close track of the constants appearing due to our repeated use of the triangle in-
equality. At the end, a number of examples are investigated to give an idea of how
sharp the bounds are.

When f is a real-valued function on E, we will use the shorthand notation

f(P,Q) = f(P +Q) + f(P −Q)− 2f(P )− 2f(Q).

All theorems from now on will be stated for arbitrary P ∈ E(K̄). In order to not
have to preface every argument with choosing a large enough field L/K so that
P ∈ E(L), we adopt the following convention: all theorems are proved for points in
E(K). Extending the proofs is just a matter of passing to an extension.

4.1 Modified height

In this section, we study the modified height function d. Here and in following sec-
tions, all estimates involving the modified height are slight modifications of those
found in [9]. Before introducing d, we derive some inequalities from the Weierstraß
equation which will be used tacitly in the sequel.

Most of our bounds will be expressed in terms of the following quantities associated
to (the Weierstraß equation of) E.

µ =
1

6
h
(
[A3, B2]

)
=

1

n

∑
v∈MK

−nvµv,

ν =
1

6
h
(
[A3, B2, 1]

)
=

1

n

∑
v∈MK

−nvνv.

In other words, µv = min{1
2
v(A), 1

3
v(B)} and νv = min{0, 1

2
v(A), 1

3
v(B)} = min{0, µv}.

Thus, νv ≤ µv, νv ≤ 0 and ν ≥ µ ≥ 0. Moreover, 2µv ≤ v(A) and 3µv ≤ v(B).

11



4. The Quasiparallelogram Law

Remark 4.1.1. The quantity 6ν is known in the literature as the naive height of
the curve E. Since a change of equation transforms A,B into A′ = ρ4A,B′ = ρ6B,
we have µ′ = µ, just as j′ = j. In other words, µ is independent of the choice of
Weierstraß equation. The same does not hold for ν.

Applying the triangle inequality directly to the Weierstraß equation gives

v(y) =
1

2
v(x3 + Ax+B)

≥ 3

2
min{v(x),

1

3

(
v(x) + v(A)

)
,
1

3
v(B)}+ εv log 3

≥ 3

2
min{v(x), νv}+ εv

1

2
log 3.

(4.1)

Rewriting the equation as x3 = y2 − Ax−B we obtain in a similar way

3

2
v(x) ≥ min{v(y),

1

2
v(x) + νv}+ εv

1

2
log 3. (4.2)

Equivalently,

3

2
v(x) ≥ v(y) + εv

1

2
log 3 if v(y) < νv +

1

2
v(x), (4.3)

3

2
v(x) ≥ νv +

1

2
v(x) + εv

1

2
log 3 if v(y) ≥ νv +

1

2
v(x). (4.4)

Definition 4.1.2. Let P ∈ E(K̄). The modified height of P is defined as

d(P ) =
1

6
h
(
[x6, A3, B2]

)
=

1

n

∑
v∈MK

−nv min{v(x), µv}

if P = [x, y, 1], and d(O) = µ.

Lemma 4.1.3. Let P,Q ∈ E(K̄) \ {O} and assume P 6= ±Q. Then

−6µ− log 367− 1

2
log 24 ≤ d(P,Q) ≤ log 24,

−6µ− log 367 ≤ d(2P )− 4d(P ) ≤ log 12.

Proof. The first step is to bound d(2P ) − 4d(P ) =: 1
n

∑
nvδv from above, and we

begin with the case 2P = O. By the definition of d, we are interested in bounding
the terms

δv = −µv + 4 min{v(xP ), µv}.
Since δv ≤ 3µv, we have

d(2P )− 4d(P ) ≤ −3µ ≤ 0,

which proves our upper bound. To prove the lower bound, first note that yP = 0 must
hold since P is of order 2. Using (4.4) and (4.3), we see that v(x) ≥ µv + εv

1
2

log 3.
Summing over v we get d(2P )− 4d(P ) ≥ −µ− 1

2
log 3.

12



4. The Quasiparallelogram Law

Assuming now that 2P 6= O, we instead have

δv = −min{v(x2P ), µv}+ 4 min{v(xP ), µv}.

Case 1: v(x2P ) ≥ µv. Here,

δv = −µv + 4 min{v(xP ), µv} ≤ 3µv,

so d(2P )− 4d(P ) ≤ −3µ ≤ 0.
Case 2: v(x2P ) < µv ∧ v(xP ) ≥ µv. In this case, δv = −v(x2P ) + 4µv. Applying v to
the duplication formula (2.4) and using our assumptions, we get

v(x2P ) ≥ min{4v(xP ), 2v(xP ) + v(A), v(xP ) + v(B), 2v(A)}
+ εv log 12− 2v(2yP ).

≥ 4µv + εv log 12− 2v(2)− 2v(2yP ).

It follows that
δv ≤ εv log 12− 2v(2)− 2v(yP ),

and applying the sum formula we arrive at

d(2P )− 4d(P ) ≤ log 12.

Case 3: v(x2P ) < µv ∧ v(xP ) < µv. In this case, δv = −v(x2P ) + 4v(xP ), and
similarly as in Case 2 we get that

v(x2P ) ≥ 4v(xP ) + εv log 12− 2v(2)− 2v(yP ),

whence d(2P )− 4d(P ) ≤ log 12.

The second step is to bound d(2P )− 4d(P ) from below. First, let

φ2(xP ) = x4P − 2Ax2P − 8BxP + A2.

Then we may rewrite (2.4) as φ2(xP ) = 4x2Py
2
P , so

v(φ2(xP )) = v(x2P ) + 2v(yP ) + 2v(2). (4.5)

We will need two relations satisfied by the discriminant. For any P = (x, y) 6= O,

− 1

16
∆x7 =

(
(4A3 + 27B2)x3 − A2Bx2 + (3A4 + 22AB2)x+ (3A3B + 24B3)

)
φ2(x)

+
(
A2Bx3 + (5A4 + 32AB2)x2 + (26A3B + 192B3)x− (3A5 + 24A2B2)

)
y2

− 1

16
∆ = (3x2 + 4A)φ2(x)− (3x3 − 5Ax− 27B)y2P

Write ∆′ = − 1
16

∆ and (x, y) = (xP , yP ). Assume for the moment that v(x) < µv.
The first identity above is a sum of 367 terms, so by the triangle inequality

v(∆′) + 7v(x) ≥ min{v(φ2(x)) +M1, 2v(y) +M2}+ εv log 367,

13
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v(φ2(x)) +M1 =

v(φ2(x)) + min{3v(x) + 3v(A), 3v(x) + 2v(B), 2v(x) + 2v(A) + v(B),

v(x) + 4v(A), v(x) + v(A) + 2v(B), 3v(A) + v(B), 3v(B)}
≥ v(φ2(x)) + min{3v(x) + 6µv, 2v(x) + 7µv, v(x) + 8µv, 9µv}
= v(φ2(x)) + 3v(x) + 6µv,

2v(y) +M2 =

2v(y) + min{3v(x) + 2v(A) + v(B), 2v(x) + 4v(A), 2v(x) + v(A) + 2v(B),

v(x) + 3v(A) + v(B), v(x) + 3v(B), 5v(A), 2v(A) + 2v(B)}
≥ 2v(y) + min{3v(x) + 7µv, 2v(x) + 8µv, v(x) + 9µv, 10µv}
= 2v(y) + 3v(x) + 7µv.

Applying (4.5) and rewriting, we arrive at

v(∆′) + 7v(x) ≥ 6µv + 3v(x) + min{µv, v(x2P )}+ 2v(y) + εv log 367.

To deal with the case v(x) ≥ µv, we use the second of the discriminant identities
above in a similar way. We have

v(∆′) ≥ min{v(φ2(x)) +M ′
1, 2v(y) +M ′

2}+ εv log 42

v(φ2(x)) +M ′
1 = v(φ2(x)) + min{2v(x), v(A)}
≥ v(φ2(x)) + 2µv.

2v(y) +M ′
2 = 2v(y) + min{3v(x), v(x) + v(A), v(B)}
≥ 2v(y) + 3µv

=⇒ v(∆′) ≥ min{v(φ2(x)) + 2µv, 2v(y) + 3µv}+ εv log 42.

Applying (4.5) again, we obtain

v(∆′) ≥ 2v(y) + 2µv + min{µv, v(x2P )}+ εv log 42.

It now follows in any case, i.e. without assumption on v(x), that

v(∆′)− 6µv + 4 min{v(x), µv} − 2v(y)− εv log 367 ≥ min{v(x2P ), µv}.

Applying this to δv = −min{v(x2P ), µv} + 4 min{v(x), µv} and using the the sum
formula proves the lower bound. Indeed, it suffices to note that

δv ≥ −
(
(v(∆′)− 6µv) + 4 min{v(x), µv} − 2v(y)− εv log 367

)
+ 4 min{v(xP ), µv}

= 6µv − v(∆′) + 2v(y) + εv log 367.

Turning our attention to d(P,Q) with P 6= ±Q instead, we wish to estimate

δv = −min{v(xP+Q), µv} −min{v(xP−Q), µv}
+ 2 min{v(xP ), µv}+ 2 min{v(xQ), µv}.

Case 1: v(xP+Q) < µv ∧ v(xP−Q) < µv. To deal with this case, we apply v to both
sides of (2.2) and use the triangle inequality to get

v(xP+Q) + v(xP−Q) ≥
min{2v(xPxQ − A), v(xP + xQ) + v(B)}+ εv log 5− 2v(xP − xQ).

14
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We have

2v(xPxQ − A) ≥ 2 min{v(xP ) + v(xQ), v(A)}+ εv log 4

≥ 2
(

min{v(xP ), µv}+ min{v(xQ), µv}
)

+ εv log 4,

v(xP + xQ) + v(B) ≥ 3µv + min{v(xP ), v(xQ)}+ εv log 2

≥ 2
(

min{v(xP ), µv}+ min{v(xQ), µv}
)

+ εv log 2.

It follows that
δv ≤ 2v(xP − xQ)− εv log 20.

Case 2: v(xP+Q) < µv ∧ v(xP−Q) ≥ µv. To handle this case, we apply the triangle
inequality to (2.1) to see that

v(xP+Q) + µv ≥ min{v(x2PxQ), v(xPx
2
Q), v(A(xP + xQ)), v(yPyQ), v(B)}

+ εv log 8− 2v(xP − xQ) + µv.

We estimate each term inside the min{. . . } together with µv:

2v(xP ) + v(xQ) + µv ≥ 2
(

min{v(xP ), µv}+ min{v(xQ), µv}
)

v(xP ) + v(xQ) + µv ≥ 2
(

min{v(xP ), µv}+ min{v(xQ), µv}
)

v(A) + v(xP + xQ) + µv ≥ 3µv + min{v(xP ), v(xQ)}+ εv log 2

≥ 2
(

min{v(xP ), µv}+ min{v(xQ), µv}
)

+ εv log 2

v(yP ) + v(yQ) + µv ≥
3

2

(
min{v(xP ), µv}+ min{v(xQ), µv}

)
+ εv log 3 + µv

≥ 2
(

min{v(xP ), µv}+ min{v(xQ), µv}
)

+ εv log 3

v(B) + µv ≥ 4µv

From the above, it follows that

δv ≤ 2v(xP − xQ)− εv log 24.

Case 3: v(xP+Q) ≥ µv ∧ v(xP−Q) < µv. By symmetry, this follows from Case 2.

Case 4: v(xP+Q) ≥ µv ∧ v(xP−Q) ≥ µv. It follows from our assumption that

v(xP − xQ) ≥ min{v(xP ), µv}+ min{v(xQ), µv} − µv + εv log 2

and hence multiplying by 2 and rearranging we get

δv ≤ 2v(xP − xQ)− εv log 4.

Taking the worst bound (i.e. Case 3) and summing we get, by the sum formula,

d(P,Q) ≤ 1

n

(
2
∑
v∈MK

nvv(xP − xQ)−
∑
v∈MK

nvεv log 24

)
= log 24.

15
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It remains to prove the second lower bound, i.e. when P 6= ±Q. A clever trick due
to Zagier allows us to bypass further calculations. Combining the bounds proved
thus far, we see that

2d(P +Q) + 2d(P −Q) ≥ d(2P ) + d(2Q)− log 24

≥ 4d(P ) + 4d(Q)− 12µ− 2 log 367− log 24.

Rearranging and dividing by 2 completes the proof.

4.2 Ordinary height

We now turn our attention to the ordinary height hx defined in section 3.2. The
proof of the upper bound is an effective version of that of [6, Theorem VII.6.2]. It is
possible to make that proof of the lower bound effective too, using a Nullstellensatz
argument. However, the obtained lower bound is very poor. Instead, we derive a
vastly superior lower bound by means of a comparison between hx and the modified
height d.

Lemma 4.2.1. Let g : P2 → P2 be the map (in fact, morphism) defined by

[x0, x1, x2] 7→ [x21 − 4x0x2, 2x1(Ax0 + x2), (Ax0 − x2)2 − 4Bx0x1].

Then for every P ∈ P2(K̄),

h(g(P )) ≤ 2h(P ) + h
(
[1, A2, B]

)
+ 3 log 2.

Proof. Let P = [x0, x1, x2] ∈ P2(K), and write

v(P ) = min{v(x0), v(x1), v(x2)},

so that h(P ) = 1
n

∑
−nvv(P ). With this notation, the sum we wish to bound from

above is
1

n

∑
v∈MK

−nvv(g(P )),

and we do so by applying the triangle inequality termwise and to each component
of g.

v(x21 − 4x0x2) ≥ 2v(P ) + εv log 5

v(2x1(Ax0 + x2)) ≥ 2v(P ) + min{0, v(A)}+ εv log 4

v((Ax0 − x2)2 − 4Bx0x1) ≥ 2v(P ) + min{0, v(A), 2v(A), v(B)}+ εv log 8

= 2v(P ) + min{0, 2v(A), v(B)}+ εv log 8

Combining the three, multiplying by − 1
n
nv and summing over v, we get

h(g(P )) ≤ 2h(P ) + h
(
[1, A2, B]

)
+ 3 log 2

as claimed.

16
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Proposition 4.2.2. Let P,Q ∈ E(K̄). Then

hx(P,Q) ≤ h
(
[1, A2, B]

)
+ 7 log 2.

Proof. Since hx(O) = 0 and hx(−P ) = hx(P ), we have hx(P,Q) = 0 whenever
P = O or Q = O. Moreover, if 2P = O then hx(P, P ) ≤ 0. Assume now that
P,Q 6= O. With some slight rearrangement, (2.2) and (2.3) become

xP+QxP−Q =
(xPxQ − A)2 − 4B(xP + xQ)

(xP + xQ)2 − 4xPxQ
,

xP+Q + xP−Q =
2(xP + xQ)(A+ xPxQ) + 4B

(xP + xQ)2 − 4xPxQ
.

Defining g as in Lemma 4.2.1, we obtain a commutative diagram

E × E E × E

P2 P2

G

σ σ

g

where G : (P,Q) 7→ (P +Q,P −Q) and σ is the composition of the maps

E × E → P1 × P1

(P,Q) 7→ (x(P ), x(Q))

P1 × P1 → P2(
[s, t], [u, v]

)
7→ [tv, sv + tu, su]

Lemma 4.2.1 and the commutativity of the diagram imply that

h
(
σ(P +Q,P −Q)

)
≤ 2h

(
σ(P,Q)

)
+ h
(
[1, A2, B]

)
+ 3 log 2. (4.6)

To complete the proof, we investigate h
(
σ(R, S)

)
. If R or S is O, then clearly

h
(
σ(R, S)

)
= hx(R) + hx(S).

If not, writing
x(R) = [α1, 1], x(S) = [α2, 1]

we get

h
(
σ(R, S)

)
= h

(
[1, α1 + α2, α1α2]

)
,

hx(R) + hx(S) = h(α1) + h(α2).

Thus, applying Theorem 2 to the polynomial (T + α1)(T + α2) gives

h(α1) + h(α2)− 2 log 2 ≤ h
(
[1, α1 + α2, α1α2]

)
≤ h(α1) + h(α2) + log 2. (4.7)

Applying (4.7) to each side of (4.6) we get

hx(P +Q) + hx(P −Q) ≤ 2hx(P ) + 2hx(Q) + h
(
[1, A2, B]

)
+ 7 log 2

as needed.

17
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To simplify the statement of the next lemma, we define the narrow valuations and
the denominator valuations of the pair A,B over the field K as

N∞K = {v ∈M∞
K | µv ≤ 0},

D0
K = {v ∈M0

K | µv ≤ 0}.

Note that µv ≥ 0 precisely when v is non-archimedean and both A and B are v-
integral or v is archimedean and both A and B are mapped to the unit disk under the
embedding τv : K ↪→ C associated to v. To these sets, we associate the quantities

µN =
1

n

∑
v∈N∞

K

−nvµv, µD =
1

n

∑
v∈D0

K

−nvµv.

When K = Q and A,B ∈ Z, we have N∞Q = ∅ as long as A,B 6= ±1 and µv ≤ 0
for every v ∈ M0

Q. Therefore, in this case µN = 0 and µD = ν. Moreover, these
quantities are invariant under extensions of K, whereby it makes sense to speak of
µD, µN without reference to K.

Lemma 4.2.3. Let P ∈ E(K̄). Then

−ν ≤ hx(P )− d(P ) ≤ −µ+ µD + µN

Proof. When P = O, we have hx(P ) − d(P ) = −µ so the statement holds. Now
assume P = [x, y, 1] ∈ E(K) \ {O}. We have

hx(P )− d(P ) =
1

n

∑
v∈MK

nv
(
−min{v(x), 0}+ min{v(x), µv}

)
=

1

n

∑
v∈MK

nvδv.

To estimate δv, we make a division into three cases.
Case 1: v(x) ≥ 0. In this case, δv = min{v(x), µv}, whence

νv ≤ δv ≤ µv.

Case 2: v(x) < 0 ∧ v(x) ≥ µv. Here, δv = −v(x) + µv, so

νv ≤ µv ≤ δv ≤ 0.

Case 3: v(x) < 0 ∧ v(x) < µv. Here, δv = 0.

In total, we have the following global estimate:

−ν ≤ 1

n

∑
nvδv ≤

1

n

∑
v∈MK

−nv min{0,−µv},

and the righthand side is
1

n

∑
v∈MK

−nv min{0,−µv} = −µ−
∑
v∈D0

K

nvµv −
∑
v∈N∞

K

nvµv.

= −µ+ µD + µN

as claimed.
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Theorem 4.2.4. Let P,Q ∈ E(K̄). Then

−2ν − 2µ− 4µD − 4µN − log 367− 1

2
log 24 ≤ hx(P,Q) ≤ h

(
[1, A2, B]

)
+ 7 log 2

Proof. When P or Q is O, the statement is trivially true, so assume P,Q 6= O. The
upper bound is Proposition 4.2.2. The lower bound follows from Lemmas 4.2.3 and
4.1.3. Indeed, if P 6= ±Q one has

hx(P,Q) = hx(P,Q)− d(P,Q) + d(P,Q)

= hx(P +Q)− d(P +Q) + hx(P −Q)− d(P −Q)

− 2
(
hx(P )− d(P )

)
− 2
(
hx(Q)− d(Q)

)
+ d(P,Q)

and estimating each term, we obtain the theorem. For the case P = ±Q, we do the
same thing replacing d(P,Q) with d(2P )− 4d(P ).

The case K = Q and A,B integers deserves special mention.

Corollary 4.2.5. Let
E : y2 = x3 + Ax+B

be an elliptic curve defined over Z. Then

−6ν − 2µ− 7.495 ≤ hx(P,Q) ≤ log max{|A|2, |B|}+ 4.852.

Remark 4.2.6. When P = Q, one gets the slightly stronger lower bound

−5ν − 2µ− 5.906 ≤ hx(P, P ).

In this case, one can also in a straightforward way improve a lot on the constant in
the upper bound by working directly with the duplication formula (2.4).
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4.3 Naive height

In order to simplify calculations, we follow Zimmer [9] in defining two auxilliary
functions hν and dν . Set hν(O) = 3

2
dν(O) = 3

2
ν, and for P 6= O let

hν(P ) =
1

4
h
(
[x4, y4, A3, B2, 1]

)
=

1

n

∑
v∈MK

−nv min{v(x), v(y),
3

2
νv},

dν(P ) =
1

6
h
(
[x6, A3, B2, 1]

)
=

1

n

∑
v∈MK

−nv min{v(x), νv}.

Lemma 4.3.1. Let P ∈ E(K̄). Then

−3

2
ν ≤ h(P )− hν(P ) ≤ 0

0 ≤ dν(P )− d(P ) ≤ 3

2
(ν − µ).

Proof. The statements follow directly from the definitions and trivial termwise es-
timations.

Lemma 4.3.2. Let P ∈ E(K̄). Then

−3

4
log 3 ≤ hν(P )− 3

2
dν(P ) ≤ 1

2
log 3

Proof. We want to estimate

hν(P )− 3

2
dν(P ) =

1

n

∑
v∈MK

nv

(
3

2
min{νv, v(x)} −min{v(x), v(y),

3

2
νv}
)

=
1

n

∑
v∈MK

nvδv.

It suffices to show that εv 34 log 3 ≤ δv ≤ −εv 12 log 3, and we make a division into two
cases.
Case 1: v(x) ≥ νv. Since νv ≤ 0, we have v(x) ≥ 3

2
νv and

δv =
3

2
νv −min{v(y),

3

2
νv}.

Applying (4.1), we obtain

0 ≤ δv ≤ −εv
1

2
log 3.

Case 2: v(x) < νv. In this case,

δv =
3

2
v(x)−min{v(x), v(y),

3

2
νv}.
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Now, if min{v(x), v(y), 3
2
νv} = 3

2
νv, it must also hold that v(y) ≥ 3

2
νv > νv + 1

2
v(x)

by our assumption on v(x). Hence, (4.4) implies

εv
3

4
log 3 ≤ δv < 0.

Secondly, if instead min{v(x), v(y), 3
2
νv} = v(x) we have δv = 1

2
v(x), and (4.3) and

(4.4) simplify to

3

2
v(x) ≥ v(x) + εv

1

2
log 3

3

2
v(x) ≥ νv +

1

2
v(x) + εv

1

2
log 3 ≥ 7

6
v(x) + εv

1

2
log 3

respectively. In any case we have 1
2
v(x) ≥ εv

3
4

log 3, and we obtain

εv
3

4
log 3 ≤ δv ≤

1

2
νv ≤ 0.

Thirdly, if min{v(x), v(y), 3
2
νv} = v(y) then δv = −v(y) + 3

2
v(x) ≤ −εv 12 log 3 by

(4.1), and for the lower bound we note that (4.3) and (4.4) imply

−v(y) +
3

2
v(x) ≥ εv

1

2
log 3,

−v(y) +
3

2
v(x) ≥ −v(y) + νv +

1

2
v(x) + εv

1

2
log 3 ≥ εv

3

4
log 3,

In both cases, we observe that δv ≥ εv
3
4

log 3 and thereby the proof is complete.

Theorem 4.3.3. Let P,Q ∈ E(K̄). Then

−9ν − 3µ− 15.087 ≤ h(P,Q) ≤ 9ν − 3µ+ 9.162.

Note that in terms of ν, µ, the lower bound is exactly 3
2
times that of the ordinary

height, but the upper bounds differ.

Proof. When P or Q is O, the theorem is trivially true, so assume P,Q 6= O. Adding
up the three inequalities of Lemmas 4.3.1 and 4.3.2 we obtain

−3

2
ν − 3

4
log 3 ≤ h(P )− 3

2
d(P ) ≤ 3

2
(ν − µ) +

1

2
log 3. (4.8)

Just as in the proof of 4.2.4, when P 6= ±Q we add and subtract 3
2
d(P,Q):

h(P,Q) = h(P,Q)− 3

2
d(P,Q) +

3

2
d(P,Q).

Applying (4.8) and Lemma 4.1.3 proves the theorem. The case P = ±Q is proved
the same way.
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4.4 Examples

In this section, we work out a few examples in order to gauge the sharpness of the
bounds proved in this chapter. The general strategy we employ is constructing one-
parameter families {Et | t ∈ N} with easy-to-find points Pt ∈ Et, and then letting
t tend to infinity in the expressions hx(Pt, Pt) and h(Pt, Pt). The upper bounds are
not too difficult to test, while finding pairs (P,Q) such that h(P,Q) and hx(P,Q)
are small is more challenging. This echos the points made in Remark 3.1.6, that
bounding polynomials from below is subtle while upper bounds are straightforward.

Example 4.4.1. Let t ∈ N and define

Et : y2 = x3 + (t2 − 1)x.

Et contains the point Pt = (1, t), which satisfies hx(Pt) = 0. Doubling the point
gives

x(2Pt) =
t4 − 4t2 + 4

4t2

and hence hx(Pt, Pt) = hx(2Pk) = log(t4 − 4t2 + 4) when t is large enough and odd.
Theorem 4.2.4 states that

hx(Pt, Pt) ≤ 2 log(t2 − 1) + 7 log 2, (4.9)

and by computing

lim
t→∞
t odd

2 log(t2 − 1) + 7 log 2

log(t4 − 4t2 + 4)
= 1,

we see that the dependence on A in (4.9) is optimal.

Example 4.4.2. Let t ∈ N and define

Et : y2 − t2 = x3 − 1,

we have Pt = (1, t) ∈ Et. In this case, for t large enough

x(2Pt) =
−4t2 + 1

2t2
=⇒ hx(2Pt) = log(4t2 − 1).

Since A = 0, the upper bound in Theorem 4.2.4 is

hx(Pt, Pt) ≤ log(t2 − 1) + 7 log 2 (4.10)

Comparing our two inequalities, we see that as t→∞,

log(t2 − 1) + 7 log 2

2 log(4t2 − 1)
→ 1.

We conclude that (4.10) has optimal dependence on B.
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Example 4.4.3. Let t ∈ N and define

Et : y2 = x3 − tx+ 1.

Then Pt = (0, 1) ∈ Et satisfies h(Pt) = 0, and

2Pt =

(
t2

4
,
t3 − 8

64

)
=⇒ h(Pt) = log(t3 − 8)

for t large enough and odd. For this curve ν = µ = 1
2

log t, so the upper bound in
Theorem 4.3.3 is

h(Pt, Pt) ≤ 3 log t+ 9.162. (4.11)

Finally, we have

lim
t→∞
t odd

3 log t+ 9.162

log(t3 − 8)
= 1,

which proves that the dependence on A in (4.11) is optimal.

Example 4.4.4. Let t ∈ N and define

Et : y2 = x3 − t3

The point Pt = (t, 0) ∈ E(Q) satisfies 2Pt = O and hx(Pt) = log t. Hence,

hx(Pt, Pt) = −4 log t, (4.12)

The lower bound from Theorem 4.2.4 is

−6 log t− 7.495 ≤ hx(Pt, Pt).

Letting t → ∞, we see that at worst, the dependence on B in this case is at worst
3
2
times optimal.

Example 4.4.5. Let t ∈ N and define

Et : y2 = x3 + 4t4x.

The point (2t2, 4t3) ∈ Et(Q) satisfies h(Pt) = 3 log t + 2 log 2 and 2Pt = (0, 0).
Hence, h(Pt, Pt) = −12 log t − 8 log 2. Discarding the constant, the lower bound
from Theorem 4.3.3 is −9ν = −18 log t. We conclude that the lower bound is in this
case at worst 3

2
times optimal. Similarly, the lower bound for the ordinary height is

at worst 3
2
times optimal in this family.
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5
The Canonical Height

In this chapter, we construct the canonical (Néron-Tate) height ĥ on E using Tate’s
averaging procedure. After some fundamental properties of ĥ are proved, we apply
the results of Chapter 4 to bound the differences hx − ĥ and h− 3

2
ĥ. The obtained

estimates are then compared to well-known bounds from the literature.

There is an extensive amount of literature on the topics of this chapter, and it is
difficult to say anything new. Nevertheless, the results in section 5.2 are easy conse-
quences of the quasiparallelogram law, and a thesis on heights without a treatment
of the canonical height would surely be lacking.

5.1 Construction of ĥ

A real-valued function f defined on an abelian group G is called a quadratic form
if it is even: f(−g) = f(g), and the map

〈·, ·〉f : G×G→ R
(g, h) 7→ f(g + h)− f(g)− f(h)

is bilinear. A quadratic form is said to be positive semidefinite if f(g) ≥ 0 for all
g, and positive definite if equality holds only when g = 0. It is a standard fact
that 〈·, ·〉f is bilinear if and only if f satisfies the parallelogram law. Indeed, with
notation as before, f(g, h) = 0 for all g, h ∈ G implies

f(a+ c, b) + f(a+ b, c)− f(a, b− c)− f(b, c) = 0.

Expanding and rearranging yields

〈a+ b, c〉f = 〈a, c〉f + 〈b, c〉f .

This proves one direction, and the other is immediate from the definitions.

The quasiparallelogram laws tell us that the naive and ordinary heights are quadratic
forms on E(K̄) ’up to O(1)’. It was discovered by Tate that by means of an aver-
aging procedure, it is possible to define a new height function which is a quadratic
form. To define the canonical height, we use Tate’s averaging procedure on Zim-
mer’s modified height. We will see in Theorem 5.1.3(b) that all definitions of ĥ are
equivalent up to a normalizing factor.
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5. The Canonical Height

Definition-Theorem 5.1.1. Let P ∈ E(K̄). The limit

ĥ(P ) := lim
k→∞

d(2kP )

4k

exists, and ĥ is called the canonical height on E.

Proof. The convergence follows from the quasiparallelogram law d. Indeed,

d(2kP )

4k
=
d(2k−1P )

4k−1
+
d(2kP )− 4d(2k−1P )

4k

=⇒ d(2kP )

4k
= d(P ) +

k∑
`=1

d(2`P )− 4d(2`−1P )

4`

=⇒ ĥ(P ) = d(P ) +
∞∑
`=1

d(2`P )− 4d(2`−1P )

4`
. (5.1)

By Theorem 4.1.3, the numerators of the summands can be uniformly bounded (see
Theorem 5.2.1 below for details), whereby the series converges.

Remark 5.1.2. Since the difference hx − d is bounded, we could just as well have
defined ĥ in terms of hx instead. Working with d is easier, and will lead to a stronger
bound on ĥ− hx in the next section.

The canonical height possesses a number of interesting properties, and the following
theorem should serve to motivate the name.

Theorem 5.1.3. Let E/K be an elliptic curve with canonical height ĥ.
(a) The canonical height ĥ is a positive semidefinite quadratic form. Equivalently,

ĥ is even, non-negative and satisfies the parallelogram law:

ĥ(P,Q) = 0 for all P,Q ∈ E(K̄).

(b) For any m ∈ Z and P ∈ E(K̄),

ĥ(mP ) = m2ĥ(P ).

(c) For all P ∈ E(K̄),
ĥ(P )− hx(P ) = OE(1).

Moreover, this together with the parallelogram law determines ĥ completely.
(d) ĥ(P ) = 0 if and only if P is torsion.
(e) The canonical height is independent of choice of short Weierstrass equation.

That is, let E → E ′ be a birational change of coordinates, and let ĥ, ĥ′ denote
the respective canonical heights, defined in terms of d, d′. Assume P 7→ P ′.
Then

ĥ′(P ′) = ĥ(P ).
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5. The Canonical Height

Proof. (a) Since d is even and non-negative, ĥ is even and positive semidefinite.
Moreover, Theorem 4.1.3 states that

d(2kP, 2kQ) = OE(1).

Dividing both sides by 4k and letting k → ∞, we see that ĥ(P,Q) = 0. In other
words, ĥ is a quadratic form.
(b) Let m ∈ Z. Then

ĥ(mP ) = lim
k→∞

d(2kmP )

4k
= lim

k→∞
m2d(2log2m+kP )

4log2m+k
= m2ĥ(P ).

(c) The identity (5.1) together with the quasiparallelogram law for d (Theorem
4.1.3) allows us to conclude that ĥ(P ) − d(P ) = OE(1). Lemma 4.2.3 tells us that
hx(P )− d(P ) = OE(1), and the first claim follows. To prove the second part, let f
be a function as in (a) such that the difference f − hx is bounded. Then

f(2kP ) = 4kf(P ) for k ≥ 1.

Since the difference ĥ− hx is bounded, so is f − ĥ. If P ∈ E(K̄), we see that

f(P ) = 4−kf(2kP )

= 4−k
(
ĥ(2kP ) +OE(1)

)
= ĥ(P ) +OE(4−k).

Since this holds for any k ≥ 1, we have f(P ) = ĥ(P ).
(d) Let P satisfy mP = O for some m 6= 0. It follows that d(2kP ) takes only a finite
number of values, and hence the limit ĥ(P ) must be 0. Conversely, let Q ∈ E(L)
satisfy ĥ(Q) = 0, where L/K is an extension. It follows from (b) that for anym ∈ Z,

ĥ(mQ) = m2ĥ(Q) = 0.

It then follows from (c) that hx(mQ) ≤ C for some C. Moreover, mQ ∈ E(L) so we
have an inclusion

{mQ ∈ E(L) | m ∈ Z} ⊆ {P ∈ P2(L) | hx(P ) ≤ C}.

By Theorem 3.1.2(e), the latter set is finite. Hence, Q is torsion.
(e) By Proposition 2.2.1, we know that A′ = ρ4A, B′ = ρ6B and xP ′ = ρ2xP for
some ρ 6= 0. Hence,

d′(P ′) =
1

6
h
(
[ρ12x6P , ρ

12A3, ρ12B2]
)

= d(P ),

which implies ĥ′(P ′) = ĥ(P ).
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5.2 Difference bounds

In this section we derive estimates of the differences hx − ĥ and h − 3
2
ĥ. Such

estimates are necessary in order to calculate the generators of the Mordell-Weil
group E(K). Theoretically, one could use the naive height h instead, but since
it is generally about 3

2
hx, doing so requires a larger search range. Such computa-

tional considerations are the main reason why hx is the most commonly used height.

It is crucial to note that the problem of determining difference bounds for a single
given curve has been completely solved by work of Cremona, Prickett, Siksek [1] and
Uchida [8]. For families of curves, there is Silverman’s bound [7]. Both are imple-
mented in Magma under the names CPSHeightBounds and SilvermanHeightBounds,
and they apply to curves with long Weierstraß equations withK-integral coefficients.
In addition, the former requires the additional assumption that the equation is min-
imal, which is a kind of reducedness property (see [6] for details). Our results are
applicable only to curves with short Weierstrass equations, but without integrality
or minimality assumptions.

Theorem 5.2.1. Let P ∈ E(K̄). Then

−ν − 1

3
log 12 ≤ hx(P )− ĥ(P ) ≤ µ+ µD + µW +

1

3
log 367

Proof. This is just a matter of making explicit what we have already stated above.
Combining the identity (5.1), the bounds of Theorem 4.1.3, Lemma 4.2.3 and the
fact that

∑∞
`=1 4−` = 1

3
proves the theorem.

Theorem 5.2.2. Let P ∈ E(K̄). Then

−3

2
ν − 1

2

(3

2
log 2 + log 12

)
≤ h(P )− 3

2
ĥ(P ) ≤ 3

2
ν +

3

2
µ+

1

2

(
log 3 + log 367

)
Proof. Same as 5.2.1.

We record the special cases K = Q, A,B ∈ Z.

Corollary 5.2.3. Let E be an elliptic curve defined over Z and P ∈ E(K̄). Then

−ν − 0.829 ≤ hx(P )− ĥ(P ) ≤ ν + µ+ 1.969

−3

2
ν − 1.763 ≤ h(P )− 3

2
ĥ(P ) ≤ 3

2
ν +

3

2
µ+ 3.502.

Note that the dependencies on ν, µ are the same up to the normalizing constant 3
2
.

To conclude the chapter, we make some comparisons between the available differ-
ence bounds. For a curve with short Weierstrass equation with integral coefficients,
Silverman [7], obtained the following bound.

−1

6
h(∆)− 1

12
h∞(j)− 2.14 ≤ hx(P )− ĥ(P ) ≤ 1

6
h(∆) +

1

12
h(j) +

1

6
h∞(j) + 1.946.
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Here, h∞ denotes the archimedean contribution to the height. Furthermore, there
is the Cremona-Prickett-Siksek-Uchida bound mentioned above. For a given curve
with minimal long Weierstrass equation, it gives the best possible bound.

Example 5.2.4. Let t ∈ N and define

Et : y2 = x3 − t2x.

For this curve, j = −1728, ∆ = 64t6, µ = 0 and ν = 1
6

log t. Hence, the Silverman
bound and Corollary 5.2.3 are

− log t− 3.455 ≤ hx(P )− ĥ(P ) ≤ log t+ 4.503,

− log t− 0.829 ≤ hx(P )− ĥ(P ) ≤ log t+ 1.969.

The point Pt = (t, 0) ∈ Et(Q) is of order 2 and has ordinary height hx(Pt) = log t,
whereby we see that the dependence on t in the upper bounds are optimal (since
ĥ(Pt) = 0). Restricting t to primes ensures that Et is minimal, allowing us to
compare with CPSHeightBounds. For example, setting t = 2, 101, 1009 yields the
following upper bounds.

t 2 101 1009
CPSU 1.034 4.962 7.264
5.2.3 2.663 6.585 8.886
Silverman 5.197 9.119 11.420

Example 5.2.5. Let t ∈ N and define

Et : y2 = x3 + (t2 − 1)x.

For this curve, µ = 0 and ν = 1
2

log(t2−1), so Corollary 5.2.3 for the ordinary height
reads

−1

2
log(t2 − 1)− 0.829 ≤ hx(P )− ĥ(P ) ≤ 1

2
log(t2 − 1) + 1.969.

We claim that for this family, the dependency on t in the lower bound is optimal.
Let Pt = (1, t) ∈ Et. One can use the techniques in [5] and [4] to show that

lim
t→∞

ĥ(Pt)

log t
= 1,

from which it follows that

lim
t→∞

hx(Pt)− ĥ(Pt)

−1
2

log(t2 − 1)− 0.829
= 1,

which proves the claim.

29



5. The Canonical Height

Example 5.2.6. Let t ∈ N and define

Et : y2 = x3 + t2.

For this curve, µ = 0 and ν = 2
3

log t, so for the naive height Corollary 5.2.3 reads

− log t− 1.763 ≤ h(P )− 3

2
ĥ(P ) ≤ log t+ 3.502.

The point Pt = (0, t) ∈ Et(Q) is of order 3 and has naive height h(Pt) = log t. Since
ĥ(Pt) = 0, we see that the dependence on t in the upper bound is optimal.

Remark 5.2.7. Since ĥ satisfies the parallelogram law, Silverman’s bound implies
the quasiparallelogram law for hx. We have hx(P,Q) = hx(P,Q) − ĥ(P,Q) and
therefore

−h(∆)− 1

3
h(j)− 5

6
h∞(j)− 12.064 ≤ hx(P,Q) ≤ h(∆) +

1

6
h(j) +

2

3
h∞(j) + 12.452.

As Silverman’s result relies on a different construction of ĥ than ours, it is interest-
ing to compare this with Theorem 4.2.4. The constant terms differ a great deal of
course, but in terms of dependencies on A,B, the lower bounds are quite similar in
shape, while our upper bound is superior.

Remark 5.2.8. Any elliptic curve over a number field is isomorphic to a curve
defined by a short Weierstrass equation. Indeed, given a curve in long Weierstrass
form

Elong : y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6,

the ’shortening map’ f defined by

f
(
[X, Y, Z]

)
= [36X − 18b2Z, a1X + Y − a3Z, 216Z]

is an isomorphism between Elong and the curve

Eshort : y2 = x3 − 27c4x− 54c6

where c4, c6 are certain polynomials in the coefficients a1, . . . , a6. One can define
a canonical height satisfying Theorem 5.1.3 on curves in long Weierstrass form.
Letting ĥl, hlx, ĥs and hsx denote the various heights, we have

ĥl ≈ hlx ≈ hsx ◦ f ≈ ĥs ◦ f,

where ≈ means equality up to O(1). Consequently, ĥl = ĥs ◦ f is an equality, and
for any P ∈ Elong(K̄),

ĥl(P )− hlx(P ) ≤ ĥs(P )− hsx(P ) + hsx(f(P ))− hlx(P ).

It is straightforward to find an upper bound for the difference hsx(f(P ))−hlx(P ), and
this together with Theorem 5.2.1 yields an upper bound for the difference ĥl − hlx.
It is poor in general since it is a combination of two estimates, and a better bound is
obtained either by the method of Silverman or carrying out analogous arguments to
those of Chapter 3 with the addition formulas and modified height for long equations
(see [3]). The latter method appears to lead to a weaker result for curves in short
form, which serves to motivate the restriction to short equations in this thesis.
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