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Abstract

Three designs of Monte Carlo experiments are used to investigate the initial-value
problem in censored dynamic random-effects (Tobit type 1) models. We compared
three widely used solution methods: naive method based on exogenous initial values
assumption; Heckman’s approximation; and the simple method of Wooldridge. The
results suggest that the initial values problem is a serious issue: using a method
which misspecifies the conditional distribution of initial values can cause misleading
results on the magnitude of true (structural) and spurious state-dependence. The
naive exogenous method is substantially biased for panels of short duration. Heck-
man’s approximation works well. The simple method of Wooldridge works better
than naive exogenous method in short panels, but it is not as good as Heckman’s
approximation. It is also observed that these methods performs equally well for
panels of long duration.
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1 Introduction

Censored dynamic panel data models have been widely analyzed by many authors (Hon-
ore, 1993; Arellano and Bover, 1997; Arellano, Bover and Labeaga, 1999; Honore and Hu,
2001; Hu, 2002). Given the goal of disentangling the true (structural) state-dependence
from spurious state-dependence, one of the crucial issues is the initial values problem
(Heckman, 1981; Blundell and Smith, 1991; An and Liu, 1997; Blundell and Bond, 1998;
Lee, 1999; Arellano and Honore, 2001; Honore, 2002; Hsiao, 2003; Arellano and Carrasco,
2003; Honore and Hu, 2004; Arellano and Hahn, 2005; Honore and Tamer, 2006). The
aim of this paper is to compare some widely used solution methods of the initial values
problem in censored dynamic random-effects panel data models using various designs of
Monte Carlo experiments (MCE).

The initial values problem can appear if the history of the stochastic process underlying
the model is not fully observed. If the process is operated before the sample data is
observed and if the initial (sample) values have been affected by the unobserved past,
then the initial values problem can emerge since the initial values have possibly been
created by the evolution of the strictly exogenous variables in interaction with unobserved
individual-effects. The solution of the problem is to specify a distribution of initial values
which is conditioned on strictly exogenous variables and unobserved individual-effects.
Ad hoc treatments of this problem can produce bias and inconsistency in the estimators
of the censored dynamic random-effects model as it would also cause in similar probit,
logit or Poisson models (Heckman, 1981; Honore, 2002; Hsiao, 2003; Honore and Tamer,
2006).

Besides the initial values problem, the random-effect approach has some other lim-
itations. It requires an assumption about the conditional distribution of unobserved
individual-effects. To avoid these problems a fixed-effects approach can be used, which
can be attractive as a way to ensure that the conditional distribution of unobserved
individual-effects does not play a role in the estimation of the parameters. However,
it can also be seriously biased since it suffers from the incidental parameters problem
(Neyman and Scott, 1948; Greene, 2004). Alternatively, some other estimators based
on semiparametric methods or combinations of these methods with the fixed-effects ap-
proach (such as censored least absolute deviation estimator suggested by Hu (2002) or the
fixed-effects approach developed by Honore (1993)) can be used for estimating a censored
dynamic panel data model (see also Honore and Hu, 2001). However, these estimators are
still subject to the incidental parameters problem and in these estimators time-invariant
exogenous variables are swept away, which can also be a serious problem in the prac-

tice. Thus, the random-effects approach is still attractive, and if it is preferred, a proper



solution for the initial values problem is necessary.

The aim of this paper is to compare some widely used solution methods of the initial
values problem in censored dynamic random-effects panel data models. To do this, various
designs of M C'E are provided. We designed cases in which a solution for the initial values
problem is necessary, and three solution methods are investigated: The first is the naive
approach in which the initial values are considered as exogeneous variables, indepen-
dent from unobserved individual-effects and strictly exogenous variables. The other two
consider the initial values as endogenous variables. Thus, the second is the Heckman’s
(1981) method, which uses a reduced-form approximation for the conditional distribu-
tion of initial values based on available pre-sample information. The third method is the
simple method of Wooldridge (2005), which uses an auxiliary distribution of unobserved
individual-effects conditioned on initial values and strictly exogenous variables.

The results suggest that the initial values problem is a serious issue which can lead to
substantial bias if the conditional distribution of initial values is misspecified. The naive
exogenous method can highly overstate (understate) the size of the true state-dependence
(spurious state-dependence), if it is wrong. It is found that Heckman’s reduced-form
approximation works well for all durations of panels. The simple method of Wooldridge
works much better than naive exogenous method, and it is as successful as Heckman’s
approximation with moderately long panels. It is also found that these methods tend to
perform equally well for panels of long durations.

The paper is organized as follows; the next section will give the model, description
of the initial values problem and three solution methods. Section 3 presents our Monte

Carlo designs and results. Section 4 concludes.

2 The model and three solution methods of the initial

values problem

Consider the following censored dynamic random-effects model with one lag of censored

dependent variable:!
yio = max(0, 2,0 + €) (1)

yir = max(0, 2,0 + Yyir—1 + €;t) (2)

The other alternative is to consider that the lagged values of the dependent variable is also latent.
Considering the lagged dependent variable as observed or latent lead to different implications in
both economic and estimation terms. See Honore (1993), Hu (2002) and Hsiao (2003) for useful
discussions.



where €; = «; + u; is the composite error terms; x;; is a vector of strictly exogenous
variables in a sense that they are independent from all past, current and future values
of the disturbance wu;; ~ #dN (0,02); «; is time-persistent unobserved individual-effects
(unobserved heterogeneity) with a conditional probability distribution f (a;|zs). In this
paper, we assume that the distribution of the random-effects is o; ~ #@dN (0,52), and they
are orthogonal to exogenous variables following the standard random-effects assumption.
Throughout the paper, the number of individuals N (i = 1,...,N) is considered to be
large relative to the number of periods 7" (¢t = 1, ..., T"). Covariance structure of the model

is assumed as

po? s#£0

The composite variance is written as 02 = 02 + o2 and p is the fraction of the variation

Blaeud = {7, 220} ®)

explained by the unobserved individual-effects. The likelihood at time ¢ for an individual

1 is given by

1-¢ [('r;tﬁ + YYit—1 + O_aai)/o-u] Yit = O} (4)

i i i—wriaaiue =
fu (yalys -, @, . 6) ﬂvmmwwﬁﬁ~mH—%wa v > 0

where ® denotes the distribution function and ¢ denotes the density function of standard

normal random variable; and 6 = [6 ~y O-u:| . The full log-likelihood function is given as

N o | Jfo <yio\ {xit}tho,Ozi; 9) X
Inf=>1In f
i=1

T T f(ay)day (5)
—o0 tl:llfit[yitZO} X tl:llfit[yit >0]

where f (yi0| {xit};fzo , QU «9) = { Jolyu=0)» fo[y“>g}} is the probability distribution of initial
values which is conditioned on strictly exogenous variables and the unobserved individual-
effects.

There are two alternatives; either logical starting point of the stochastic process un-
derlying the model (2) and the observed sample data is the same or the sample data are
observed after the process is operated many periods.? For the first case, initial values
y;0 may be known constants and therefore there is no reason to specify a probability
distribution for initial values. Thus, fy (y@-o! {ﬂﬂit}tT:o y QU 9) can be taken out from the
likelihood function (Heckman, 1981; Honore, 2002; Hsiao, 2003). However, if observed

Considering the complex associations between variables in economics it is not easy to determine an
objective starting point for a process. For example, let us consider the relative earnings of immigrants
in a host country. We can start to observe them upon arrival and logically the starting point of the
earnings generating process can be assumed as started upon arrival. However, this assumption will
ignore earnings experiences and accumulated human-capital acquired in county of origin which can
also be considered as a part of the process.



sample data start after the process has been operated through many periods, the initial
values (the first period in the observed sample data, ¢ = 1) cannot be constant since they
have possibly been created by the evolution of exogenous variables interacting with un-
observed individual-effects. Thus, in this case a probability distribution of initial values
(fir (yzll {xit}tT=1 , QG 9)) must be specified.

In general, researchers can follow two alternative ways to solve the initial values prob-
lem in practice. The first is to naively forget the problem and assume that the initial
values have not been affected by unobserved past, even if it may not be true. It means
that the initial values are exogenous variables, independent from unobserved individual-
effects. Thus the conditional distribution of the initial values would be equal to their
marginal distributions f;; (y;1) and it can be taken outside the maximization procedure
of the likelihood function. If the data have not been observed at the beginning of the
process, and if the disturbances that generate the process is serially correlated (which is
inevitable in the presence of unobserved individual-effects), then this assumption is too
strong and causes serious consequences such as bias and inconsistency in the estimators
(Heckman, 1981; Hyslop, 1998; Honore, 2002).

The second and more realistic approach is to assume endogenous initial values and
specify the conditional distribution. However, it is not a easy task to find a closed-form ex-
pression for this distribution.? Heckman (1981) suggested a reduced-form approximation
for the conditional distribution of initial values, based on available pre-sample informa-
tion. Heckman’s approximation can provide flexible specifications for the relationship
between initial values, unobserved individual-effects and exogenous variables. Consider

the following reduced-form equation for initial values:
yi1 = max(0, 2,7 + €;1) (6)

€1 = )\Oéi + Uy (7)

where z;; is a vector of available strictly exogenous instruments which will constitute the
pre-sample information. This vector can also contain the first observations of exogenous

variables in the observed sample; 7 and A\ are the nuisance parameters to be estimated; €;;

It is assumed that the actual disturbance process is serially uncorrelated (such as first order autocor-
relation AR(1)) and the dynamic feature of the model is obtained by including a lagged dependent
variable. However, it does not mean that the disturbances are serially uncorrelated. It is possible
only if the variance of the unobserved individual-effects is zero, meaning that the model has no panel
data characteristics.

One possibility is to assume that the conditional distribution of initial values to be at the steady
state. However, it is still difficult to find a closed-form expression for the distribution even for
the simplest case where there is no explanatory variable. This assumption is also very strong if
age-trended variables are driving the process (Heckman, 1981; Hyslop, 1998; Hsiao, 2003).



is correlated with a; but it is uncorrelated with w;; (f > 1).The random-effects assumption
implies that «; is uncorrelated with u;;.Thus, the approximated conditional distribution
of initial values is specified as follows:

(8)

1 =@ [(z17 + Aoai) /oy 1 =0
fil(yi1|2i1,04¢;7r,)\):{ (=2, )/ o] Yil }

(1/0u)0 [(y1 — 27 — Aoaii) /0w yin >0

with Var[e;] = A\02 + 02 and the correlation between ¢;; and unobserved individual-

effects (pe;1a;) 18

Aoq Y

where ¢ = Ao, /0,. The parameters of the structural system (2) and the approximate

(9)

Peira; = OOTT<Ei17 ai) -

reduced-form conditional probability (8) can be simultaneously estimated without impos-
ing any restriction (Heckman, 1981; Hsiao, 2003).

Another solution method is suggested by Wooldridge (2005) which is a simple alterna-
tive to Heckman’s reduced-form approximation. This method considers the distribution
of unobserved individual-effects to be conditioned on initial values and exogenous vari-
ables. Specifying the distribution on these variables can lead to very tractable functional
forms, and consistent estimators in censored dynamic random-effects models as well as in
similar probit, logit and Poisson models (Honore, 2002; Wooldridge, 2005).

This method suggests specifying f (a,-| {xit}le ,yﬂ) instead of f;; (.) using a similar
strategy to Chamberlain’s (1984) correlated-effects model. It is based on the following

auxiliary distribution of unobserved individual-effects.

a; = & + &y + T+ (10)

where o;|y;1,@; ~ N [50 + &1yi1 + &2, a,ﬂ and 7; is a new unobserved individual-effects
which is assumed as 7; ~ wdN [0, 072]]; yi1 is the initial sample values; 7; is the within-
means of time-variant exogenous variables defined as x; = %Zilxit. Thus, we obtain
a conditional likelihood which is based on the joint distribution of the observations con-
ditional on initial values. This likelihood function will be like those in standard static
random-effect censored model and the parameters can be easily estimated using a com-
mercial random-effects software.

The likelihood function (5) of the censored dynamic random-effects model which is
adopted here, involves only a single integral, which can be effectively implemented using
Gaussian-Hermite Quadrature (Butler and Muffitt, 1982). This method is much less time

consuming and efficient in comparison with the other alternative based on simulation



with a proper simulator, such as frequency (natural) by direct Monte Carlo sampling
from normal distribution and GHK. (Gourieroux and Monfort, 1993; Hajivassiliou and
Ruud,1994). In this paper, we therefore prefer to use Gaussian-Hermite Quadrature in

all likelihood computations.

3 Monte Carlo experiments and the results

In order to compare the finite sample performance of the solution methods several designs
of MCFE are considered that differ on the length of the panel, number of individuals, the
relative sizes of the key parameters and on the data generating process for the explanatory
variables.” We apply the following strategy: We first analyze the bias for the case in which
the initial values are known constants in order to check the possible bias when the initial
values problem is not exist. Second, we design cases in which the initial values problem
is severe and analyze naive exogenous initial values method as a worst scenario. Third,
we use the same data sets to analyze and to compare the performance of Heckman’s
reduced-form approximation and simple method of Wooldridge.

The data generating process based on the censored dynamic random-effects model is

specified as follows.

Bxio Q; Uq0
i0 = 0, 11
o = max(0, 7% 4 1y ) (11)
Yir = max(0, By + YYir—1 + 0 + i) (12)

where i = 1,...,N and t = 1,....T; a; ~ iidN [0,02]; and u;; ~ #dN [0,02]. The design
adopted for the initial values y;o aims first to include correlation between initial values and
unobserved individual-effects, and second, to create mean stationarity in the stochastic
process. All the results presented here are based on L = 200 conditioning data sets. We
produced a new set of panel data for each experiment and the same data set is also used
for each solution methods. The number of individuals is set to N = 200. The behavior of
bias is also analyzed for large number of individuals by using N = 300, 500, 750 and 1000.
The durations of the panel data sets are set to T = 3,5, 8, 15,20. Number of quadrature
points (nodes and weights) used in the optimization procedure of the likelihood function
is set to 30.°

Our MCFE is designed in Fortran software, and the optimization for the likelihood functions is
performed using ZX MIN, which is very fast and robust. The routines written for the experiments
can be provided by the author upon request.

We used different number of quadrature nodes and weights in order to check stability of estimated
parameters. It is observed that 30 quadrature points produce very stable results.



3.1 MCE; : Benchmark design. A normal explanatory variable

The benchmark design consists of one strictly exogenous explanatory variable which is
obtained by using independent and identically distributed standard normal random vari-
ates,

zi ~ N [0,1] (13)

2

< are set to 1; two values for the true state-

True values of the parameters § and o
dependence v = —0.5 and v = 0.5 are used. The variance of unobserved individual-effects
is first set to 02 = 1 and then increased to 02 = 3, in order to analyze the size of the
variance of unobserved-effects on the estimated parameters. The design is produced, in
average, 45 — 55% censored observations.

The results of MCE; are summarized in Table 1a, 1b, 1c and 1d. Tables report
results only for the key parameters: 3, 7, 62 and 2. In addition to the mean bias and
root mean square error (RMSFE), the median bias and median absolute error (MAFE)
are also reported since the estimators of the type considered here often do not have
finite theoretical moments. The median bias and M AFE are also less sensitive to outliers
compared to other two measures. A negative sign on both mean and median bias shows

an underestimation and a positive sign shows an overestimation.
Table 1a about here

We focus first on the case in which initial values are known (Table la) in a sense
that the sample data and the process start at the same time and also initial values are
nonstochastic (y;0 = 0). Thus, there is no initial values problem and the bias is very
small even with panels of short durations. The mean and median bias are very close to
each other meaning that the bias has a symmetric distribution. The variation around the
true values is reduced as T increases. A larger true value for the variance of unobserved
individual-effects (0, = v/3) causes a slight increase in the bias and variation. Last row
of Table la results by number of individuals (V) for a constant number of time periods

(T'=5). The bias seems not to be affected by the number of individuals in the panel set.
Table 1b about here

As a second step, the process is operated 25 periods before the sample data are col-

lected in order to create a initial values problem.” Table 1b presents the results for the

7 We operate the system through 25 periods before the sample data is observed. For example, when

T = 3, the sample data contain the (y;26, Yio7, Yizs) and we use it as (y;1, yi2, ¥iz). Where y;1 are the
initial sample values.



naive method based on exogenous initial values assumption. In this case, this assumption
is wrong and, as expected, it causes large bias in v and o,. -y is highly overestimated while
04 is highly underestimated. The bias is 40 — 50% when T = 3 for these two parameters.
The bias is also remarkable reduced by the duration of panel (especially for 7" > 10). A
large value of o, increased the bias substantially (70% for v and more than 100% for o).
The other two parameters (3 and ¢2) are found not be largely biased in almost every
case.

Table 1c and Table 1d present results for Heckman’s reduced-form approximation and
simple method of Wooldridge, respectively. Heckman’s approximation method performs
very well for all durations of the panels. v and o, are almost 3 — 5% biased when T = 3,
and a large value of o, causes the bias to be larger (5 — 10%). The simple method of
Wooldridge also performs well but not as well as Heckman’s approximation. The simple
method of Wooldridge also tends to overestimate v and underestimate o,, for small samples
as naive method. The bias produced by this method is about 15 — 25% for 7" = 3. For a
duration which is greater than 7' = 5, the size of the bias produced by the simple method
of Wooldridge method tends to be equal to the Heckman’s approximation. Additionally,
all methods perform equally well for the panels which are longer than 7" = 10 — 15.

Table 1c about here

Table 1d about here

3.2 MCE;: A non-normal explanatory variable

As pointed out by Honore and Kyriazidou (2000), normally distributed explanatory vari-
ables can make the bias appear smaller than it is for other distributions of the explana-
tory variables, which can largely affect the results in Monte Carlo studies. We, therefore,
modify M CFE; by changing the distribution of the explanatory variable to one degrees of
freedom chi-square distributed random variable x?(1), which has a skewed distribution.
We standardize this random variable to transform it to the same mean and variance with

the exogenous variable given above.®

(14)

8 Note that Z = (X%k) - k) /+/2k, where k is the degrees of freedom. Z is the standardized x? random

variable.



The data-generating process for dependent variable (11-12) is the same as for the
benchmark case and the only difference is explanatory variable used in the estimation.
True values of the parameters are set to: 8 = 1, v = 0.5, o; ~ #dN [0,0% = 1] and
u; ~ 11dN [0,02 = 1]. The process is operated through 25 periods before the samples are
observed with durations of 7" = 3,5,8,15,20, and the average number of observations

that are censored is almost the same as the benchmark design.
Table 2 about here

The results of M C'E, are summarized in Table 2. A comparison between the results
in Table la-1d and the corresponding results in Table 2 suggests that the results in
benchmark design MC'E; are very robust. The methods do not produce significantly
larger bias with non-normal explanatory variables. The bias has symmetric distribution
with a decreasing variance. The performance order between the methods is clear: The
smallest bias is obtained by Heckman’s reduce-form approximation and it is followed by
the simple method of Wooldridge for short panels. The initial values problem tended to

be not important source of bias when the duration of the panel is increased.

3.3 MCE;: An autocorrelated explanatory variable

MC'Ej3 is based on a relatively complicated data generating process for explanatory vari-
able which contains higher degree of intra~-group variations. In this design, there is only

one strictly exogenous variable x;; based on following first order autoregressive process
Tit = pTit—1 + Vit (15)

where 1);; is a standard normal random variable ¢, ~ N [0,1], p = 0.5 and 1 = x;.
True values of the parameters are set to: § = 1.0, v = 0.5, a; ~ dN [0,02 = 1] and
u; ~ 4idN [0,02 =1]. The data generating process for dependent variable is kept the
same as in (11-12) and the process is operated through 25 periods before the samples are
observed with the durations 7' = 3,5, 8,15,20. The number of the censored observations

is almost the same as those produced in first two MCE.
Table 3 about here

The results of the MCFE5 are reported in Table 3. Introducing more intra-group
variation to explanatory variable does not change the results found above. The magnitude
of the bias and the performance order among the solution methods are the same as those
obtained in other two MCFE.
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Figure 1 shows the Q-Q plots based on the quantiles of normal distribution, by solu-
tion methods. We present only for the true state-dependence and variance of unobserved
individual-effects. These figures show whether the asymptotic distribution of the estima-
tors used here can be approximated by normal distribution for our MC'E samples. We
plot the empirical quantiles of the estimated Monte Carlo parameters in M C'E3 against

those of normal distribution, where 7" = 10 and number of M C'E replication is L = 200.
Figure 1 about here

The Q-Q plots support the normality approximation. The empirical quantiles of es-
timated Monte Carlo parameters in M CEj3 lie mostly in straight lines for all solution
methods.

4 Discussion and conclusions

The performance of some widely used solution methods of initial values problem in cen-
sored dynamic random-effects models is analyzed using several designs of Monte Carlo
experiments. We first presented results for the case in which the initial values are known
constants implying that there is no initial values problem. Second, we designed cases in
which the initial values problem is severe, and the naive method based on exogenous ini-
tial values is analyzed to simulate the effect of a mistreatment for the problem. Third, the
performance of the Heckman’s (1981) reduced-form approximation and simple method of
Wooldridge (2005) are analyzed and compared using the same conditioning data.

The initial values problem can lead to misleading results on the magnitude of true
and spurious state-dependence. The naive exogenous initial values method can produce
substantial bias especially for the panels of short duration. It causes true state-dependence
to be highly overestimated while the variance of unobserved individual-effects is highly
underestimated. Considering the durations of the micro-panel data sets encountered in the
practice, which generally have thousands of individuals and small number of periods, the
conditional distribution of initial values must be specified. Among the solution methods
based on specifying the conditional distribution, Heckman’s reduced-form approximation
is the best choice for the small samples, but for moderate samples there is no clear
performance order between Heckman’s and Wooldridge’s methods with respect to bias
that they produce. The message is that the simple method of Wooldridge can be used
instead of Heckman’s approximation for the panels of moderate duration (such as, time
periods 7" = 5 — 10 time periods). Another intuitive message is that all methods which

are compared here tend to perform equally well for panels of long duration (such as, time

11



periods T' > 10 — 15)

From an empirical point of view, Heckman’s approximation constitutes a computa-
tionally challenging task especially with an unbalanced panel data set. As explained in
Honore (2002), ad hoc treatments of the initial values problem are in particular unap-
pealing with unbalanced panel data sets, which are the ones generally used in empirical
applications. As seen in the Monte Carlo studies above, the simple method of Wooldridge
is attractive especially with panels of moderate durations and also it can be easily applied
using a standard random-effect software with either balanced or unbalanced panel data

sets.

References

[1] An, M.Y., and M. Liu (2000), Using Indirect Inference to Solve the Initial Conditions
Problem, Review of Economics and Statistics, 4: 656-667

[2] Arellano, M., O. Bover, and J. Labeaga (1997), Autoregressive Models with Sample
Selectivity for Panel Data, Working Paper No. 9706, CEMFT.

[3] Arellano, M., and B. Honore (2001), Panel Data Models. Some Recent Developments,

Handbook of Econometrics, 5, Elsevier Science, Amsterdam.

[4] Arellano, M. and O. Bover (1997), Estimating Dynamic Limited Dependent Variable

Models From Panel Data, Investigaciones Fconomicas, 21: 141-65.

[5] Arellano, M. and R. Carrasco (2003), Binary Choice Panel Data Models with Prede-
termined Variables, Journal of Econometrics, 115: 125-157

[6] Arellano, M. and J. Hahn (2006), Understanding Bias in Nonlinear Panel Models:
Some Recent Developments. In: R. Blundell, W. Newey, and T. Persson (eds.): Ad-
vances in Economics and Econometrics, Ninth World Congress, Cambridge University

Press, forthcoming.

[7] Blundell, R.W. and R.J. Smith (1991), Initial Conditions and Efficient Estimation in
Dynamic Panel Data Models, Annales d’Economie et de Statistique, 20/21: 109-123.

[8] Bulundell, R., and S. Bond (1998), Initial conditions and Moment Conditions in
Dynamic Panel Data Models, Journal of Econometrics, 87: 115-143

[9] Butler, J.S., and R. Moffitt (1982), A Computationally Efficient Quadrature Proce-
dure for the One Factor Multinomial Probit Model, FEconometrica, 50: 761-764.

12



[10] Chamberlain, G. (1984), Panel Data, in Handbook of Econometrics, Vol. 11, edited
by Zvi Griliches and Michael Intriligator. Amsterdam: North Holland.

[11] Heckman, J. (1981), The Incidental Parameters Problem and the Problem of Initial
Conditions in Estimating a Discrete Time - Discrete Data Stochastic Process, in

Structural Analysis of Discrete Panel Data with Econometric Applications, ed. by C.
Manski and D. McFadden, Cambridge: MIT Press.

[12] Hajivassiliou, V., and P. Ruud (1994), Classical Estimation Methods for LDV Models
using Simulation, in R. Engle & D. McFadden, eds. Handbook of Econometrics, IV,
2384-2441.

[13]

[14] Honore, B. (1993), Orthogonality-Conditions for Tobit Model with Fixed Effect and
Lagged Dependent Variables, Journal of Econometrics, 59: 35-61

[15] Honore, B., and E. Kyriazidou (2000), Panel Data Discrete Choice Models with
Lagged Dependent Variables, Econometrica, 68: 839-874

[16] Honore, B., and L. Hu (2001), Estimation of Cross Sectional and Panel Data Censored

Regression Models with Endogeneity, unpublished manuscript, Princeton University.

[17] Honore, B. (2002), Nonlinear Models with Panel Data, Portuguese Economic Journal,
1: 163-179.

[18] Honore, B., and E. Tamer (2006), Bounds on Parameters in Panel Dynamic Discrete
Choice Models, Econometrica, 74: 611-629

[19] Honore, B., and L. Hu (2004), Estimation of Cross Sectional and Panel Data Censored
Regression Models with Endogeneity, Journal of Econometrics, 122(2): 293-316,

[20] Hsiao, C. (2003), Analysis of Panel Data, 2nd ed. Cambridge University Press, Cam-
bridge.

[21] Hu, L. (2002), Estimation of a censored dynamic panel-data model, Econometrica,
70: 2499-2517

[22] Hyslop, D. R. (1999), State Dependence, Serial Correlation and Heterogeneity in In-

tertemporal Labor Force Participation of Married Women, Econometrica, 67, 1255—
1294.

[23] Gourieroux, C., and A. Monfort (1993), Simulation-based Inference: A Survey with
Special Reference to Panel Data Models, Journal of Econometrics, 59: 5-33.

13



[24]

[25]

[26]

[27]

28]

[29]

[30]

[31]

32]

Greene, W. (2004), Fixed effects and bias due to the incidental parameters problem
in the Tobit model, Econometric Reviews, 23:125-147

Keane, M. P. (1994), A Computationally Practical Simulation Estimator for Panel
Data, Econometrica, 62: 95-116

Lee, L.F. (1999), Estimation of dynamic and ARCH Tobit models, Journal of Econo-
metrics, 92: 355-390

McFadden, D., Ruud, P. (1994). Estimation by Simulation. Review of Economics and
Statistics, 76: 591-608.

Mundlak, Y. (1978), On the Pooling of Time Series and Cross Section Data, Econo-
metrica, 46: 69-85

Nerlove, M. (1971), Further evidence on the estimation of dynamic economic relations

from a time series of cross sections, Fconometrica, 39: 359-383

Neyman, J. and E. Scott (1948), Consistent Estimates Based on Partially Consistent

Observations, Econometrica, 16: 1-32.

Powell, J. (1984), Least Absolute Deviations Estimation for the Censored Regression
Model, Journal of Econometrics, 25: 303-25.

Wooldridge, J.M. (2005), Simple solutions to the initial conditions problem in dy-
namic, nonlinear panel-data models with unobserved heterogeneity, Journal of Ap-
plied Econometrics, 20: 39-54

14



*10.J8 81N |0sqe Ueall 3yl S| 3V N pue ‘1ol afenbs uesw 1001 8yl S1 IS NN 0E S1ainteipeng) a1lWeH-UeISsNes) Ul Sapou Jo Jegquinu
‘PaIeIS 10U SIS 41 002 = N SIS[ENPIAIpUL JO Jaquinu ‘suoiedl|dal oeD SIUOIA 00Z = ] U0 paseqalke sinsal || T="s! Am\/ T=F%si(g0-'s0)=06
‘T=q (0= "9'A paiosusd) JURISUOD | 8Je SAnfeA EhIu| ”w.o_z ~ " a|gelen Aojeue|dxs fewiou plepuels e uo paseq S| UBIssp of/eD S1UO|A B10N

0200 /000  S200 2100 1800 2000 /600 2000 /€00  0T00 2S00 6000 €100 €000 /200 €000 000T G
€200 6000 /200 €100 9800 €000 €0T0 2000 8600  TIOO 9500 TIOO 6T00 Y000  0€00 €000 O0S. G
/200 0T00  €€00  TTI0O /800 6000~ ¥ITO  TOOO- 8600 €100 9500 0700 8100 G000  TEOO ¥000 00S  §
TEO0 8000 200 2100 €600 ¥000- 22T0  6000- Zv00 2100 0900  TTOO 8200 €000~ SO0 G000 00E  §
1="s I="F%s go=0 I=q N 1
GI00 €000 G200 €000 G700 SGT00 6600 6000 0200  ¥000 T€00 G000 2200  T000 Z€00 €000 0z
6100  ¥000 9200 000 9900 8100  20T0 ¥T00 8200 8000 9¥0'0 G000 /200 €000 GEO'0  S000 18
9200 5000 600  TOOO- ¥OT'0 9100  ¥0T'0  0T00 ¥S00  TT00 ¥S00 8000 /€00  ¥000- 9500  TO00 8
900 6000 2900 000 8yT0  ¥100- €YT0 6100 1100 €100 8/00 9100 /Y00 8000~  ¥/00  L000- g
/800 /100 20T0 9000 9020 T200- 9920 ¥200- 6ET0  LT00 29T0 1200 6800 Y100~ 6ET0  9T00- €
1="s gr="s g0=0 I=q
9100 2000 200 2000 EY00  S000 2600 2000 6100 2000~ /200  S000 2200  S000- €€00 9000 0z
2200 0000 9200  TOOO 6500 2000 G600 S000 1200 6000 GE0'0 000 0500 9000  8¥0'0 2000 18
6200 TOO0  2v0'0 €000 7800  ¥100 /ZT0 €100 Zr0'0 8000 /S00  S000 700 2000 2900  S000 8
9800 €000~ /SO0 9000~ 9600 6100 €ET0  ¥100 G900  TTI00 6,00 0T00 9%00 8000  S/00 000 g
G/00 6000- 8IT'0 S000-  SOTO <ZI00- ##20 9100 LET0  9T00 ZST0  TT00 /800 2200  ¥2Zr0  800°0- €
1="s 1="s G0-=6 I=q
/T00  €000- 1200 TOOO- 7900 €000 G800 8000 9100 ¥000 9200  ¥000 7200 #000  T€00 €000 0z
6100  TOOO G200 2000 8600 Y000 6600 2000 6I00 ¥000  €£00 G000 2200 /000  GE00  S000 18
/200 G000 G800 S000 ¥600  TT00 GZI'0 000 2€00 1000 200 2000 9800 €000  SKO'0 2000 8
€500 8000  SS00  TTOO 0600 €T00- 29T0 OTI00- EV00 €T00 2900 8000 S¥00 G000  0/00 S000 g
2800  ZT00-  #2T'0 8000 0ST0  TT00-  ¥920  2I00- ZIT0 €200  TST'0  OT00 6,00 2I00-  TZI'0  TOOO- €
seig seig seig seig seig seig seig seig
IVIA ueIpa N ISINY Uea AVIN UeIpB N ISINY Uea IVIN UeIpB I ISINY Ues IVIN UeIpB N ISINA uea 1
="s =Fs go0=06 T1=q

UMOUY 8.Je SanfeA [eniu] a|qelien Aloreue|dxe jewlou Vv :T3DIN Jo S1nsay BT ajgel

15



10418 3IN|0Sge Ueswl aY) S| N pUe L104 3.enbs Uesll 1004 8Yl 1 IS INY ‘0€ S1ainteipend) alieH
-UBISSTIeS) U1 S9POU JO Jaguinu ‘patels Jou s1asp JI ‘002 = N S! SENPIAIPUL JO Jaquinu ‘SUoITedljdel oD SJUON 002 = 1 UO paseq dfe S)nsal ||

‘1= "s" €rm= s(g0-'50)=6 ‘T=qg ‘ponmsgo are sajdwes ay) a10eq spolied Gz = | ybnoayy peresedo st (Mn+ 'e+ 116 + Yxg ‘g)xew = YA
“(,6 -TM%n+ (6 -1) 'e+ (6 -T) O ‘0)xew = O ”T_o”_z ~ " a|gelren Alorue|dxe [ewlou plepuels e uo paseq SI ubssp oeD SIUo|N BI0N

T€00 €200 700 1200 TST0 TST0- T9T0 T8T°0- 1600 T60°0 STAN0] 0600 G100 €00°0- ¢¢0'0 S000- 000T S
200 200 700 1200 TSTO TST°0- 09T0 €910 €600 £60°0 610 1600 2200 100°0- 8200 8000- 0SL S
2e00 9200 S0°0 G200 ¢ST0 ¢SsT0- G4aT0 Y810 2600 2600 0ET0 1600 200 0TO0- /€00 TT00- 00S <1
€00 9200 /00 ¢200 94910 9410 8G9T°0 €910 €600 €600 9¢T0 2600 €200 /LT0°0- 900 GT00- 00¢ S
1="s TI="%s go=56 I=4q N L
200 TT00 1200 €100 G/00 820°0- STITO €€00- 9200 6100 9200 1200 €200 ¥00°0- €00 €000 (014
T€00 TT00 0€0°0 TT00 €0T’0 T90°0- orT0 G90°0- 200 €00 /700 200 200 /000 S0°0 8000 a1
200 G200 GS00 200 22’0 GZT0- GG2'0 T9T°0- €800 T80°0 9600 ¢/00 Ge00 €T0°0- 0500 Y100 8
6,00 6200 8600 GE00 93950 9850 /950 685°0- 2eco 2eco 2520 1120 7900 G20°0- 1800 /200- S
€0T’0 G500 T9T°0 2500 TOO'T T0T'T- C¢ITT Va1’ T- 09€0 0920 880 T8€0 /TT0 990°0- 1870 €800 €
1="s gr="s g0=6 I=q
/T0°0 T000 2200 T000- €700 0TO00- 0T°0 ¢T10°0- €200 TT00 9200 8000 0200 200°0- Ge00 T0OO0- 04
T200 00°0- 7200 G000 9500 1200~ GITO 0200~ 2200 8T00 €00 G100 1200 000 600 G000 qT
G200 /100 G700 ¢100 €800 €90°0- ecro 990°0- 000 6€0°0 /G0°0 9200 €00 TT00 G&00 8000 8
9700 0e00 0400 TE00 9/T°0 9/T°0- 1220 08T°0- 80T0 80T°0 TOTO 80T°0 9800 6T0°0- 2800 ¥10°0- S
G600 00 8¢T0 90’0 T.¥°0 T.¥°0- 8ev'0 661°0- €C0 €20 9120 0220 63800 T¥0°0- 8TT0 T€00- €
1="s 1="%s g0-=6 1=q
G100 G000 0200 2000 00 €T0°0- 600 STOO- 6T00 6000 1200 TT00 200 2000 G200 TO00 (014
97100 9000 €200 8000 81700 G200 T0T0 T€0°0- T200 97100 €00 7100 G200 G000 [0)40X0] 000 qaT
6200 0T00 600 1700 €600 Z280°0- Ye€T’0  T80°0- 8300 800 1800 800 2S00 GT10°0- 7900 ¢100- 8
ov0'0 8200 €300 200 G910 S9T°0- 1/T0 ¥.T0- 8600 8600 9vT0 6600 /500 8T0°0- 9/00 €200- S
/1900 6500 G170 /500 S14740) Si'0- 6TV’'0 T9Y0- S1ZA0)] [S1740)] G920 tAZA0)] €800 8€0°0- [STAN0) T¥0°0- e
seid selg seld seld seig selg seld seld
VN ooy B o VN eropy B o YN oy BW o VN oy B o L
1="s 1="%s g0=6b 1=q

(Buoum s111 UBYM) poyIBL SaNTeA [elliul sSnousboxe aAleN B|aeleA Alojeue|dxe [euwlou Vv :'3DIN JO S1nsay gT 3|0e.L

16



*10JJ8 3IN|0SCle el 3Y) S VN PUR 10148 81enbs uestu 1004 3yl S1 IS INY ‘0E S1anreipend allweH
-UeISSTIeS) Ul S9POU JO JguINU ‘paless Jou S1asP J1 ‘002 = N SI SENPIAIPUI JO JSgWINU ‘SUOITedljdl 0D SIUOIA 00Z =T UO peseq aJe S}nsal ||V

T="s!(gMT) = Ys1(G0-'50) =0 'T=¢q ponksqo sl sojduwes dy) 10490 spoled Gz = | ybnoiyy porsedost (Mn+ e+ VY5 + Yxg ‘o)xew = YA
‘(L6 -TM %+ (6 -T) 'e+ (6 -T) O ‘o)xew = O ”T_o_z ~ " a|geren Aloeue|dxe [ewliou piepuels e U0 paseq SI UBsap 0[eD SUOIN BI0N

/00  TEO0 900 0200 ¥/00 9T100- 20T0 %100 8T00  €000- 9200  ¥000 2200 ZI00- 8600  TTOO- 000T G
G700 0800 800 2200 G/00 9100- TOTO 9100 G200 000  TE00  ¥000 6200 ¥I00- SKO0 2I00- 0S. G
W00 6200 0500  ¥200 8,00 /T00- ZITO  ST00- €200 ¥000  6€00  S000- /200 €T00- 9¥00 €T00- 00S G
EY00 0800 2S00  #200 7800 6200- ¢TI0  8T00- 9200 8000 200 8000 TE00 ¥T00- 2S00 €T00- 00E G
1="s I="°%s Go=06 I=4q N L
6100 2I00 /200 2000 T.00 /000~ 8600 TTOO- /200 0100 €00  CI00 T200 6000  TE00  0OT00 (074
G200 9200 6800  CTO0 2800 ¥T00-  L0TO 2I00- 8600 STO0  9¥00  ZI00 ¥200  ZI00-  ¥€00  ST00- at
8600 0800  T900 €200 G800 0200-  ZITO Z2I00- 6Y00 €700  T900  8I00 G700 GTO0 2900 2200 8
G500 200 800  TEOO SYT'0  TPOO-  9ST0  8E00- T.00 /TO0 9900 9100 /S00 €200- 800 LT00- g
7800 TS00  ¥O0TO 6100 Zvz0  /600- 1620 2800~ 8800 0800  T600  TE0O 2800 S200-  90T0  8200- €
1="s gr="s §0=6 1=¢
6100 8000 /200 9000 ¥900 ¥000- 6800  S000- 9200 8000 9800 6000 2200 8000-  €€00 9000 (074
2200 000 €800  TTOO G/00 8000~ 600  ZT00- 000 9000  ¥500 8000 9600 TIO0  TYOO €000 15
TE00 200  TS00  OTOO 0800 T200- 6600 STOO- G500 8000 8900 ZI0O Zv00 6000  ¥900 8000 8
/00 TI00 000  ZT00 600 [200-  I¥TO  [200- 2900 ST00 2600  ¥I00 G700 S000- 1800  ¥000- g
9900 GT00  T8O0  9T00 8ET'0  2900- G020  SS00- 7800 €700  TOTO STOO G500 ZI00-  GITO  €I00- €
1="s T=F%s G0-=6 I=q
6T00 ¥T00 G200  ¢I00 0900 €000- T600  TOOO- 7200 /000 6200 8000 6100 9000-  0£00  S000- (074
8200 9100  0€00  €I00 8900 8000- G600  S000- 9200 0700  S€00 TTO0 €200 TI00-  2€E00 8000 at
€00 6200 w00 G100 000 LTO0- S0T'0 6700~ 0€00 0100 0S00 <100 9€0'0  800°0- 2900  0T00- 8
€500 TE00 /SO0 9200 0600 /200-  LETO 8200 700 TI00 6500 TI0O W00 ¥T00- G900  ST00- g
¢/00 100 €600 SE00 8¢1'0  0.00- ,120  ¢S0°0- 7500 ¢100 7800 9700 8700  Z10°0- /600 8T100- €
seig seig selg selg selg seig seig seig
IVIN UeIps N ISINY ues |\ IVIN UeIpe I ISINY ues |\ IVIN ueIpe N ISINY ues |\ IVIN UeIpe N ISINY Ues 1
1="s 1="°s g0=0 T=q

uorew xodde s uewndeH 9|gelen Aloeue|dxe ewlou Y :'3DIN JO S1Nsay "OT 9|ge.L

17



1013 3)N|0SCle Ueall 3Y) S1 JVIA pUe 10JJe 82enbs Uesl 1004 8yl S1 IS INY ‘0E S1aineipend) aliuieH
-UeISSres) U1 Sapou JO Jaquuinu  ‘paters 10U SIasp J1 ‘002 = N S| S[eNpIAIpUI JO JBguINU ‘suoiedi|dal ofkeD SJUO A 00Z = ] UO paseq ale S)nsal ||V

‘1="s! I s (g0-50)=6 ‘T=q ‘ponisqo afe sodwes sy aiojeq spoted Gz = | ybnoiy parsadosi (Mn+ 'e+ TV + Yxg ‘o)xew = A
‘(6 -1 /9 + 6 -1)'e+ 6 -1) Ox‘0)xew = 0'A ”T_ouz ~ *xa|qeren Aloeue|dxe ewlou plepuels B uo psseq Si ubissp ojed oI\ BI0N

1200 8000 6200 6000 ¢L00 7700 GET'0 ¢v00- w00 0200 6€00 6T00 1200 €700 /00 €100 000T S
0€00 1100 9€00 1100 G.00 8v0°0- ¢ST'0  0S0°0- (04040} 8T0°0 00’0 8T00 800 €700 800 G100 0SL S
T€00 1100 80’0 0T00 9800 1500 /9T'0 6¥0°0- ¢v00 6100 2S00 0200 ¢0’0 1100 500 G100  00S ]
€200 0100 /¥0°0 0100 6800 €S0°0- G/T0 T1S00- 910°0 0c0°0 /900 T<00 9500 ¢100 8900 .T00 00E ]
1="s I="°%s go=0 I=q N 1
€200 600°0- €200 700°0- /900 0T00- T0T°0 TT0°0- 200 ¢10°0- 200 000 ¢c00 0T0°0- G200 800°0- 0c
6200 T10°0- 9€00 1000 7800 8200~ AN TE00- €E00 ¢10°0- GE00 200°0- (0]0X0] TT0°0- 90’0 600°0- 13
LE00 TT0°0- €300 0T00- STAN0] G300 83T°0 190°0- /500 20°0- 9€00 1200 G900 /T00 8300 0T00 8
T900 LTOO 7800 0TOO 8.T0 ¥v10- G20 8€T0- 100 T120°0- 2800 9200 6800 0c00 /800 G100 ]
2600 €E00 0ST0 1200 6TE0 v1€0- 92e0 9€E0- €310 €ET0 16T°0 9TT0 LvT0 GG00 99710 00 €
1="s gr="s g0=6 TI=q
LT0°0 /000 ¢c00 <000 9900 TTI00- €600 S000- 1200 S00°0- 9¢00 L000- 200 2000~ 6¢00 G000 (074
1200 8000 ¢e00 €000 2800 /LT0°0- G600 TT00- G200 €00°0- ¢e0’0 ¥00°0- ¢e00 8000 ¢0'0 TT00 ST
€E00 €100 90’0 7000 1600 6200 ¢IT0  LT00- 6200 ¥10°0 9€0'0 0T00 9300 6000 /900 0100 8
1500 1100 S/00 8000 AN 1900 €8T°0 GS0°0- /500 6200 6,00 G200 €.00 1200 G800 €100 ]
€800 8200 SYT0  ¥200 6.T0 €ST0- G20  9ST0- 9€T0 6600 99T0 9600 8TT0 €00 trAN0] T€00 €
1="s 1="°s G0-=6 1=4q
8T00 €000 €200 2000 €900 <2000 7600 T000 6T00 €00°0- 1200 2000- 1200 00°0- 0E00  9000- 0c
6T00 0000 9200 G000~ /.00  S00°0- 8600 €00°0- 1200 900°0- 1200 900°0- €200 S00°0- 9€0'0 800°0- ST
1200 6000 00 000 2800  0T00- €0T0 0T00- €200 2000 00’0  T000 2500 ¢100 ¢S00 TTOO 8
00 ¢100 S90°0 1100 LTT0 1900~ 86T°0 290°0- 1500 €200 /00 <2200 1,00 /T00 9800 V100 S
1,00 8€00 €0T’0 6€0°0 G8T°0 ¢aT’0- 920 SvT'0- 6€T0 TTT°0 88T'0 8600 2800 1500 ¥0T'0  S0'0 €
seig seig selg seig seig seig seig seig
aVIN weIpeIN ISINY Ueo |\ avIN weIpe N ISINA Uea avIN weIpe I ISINY Uea |\ aVIN weIpe N ISINY Uea 1
1="s 1="s g0=0 1=q

abp1Ip |00/ JO poyB 3 |dW S "3(celieA Alofeue|dxs jewiou v :T30N JO S NsaY “PT 3|e L

18



*J0JJ3 91N |0Sge Uesw aY) S|
VA pUe ‘1o a:enbs ueswl 1001 3Y1S1 IS INY ‘0€ S1ainfeipeng) a1l H-URISSIRS) UI'SSpoU JO Jaquunu {00z = NSIS[ENPIAIpUI JO Jequunu ‘suoiedijdal
0]/eD SO\ 00Z =1 U0 paseq ok sinsal |1V "([TTs0T) =("s‘%s‘6'g) ‘poniesqo are sajduwes ay) aJojeq spoled Gz = 1 ybnoay paresedo
st ("n+ 'e+ TG + Yxg ‘o)xew = YA ‘(0 -TM/ %+ (6 -1) 'e+ (6 -T)/ O ‘0)¥ew = 9'A ss3001d 8Y} S8R0 JBYI0 10y (0= O'A umouy are senfen

[eniul ased ayj o} ”N\H - quo ~ ¥ a|geiren Aorue|dxe paenbs-1yd WopPsal) Jo SsaiBap auo pPazipiepues e Uo pased S1 ubisap oe) SlUo|N BI10N

€200 /000  S200 2000 600 2000 €500  TO0O- ZI00  €000- ST00 2000 GI00  S000- €200 ¥000- 02
9200 9000 9200 €000 €¥00 G000 6900  €000- 9100 9000~ §200 9000 LT00 /000 8200 8000 18
G200  0TO0 €00 8000 2900  0T00-  €0T0  OTOO- T200 2000 0800  TOOO 6200 0T00  S¥00 6000 8
900  2I00 G900  OT00 L0T0  /S00-  86T0  T900- 1500 000  #.00 6200 8¥00  GIO0  S800  0T00 g
G/00 8800  80T0 0200 €9T0  2¢/T0- 250 SLT0- 6€T0  OTT0  /¥TO 8600 /900  ¥T00 9810 TT00 €
abp1Ip|0oM JO poyew djdw s
0200 8000 8200 Y000 0¥00  €000- 2900 TOOO- ZI00  TOO0  ¥T00 0000 GI00 2000 2200 2000- 02
2200  0T00 9800 8000 8500  8000-  TZ00 S000- 8T00 €000~ 8200 0000 2200  ¥000- 0800  S000- ST
GEO0  ¥I00  ¥¥00  TT00 2/00 /T00-  SOT'0 6T00- 1200  TOO0 #6800  TOOO 9200 G000 Zv0'0 8000 8
9500  GI00  S¥00  8T00 0600  /200-  LETO 820°0- 0£00 €000 €500  S000 Zr0'0 8000 G900  0TO0 g
v/00 0200 9600 2200 820  0/00- /TZ0 8S00- 8700 2000  T800  TOOO- G900  0T00- G600 TIOO- €
uo Irew ixo Jdde s uewnoeH
/T00 G000 G200 000 8600  0T00-  SS00 TTIOO- 0T00 2000 9100  S000 ¥100 9000  ¥200 ¥000 02
0200 €000 6200 6000 Y00  8T00- 2900 €200- ¥100 8000  8I00  TTIOO GI00 8000 2800 9000 ST
8200  ¥000  /¥00  TT00 G900  0900- €600 990°0- G800 00 €00  9¥00 TEO0D 6000 SWO0 2000 8
e¥00  GI00  ¥900  ST00 9GT0  9ST'0-  8.T0 8STO- 6TT0  6IT0  L0T0  20TO 600  ST00 9900 €700 g
9/00 2ZW00  9IT0  Z¥00 2o ZIr0- 2190  ZvSO0- T120 TI20 8120 6120 9500  /TO0- 8800 9T00- €
(Buoum s 11 usym) poyew sanfen [eniul snousboxa anleN
9100 2000 0200  TOO0 GEO'0 9000 0900 Z000- 0T00  T000- STO0 0000 €200  T000  T200 TO00 02
LT00 €000 6200 2000 9€00  €000- €900 6000- ¥100  T000  8T00 TOOO 200 €000  ¥€00  S000 18
6200 TOO0-  S¥O0 €000 0500  9000- 200 €000- 8100  ¥000  S200 000 200  ¥000  2Zv00 2000 8
700  9000-  ¥.00 2000 G500  [000- €00 ¥000- 0200  TO00  9¥00  TO0O- GEO'0 9000 /SO0 9000 S
2.00 G000 T¢T0 Y000 T.00 S000-  02T0 OT00- €V00 G000~ 9800 €000 ¥S00 €100 9600  S000 €
SN [eA [elliul uMmoud]
selg selg selg selg selg selg selg selg
VN epepy IWE g YN ey IW VN ooy BN e VN ey BN 1
="s T="Fs so=6 I=q

"(WopPad 4} JO S33 4GP BUO Y1IM uo NG 1ISIp paJenbs-1yd) ajge e Alofeue|dxe [ewiou-uou V : 3D JO S1INsay 'Z a|aqel

19



1013 9IN|0SCe Ueall 8y} S|
JVIN pue ‘Iold arenbs Ueaw 1004 8Y1S1 IS INY ‘0E S1antelpend) 81lWSH-URISSes) Ul S3pou Jo JBguinu {00z = N'SIS[eNPIAIpUL JO JBgquinu ‘suoitedijde.
0]/eD BUONO0Z = UOo peseq 8k sinsal ||V “(ITS0T)=("s'®s'6'q) ‘ponssqo ale ssjdwes ayy alojeq spoted Sz = 1 ybnoayr peresedo
st ("n+ e+ TVG + Mxg ‘o)xew = YA ‘(.6 -TM %+ (6 -1) 'e+ (6 -T)/ O ‘p)xew = O'A sseooud sy sesed Jeyio 1oy (0= %' umouy are senfen

eniuiasesay) o) ‘Y A= % puego= _T_o_z ~ WAV A1 TV = Wogerren Alojeue|dxe Pl .J000]Te Ue UO pased S1 ubsap o}/eD) SJUO A 10N

2200 9000  ZW00  €00°0- 6500 6000- /800 TIOO- 9100  TO00- 2200 0000 ¥100 9000 0200 G000 0z
/200 T000-  ¥S00 000 2900 0T00- 8800 9100 6100  TIOO- 6200 €000 /T00 000 2200 %000 Gt
¥S00 6000 2900 8000 v/00 TI00-  60T0  .T00- 8200  €000- 2v00  TO0O- T200 0100  THO0 6000 8
2900 ¥I00 8800 €I00 €600 8200 8YT0  L200- 900 %200 900 9200 Zv00 0100  ¥#0'0  TT00 g
/TT0  /T00  S¥T0  TT00 T6T0 T600- 0620 €800 80T0 9500  T8T0  ¥900 ¥S00  TTO0 €500 2200- €
abp1p|0OM JO pouew d|dw s
9200 6000 €800 2000 1900 0T00- 6800 600°0- GI00 0000  T200  TOOO 2100 2000  ¥T00 2000 (074
6200 2000  S€00 000 9900  Zr00-  S600  TTOO- 6T00 2000 G200  TOOO €100 2000 0200 €000 Gt
Zv00 6000  9¥00  S000 2,00 ¥100- TITO SI0O- ¥200 2000 8800  S000 9100 €000  T200 #000 8
1500 G000 /900  TTOO T800 €200  9€T0  0£00- €600 €000  6¥00  +000 8100 8000  ¥200 2000 g
/100 TI00  E€TT0  ¥I00 0ST0  2S00- 6120 EV00- €900 2000 8800  TOOO ¥200 G000  €Y00  ¥000 €
uolrew xo.dde s ueuoeH
0200 2000 %800 9000 8500  ZI00- 2600 OT00- ¥I00 2000  T200 2000 0T00 9000  TIOO 2000 (074
6200 G000 9800 000 9900 200~ €600 2200- 2200  ¥000 8200 G000 200 Y000  ST00 €000 Gt
00 9100  S/00  ZT00 6,00 2900  6IT0 8900- /€00  ¥€00  6V00 €00 ZI00 €000 €600  €00°0- 8
2800 /200 620  €£00 2/T0  /9T0- 1020  ¥STO- €600 €600  ¥OT'0 8800 9200  9100- 8800  LI00- g
66T0 VOO0 8220 €500 2870  2Z870- 1850  /8V0- 8020 8020  ¥IZ0 020 W00  ¥800- 9500  9¥0°0- €
(Buoum s1 11 usym) poyiew senfeA [eniul snousboxs anleN
8100 2000 6200 000 0900  9T00- 8800 0TI00- ¥100 0000  T200  TOOO- ¥100 €000 0200  S000 0z
TE00 9000  ¥€00 €000 1900 GI00- 6800 SI0O- GI00  TO00 €200 000°0- 6200 €000  SE00 9000 Gt
Y00 8000 €500  S000 €900 8000~  S600  600°0- 0£00  TO00  THO0  S000- v€00  ¥000  ¥00 %000 8
000 0T00  S/00 8000 2/00 ¥100-  SZT'0  SI00- /¥00 2000 G900  €00°0- 0r00 9000  8¥00  ¥000 g
/600 6100  6vT0  ZT00 yIT0 8100~ 0020 200 9600  /T00- OVT'0  ST00- 9¥00  2000-  0S00 6000 €
SoN[eA [eniul UMou|
selg selg selq selg selg selg selg selg
VN oy I oy VN ey I ey VN oy B VN oy I o 1
="s =Fs go=6 I=q

a|qelien Aloteue|dxe paep.I0d0INMe UY (3D JO S)Nsay 'S a|del

20



Figure 1. Q-Q plots based on the quantiles of normal distribution by solution methods
for true state-dependence and the variance of unobserved individual-effects. L = 200
estimated Monte Carlo parameters based on T' = 10 and the design; z;; = pxy_1 + Vi,
Yie ~ N [0,1], p = 0.5 and 240 = ti1; yio = max(0, B2/ (1—7)+ai/(1—)+uin//1 — 72);
yir = max(0, Bxu+yyi—1+oitui); (8,7, 0a, 0u) = (1,0.5,1,1); and number of individuals
is N = 200.
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Figure 1. Continued
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